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AppDynamics for Java

This information covers using AppDynamics for Java applications and environments. For general
information see AppDynamics Essentials and AppDynamics Features.

Tutorials

Monitor Java
Applications

Troubleshoot Java
Application Problems

Configure AppDynamics
for Java

Supported Environments and Versions for Java
Administer App Agents for Java

Supported Environments and Versions for Java

® Supported Platform Matrix for the App Agent for Java
® JVM Support
®* JVM Language Frameworks Support
® Application Servers
® Application Server Configuration
® Message Oriented Middleware Support
®* Message Oriented Middleware Configuration
® JDBC Drivers and Database Servers Support
® Business Transaction Error Detection
® NoSQL/Data Grids/Cache Servers Support
® NoSQL/Data Grids/Cache Servers Configuration
® Java Frameworks Support
® Java Frameworks Configuration
® RPC/Web Services APl Support
® RPC/Web Services APl Framework Configuration

Supported Platform Matrix for the App Agent for Java

This page documents known environments in which the App Agent for Java has been used to
instrument applications. The App Agent for Java can target specific Java bytecode. This provides
wide-ranging flexibility, so if an environment is not listed here, this does not preclude the App
Agent for Java from being able to extract valuable performance metrics. Contact AppDynamics
Support or Sales for additional details.
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Notes:

® A dash "-"in a table cell indicates that this column is not relevant to that particular
environment.

® In cases where no version is provided, assume that all versions are supported. Contact
AppDynamics Support or Sales for confirmation.

® For environments that require additional configuration, a separate table describing or linking
to configuration information follows the support matrix.

® For environments supported by AppDynamics End User Monitoring, see Supported
Environments and Versions - Web EUM.

JVM Support

These are the known JVM environments in which the App Agent for Java has been used to
instrument applications.

Vendor Implem Version Operati  Object Automat  Custom Memory Structures

entation ng Instance ic Leak
System  Trackin  Detectio
g n
Content Access Require
Inspecti Trackin s JVM
on g Restart
2
Oracle Java 7 Solaris - - - - -
HotSpot Update  Sparc
45+ 64
Window
s Linux
BEA JRockit 1.5 - - Yes Yes Yes Yes
BEA JRockit 1.6,1.7 - - Yes Yes - -
Oracle JRockit  28.1+ Linux - - - - -
JVM Intel 64
Window
S
IBM JVM 1.5.x,1. - - Yes Yes - -
6.X,
1.7.x
SUN JVM 1.5,1.6, - Yes Yes Yes Yes -
1.7
Open OpendD 1.6 Linux, - Yes - - -
Source K window
S,
everywh
ere
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HP OpenVv - - - - - - -
MS

Notes:

® Both JDKs and JREs Supported
®* For IBM JVM, a restart is required after configuring the custom memory structure.
* All JVMs must be restarted after enabling the Automatic Leak Detection feature.

JVM Language Frameworks Support

No additional configuration is required for these frameworks.

Vendor JVM Version Correlation/ Exit Points  Transports  Notes
Language Entry
Framework Points

Open Akka Actor 2.1-2.3 Yes Yes Netty Remoting

Source / exit/entry

Typesafe supported.

Reactive PI Persistenc

atform e
(experimen
tal module
inv2.3) is
not
currently
supported.

Open Groovy - Yes Yes

Source

Open Play for 21-23 Yes - HTTP over Includes

Source / Scala Netty framework

Typesafe specific

Reactive entry points

Platform

Open Spray.io - No No No Currently

Source / not

Typesafe supported

Reactive

Platform

Pivotal Grails - - - -

The Typesafe Reactive Platform is a JVM-based runtime and collection of tools used to build reacti
ve applications. This includes Scala, Play, Akka, and Spray.io.

Application Servers
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These are the known application server environments in which the App Agent for Java has been
used to instrument applications. Some require additional configuration. Click the link on the server
or OSGi Runtime name in the following support matrix for information about additional
configuration required or related configuration topics. Application servers are usually found by the
App Agent for Java as an entry point.

Vendor Applicatio Version SOA RMI JMX Entry
n Server / Protocol Supported Points
OSGi
Runtime
Apache Felix - - - - Yes
Apache Sling - - - - Yes
Apache Tomcat 5.X, 6.X,7.X - - Yes
Apache Resin 1.x-4.x - - - -
Adobe Cold 8.X, 9.X - No - Yes
Fusion
Equinox - - - - Yes
Eclipse Jetty 6.X, 7.X - - - -
IBM InfoSphere  8.x - - - Yes
IBM WebSpher 6.1 JAX-WS - - Yes
e
IBM WebSpher  7.x JAX-WS Yes, detect Yes for Yes
e and WebSpher
correlate e PMI
Open Liferay - - - - -
Source Portal
GlassFish 2.X - - Yes Yes
Enterprise
Server
Oracle GlassFish 3.1+ - - Yes for Yes
Server and AMX
GlassFish
Server
Open
Source
Edition
Oracle and WeblLogic  9.x+ JAX-WS Yes, detect Yes Yes
BEA Server and
correlate
for 10.x
Copyright © AppDynamics 2012-2014 Page 8
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Application
Server
(0C4Y)

Gralls, with
Tomcat
7.X,
Glassfish
V3,
Weblogic
12.1.1
(12¢c)

JBoss
Server

JBoss
Server

JBoss AS

JBoss EAP

7+

4.x,5.x

6.X, 7.X
standalone

)
6.11, 6.2.0

Application Server Configuration

Yes, detect - Yes
and

correlate

for 10.x

- - Yes

Yes, detect - Yes
and
correlate

For application server environments that require additional configuration, this section provides
some information and links to topics that help you configure the environment. Environments in the
Application Server Support table that require additional configuration, link to the configuration table
below.

Application Server Topics for Required and Optional

Configuration

Apache Felix ® To configure Apache Felix for Glassfish
® To configure Felix for Jira or Confluence
® See also Unable to get metrics from the

Java App Server Agent on GlassFish

Apache Sling ® (OSGi Infrastructure Configuration#To

configure Apache Sling

Apache Tomcat ® Apache Tomcat Startup Settings

® Tomcat as a Windows Service
Configuration

Apache Resin ® Resin Startup Settings
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Apache Cold Fusion Configuration is required for transaction
discovery, see

® Servlet Entry Points

Equinox ® To configure Eclipse Equinox

Eclipse Jetty ® Jetty Startup Settings

IBM InfoSphere * |IBM WebSphere and InfoSphere Startup
Settings

IBM WebSphere * |IBM WebSphere and InfoSphere Startup
Settings

Sun GlassFish Enterprise Server GlassFish JDBC connection pools can be

manually configured using MBean attributes
and custom JMX metrics

® GlassFish Startup Settings
® Modify GlassFish JVM Options

Oracle GlassFish Server including GlassFish Server Open Source
Edition

® GlassFish Startup Settings
Modify GlassFish JVM Options

Oracle and BEA WebLogic Server Oracle WebLogic Startup Settings

JBoss Server JBoss Startup Settings

Message Oriented Middleware Support

These are the known message oriented middleware environments in which the App Agent for
Java has been used to instrument applications. Some require additional configuration. Click the
link on the messaging server name in the following support matrix for information about additional
configuration required or related configuration topics. Message oriented middleware servers are
usually found by the App Agent for Java as an entry point.

Vendor Messaging Version Protocol Correlatio  Exit Points JMX
Server n/Entry
Points
Apache ActiveMQ 5.x+ JMS 1.x Yes Yes Yes
Apache ActiveMQ 5.x+ STOMP No - Yes
Apache ActiveMQ 5.8.x+ AMQP 1.0 No - Yes
Apache ActiveMQ 5.x+ SOAP Yes - Yes
Apache AXxis 1.x, 2.X JAX-WS Yes Yes -
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Apache

Apache

Fiorano

IBM
IBM

IBM

JBoss

JBoss

Mulesoft
Oracle

Oracle /
BEA

Progress
Pivotal

Rabbit

Spring

APPDYNAMICS

Apache
CXF

Synapse

Fiorano

MQ
IBM MQ

IBM Web
Application
Server (WA
S)

IBM
WebSpher
e MQ

JBoss MQ

JBoss
Messaging

HornetQ

Open MQ
Mule ESB
Oracle AQ
WebLogic

SonicMQ
RabbitMQ

RabbitMQ
Spring
Client

Spring
Integration

2.1

6.X, 7.X
6.1+, 7.xX

4.x
5.x

3.4

9.x+

220

JAX-WS

HTTP

Embedded
JMS

JMS

HTTP
IMS
IMS 1.1

HTTP

JMS

Message Oriented Middleware Configuration

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes
Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

For message oriented middleware environments that require additional configuration, this section
provides some information and links to topics that help you configure the environment.
Environments in the Message Oriented Middleware Support table that require additional
configuration, link to the configuration table below.

Messaging Server

Topics for Required and Optional

Configuration

Copyright © AppDynamics 2012-2014
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Apache ActiveMQ ®* JMS Message Queue Exit Points

Apache Axis Default exclude rules exist for Apache Axis,
Axis2, and Axis Admin Servlets. See also,

* Web Service Entry Points

Apache Synapse ®* To enable correlation, set node property en
able-soap-header-correlation=true.

IBM MQ No additional configuration is required.

See also, Default Backends Discovered by the
App Agent for Java

IBM Web Application Server No additional configuration is required. See
also,

®* JMS Message Queue Exit Points

IBM WebSphere MQ * |IBM Websphere MQ Message Queue Exit
Points
Mule ESB ®* Mule ESB Startup Settings

® Mule ESB Support
® See also HTTP Exit Points for Java

BEA WebLogic ® Oracle WebLogic Startup Settings
Pivotal RabbitMQ No additional configuration is required. See
also,

® Default Backends Discovered by the App
Agent for Java and
* RabbitMQ Message Queue Exit Points

RabbitMQ Spring Client No addition configuration is required, See also,
® Message Queue Exit Points for Java

Spring Integration ® Spring Integration Support
® See also, IMS Message Queue Exit Points

JDBC Drivers and Database Servers Support

These are the known JDBC driver and database server environments in which the App Agent for
Java has been used to instrument applications. AppDynamics can follow transactions using these
drivers to the designated database.

JDBC Vendor Driver Version Driver Type Database Database
Server Version
Apache 10.9.1.0 Embedded or Derby -
client

Copyright © AppDynamics 2012-2014 Page 12
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Apache

Progress

IBM

IBM

IBM
Microsoft

Oracle MySQL,
MySQL
Community

Open Source

Open Source
Oracle

Sybase

Notes:

DataDirect

JDBC 3.0
version 3.57.82
or JDBC 4.0
version 4.7.85

JDBC 3.0
version 3.66.46
or JDBC 4.0
version 4.16.53

4
5.x

Connector/J
5.1.27

9.x

jConnect

®* Type llis a C or OCI driver
®* Type IV is a thin database client and is a pure Java driver

data connectivity

for ODBC and
JBDC driver
access, data
integration, and
SaaS and cloud
computing
solutions

DB2 Universal
JDBC driver

DB2 Universal
JDBC driver

Type IV
Type ll
Type Il, Type IV

Type IV

Type IV
Type Il, Type IV
Type IV

Business Transaction Error Detection

Cassandra

DB2

DB2

Informix
MS SQL Server
MySQL

MySQL

Postgres

Oracle Database

Sybase

9.x

10.1

2012~

5.x

5.x

8.X, 9.X
8i+

AppDynamics App Agent for Java supports the following logging frameworks for business
transaction error detection:

Log4j

*  java.util.logging

If you are using a different logger, see Configuring Error Detection Using Custom Loggers.

NoSQL/Data Grids/Cache Servers Support

Copyright © AppDynamics 2012-2014
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These are the known NoSQL, data grids and cache server environments in which the App Agent
for Java has been used to instrument applications. Some require additional configuration. Click the
link on the database, data grid or cache name in the following support matrix for information about
additional configuration required or related configuration topics.

Vendor Database/Data Version Correlation/Entry  JMX
Grid/Cache Points
Apache Casandra (Data - Correlation Yes
Stax, REST) and
Cassandra
CcQL3
Apache Apache Lucene - 1.4.1 Entry Points Yes
Apache Solr
JBoss JBoss Cache - - -
TreeCache
Terracotta EhCache - - -
Open Source Memcached - - -
Open Source MongoDB - - -
Oracle Coherence 3.7.1 Custom-Exit Yes
JBoss Infinispan 5.3.0+ Correlation -

NoSQL/Data Grids/Cache Servers Configuration

For NoSQL, data grids, and cache server environments that require additional configuration, this
section provides some information and links to topics that help you configure the environment.
Environments in the NoSQL/Data Grids/Cache Servers Support table that require additional
configuration, link to the configuration table below.

Database/Data Grid/Cache Topics for Required or Optional
Configuration

Apache Cassandra (DataStax, REST) and ® Cassandra Exit Points for Java

Cassandra CQL3 ® Apache Cassandra Startup Settings

® Default Backends Discovered by the App
Agent for Java

Apache Lucene - Apache Solr ® Solr Startup Settings

JBoss ® JBoss Startup Settings

Terracotta EnCache ® EhCache Exit Points

Open Source Memcached ®* Memcached Exit Points

Open Source MongoDB ® Configurations for Custom Exit Points for
Java
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Oracle Coherence

Java Frameworks Support

® Coherence Startup Settings

These are the known Java framework environments in which the App Agent for Java has been
used to instrument applications. Some require additional configuration. Click the link on the java
framework name in the following support matrix for information about additional configuration
required or related configuration topics.

Vendor

Adobe

Adobe

Apache

Apache

Apache

Framewo
rk

BlazeDS

ColdFusi
on

Cassandr
a with
Thrift fra
mework

Struts

Tapestry

Wicket

Version

8.X, 9.x

1.x,2.x

SOA
protocol
(WebSer
vices)

HTTP
and JMS
adaptor

Auto
Naming

No

Copyright © AppDynamics 2012-2014

Entry
Points

Yes

Yes

Yes

Yes

Yes

Yes

Exit

Points

Yes

Detection

Configura
tion
required
for
transactio
n
discovery

Apache
Thrift
Entry and
Exit
points are
detected

Struts
Actions
are
detected
as entry
points,
struts
invocatio
n handler
is
instrumen
ted

Not by
default

Not by
default
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Apple

Eclipse

Google

JBoss

Open
Source

Open
Source

Open
Source

Open
Source

Open
Source

Open
Source

Open
Source

WebObje
cts

CometD

RCP
(Rich
Client
Platform)

Google
Web

Toolkit
(GWT)

JBossWS
Native
Stack

Direct
Web
Remoting
(DWR)

Enterpris
e Java
Beans (E
JB)

Grails

Hibernate
JMS Liste
ners

Java
Abstract
Windowin
g Toolkit
(AWT)

Java
Server
Faces (J
SF)

Java
Server
Pages

5.4.3

2.6

251

4.X,5.x

2.X, 3.X

1.x

2.X

HTTP

HTTP

HTTP

Native
Stack

Yes

Yes

Yes

Yes

Yes
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Yes

Yes

Yes

Yes

Yes

Yes

Yes

Not by
default

Not by
default

Yes

Page 16



APPDYNAMICS

Open Java 2.X -
Source Servlet
API
Open Jersey 1.x, 2.x REST,
Source JAX-RS
Open Angular] - -
Source - S
Google
Oracle Coherenc 2.x, 3.Xx -
e with
Spring
Beans
Oracle Swing - -
(GUI)
Oracle WebCent 10.0.2,10 -
er 3.0
Open JRuby - -

Source HTTP

Spring Spring - -
MVC

Java Frameworks Configuration

Yes Yes No Not by
default

- Yes - -

- Yes - Not by
default

- Yes - Not by
default

For the Java framework environments that require additional configuration, this section provides
some information and links to topics that help you configure the environment. Environments in the
Java Frameworks Support table that require additional configuration, link to the configuration table

below.

Java Framework

Adobe BlazeDS
Adobe ColdFusion

Apache Cassandra with Thrift framework

Apache Struts

Topics for Required or Optional
Configuration

®* Message Queue Exit Points for Java

Configuration is required for transaction
discovery

® Java Web Application Entry Points
® Servlet Entry Points

No additional configuration is required. See
also,

® Default Backends Discovered by the App
Agent for Java

® Struts Entry Points
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Apache Tapestry

Wicket

Apple WebObjects

CometD
Open Source Enterprise Java Beans (EJB)

Open Source Hibernate JMS Listeners

Open Source Java Server Faces (JSF)

Open Source Java Server Pages

Open Source Jersey

Open Source JRuby HTTP

Spring MVC

RPC/Web Services API Support

Java Web Application Entry Points
Servlet Entry Points

® Java Web Application Entry Points
Servlet Entry Points

Business transaction naming can be
configured via getter-chains, see

® Getter Chains in Java Configurations
® |dentify Transactions Based on POJO
Method Invoked by a Servlet

® See also, HTTP Exit Points for Java
* EJB Entry Points

No additional configuration is required. See
also,

® Advanced Options in Call Graphs

¢ Java Web Application Entry Points and Ser
vlet Entry Points

® Servlet Entry Points

®* JAX-RS Support and node properties:
® rest-num-segments
® rest-transaction
® rest-uri-segment-scheme

® Java Web Application Entry Points
® Servlet Entry Points

® Java Web Application Entry Points
® Servlet Entry Points

These are the known Java framework environments in which the App Agent for Java has been
used to instrument applications. Some require additional configuration. Click the link on the RPC,
web services or API framework name in the following support matrix for information about
additional configuration required or related configuration topics.

Vendor RPC/W  Version SOA

eb Protocol
Service -
s API WebSer
Framew vices
ork

Apache Apache 2.1 JAX-WS Yes
CXF

Correlati  Exit Configur Detectio

Naming on/Entry Points able BT n

Points Naming
Properti
es

Yes Yes Yes Yes
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Apache

Apache

IBM

IBM

IBM

JBoss

Open
Source

Oracle

Oracle

Oracle

Oracle

Oracle

Sun

Sun

Apache
Commo
ns

Apache
Thrift

WebSp
here

WebSp
here

Websph
ere

JBoss

java.net.
Http

GlassFi
sh
Metro

GlassFi
sh
Metro
with
Gralils

Oracle
Applicati
on
Server

WebLog
ic

WebLog
ic

Sun
RMI

Sun
RMI

Web
Service
S

6.X

7.X

7.X

4.x,5.x

ORMI

10.x

9.x, 10.x

HTTP
Client

JAX-RP

JAX-RP

IIOP

RMI
HTTP

JAX-WS

JAX-WS

T3, IOP

JAX-RP

IIOP

JRMP

SOAP
over
HTTP

Yes

Yes

Yes

Yes

no

Yes

Yes

Yes

Yes

Yes

Correlati
on: Yes,
Entry:
No

Not by
Default

By
Default

Yes
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Yes
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RPC/Web Services APl Framework Configuration

For the RPC and web service API environment that require additional configuration, this section
provides some information and links to topics that help you configure the environment.
Environments in the RPC/Web Services API Framework Support table that require additional
configuration, link to the configuration table below.

RPC/Web Services API Topics for Required or Optional
Configuration
Apache Commons ® HTTP Exit Points for Java
Apache Thrift ® Binary Remoting Entry Points for Apache
Thrift

® Default Backends Discovered by the App
Agent for Java

IBM WebSphere ®* |IBM WebSphere and InfoSphere Startup
Settings,
® App Agent for Java on z-OS or Mainframe

Environments Configuration See also,

® Unable to browse MBeans on
WebSphere Application Server,

® Default configuration excludes
WebSphere classes

JBoss ® JBoss Startup Settings
Open Source java.net.Http ® HTTP Exit Points for Java
Oracle WebLogic ® QOracle WebLogic Startup Settings
® Default configuration excludes WebLogic
classes
Web Services ® Create Match Rules for Web Services

®* Web Service Entry Points
®* \Web Services Exit Points for Java

Install the App Agent for Java

® Overview of the App Agent for Java Installation Process
® Planning for Agent Installation
® |mportant Files
®* To Install the Java App Server Agent
1. Download and unzip the App Agent for Java
2. Add the agent properties as a ‘'javaagent’ argument to your JVM
3. Configure how the agent connects to the Controller
4. (Only for Multi-tenant mode or SaaS Installations): Configure Agent account
information
5. Configure how the agent identifies the AppDynamics business application,
tier, and node.
® Automatic Naming for Application, Tier, and Node
® Additional Installation Scenarios
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* 6. Verify agent configuration
® 7. Verify successful installation and reporting
® a. Verify agent installation
® h. Verify that the agent is reporting to the Controller
®* Example Configuration: App Agent for Java Deployment on a Single JVM
® |earn More

The AppDynamics App Agent for Java identifies and tracks business transactions, captures
statistics and diagnostic data, and analyzes and reports data to the Controller. The App Agent for
Java uses dynamic bytecode injection to instrument a JVM and it runs as a part of the JVM
process.

Caution: The AppDynamics Agent for Java may fail if there are other Application Performance
Management (APM) products installed in the same JVM. They can coexist as long as the other
APM does not interfere with the AppDynamics Agent for Java class transformations. We
discourage the simultaneous use of other Byte Code Injection (BCI) agents.

Overview of the App Agent for Java Installation Process

Installing the App Agent for Java involves adding it as a javaagent (Java Programming Language
Agent) on your JVM and setting up connection and identifying parameters for it to report data to
the Controller.

Install the App Agent for Java as the same user or administrator of the JVM. Otherwise the agent
may not have the correct write permissions for the system. The agent directories must have write
permission so that AppDynamics can update the logs and other agent files.

Planning for Agent Installation

Before installing the App Agent for Java, be prepared with the following information.

Planning Item Description

(] Where is the startup script for  This is where you can add
the JVM? startup arguments
If using a Java service in the script file and system
wrapper, you need to know properties, if needed.
the location of the wrapper
configuration.

(] What host and port is the For SaaS customers,
Controller running on? AppDynamics provides this

information to you. For
on-premise Controllers, this
information is configured
during Controller installation.
See (Install the Controller on
Linux or Install the Controller
on Windows).
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To what AppDynamics
business application does this
JVM belong?

Usually, all JVMs in your
distributed application
infrastructure belong to the

same AppDynamics business
application. You assign a
name to the business
application. For details see Lo
gical Model.

(] To what AppDynamics tier
does this JVM belong?

You assign a nhame to the tier.
For details see Logical Model.

Important Files
In addition to the JVM startup script file, two other files are important during installation:

®* The -javaagent argument uses the fully-qualified path of the javaagent.jar file. No separate
classpath arguments need to be added.

® The <agent_home>/conf/controller-info.xml file is where you add the configuration
mentioned in the planning list.

To Install the Java App Server Agent
1. Download and unzip the App Agent for Java

®* Download the App Agent for Java ZIP file from AppDynamics Download Center.
® Extract the ZIP file to the destination directory as the same user or administrator of the JVM.
Take note of the following:
® Extract the agent to a directory that is outside of your container
® All files should be readable by the agent
®* Runtime directory should be writable by the agent

Note: Do not unzip/install the agent into to the ..\tomcat\webapps directory. By default Tomcat tries
to undeploy and deploy files under the webapps folder. To avoid the possibility that Tomcat will
occasionally not restart, we recommend installing the agent to a directory outside of tomcat, such
as \usn\local\agentsetup\AppServerAgent.

2. Add the agent properties as a 'javaagent’ argument to your JVM

This step adds the agent to the startup script of your application server. Use the server-specific
instructions below to add this argument for different Application Server JVMs:

3. Configure how the agent connects to the Controller

® Configure properties for the Controller host name and its port number.
® You can configure these two properties using either the controller-info.xml file or the JVM
startup script:

Configure using Required Default
System Properties

Configure using
controller-info.xml
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<controller-host>

<controller-port>

-Dappdynamics.contr
oller.hostName

-Dappdynamics.contr
oller.port

Yes None

Yes For On-premise
Controller
installations: By
default, port 8090 is
used for HTTP and
8181 is used for
HTTPS
communication.
For SaaS Controller
service: By default,
port 80 is used for
HTTP and 443 is
used for HTTPS
communication.

Optional settings for Agent-Controller communication

®* To configure the Java Agent to use SSL, see App Agent for Java Configuration Properties
See Enable SSL (Java) for instructions on new SSL configuration in 3.7.6
®* To configure the Java Agent to use proxy settings see App Agent for Java Configuration

Properties

: Configure Agent account information

® This step is required only when the AppDynamics Controller is configured in Controller
Tenant Mode or when you Use a SaaS Controller.
@ Skip this step if you are using single-tenant mode, which is the default in an on-premise

installation.

® Specify the properties for Account Name and Account Key. This information is provided in
the Welcome email from the AppDynamics Support Team. You can also find this
information in the <controller-install>/initial_account_access_info.txt file.

Configure using
controller-info.xml

<account-name>

<accou nt—access—key
>

Configure using
System Properties

-Dappdynamics.agent
.accountName

-Dappdynamics.agent
.accountAccessKey
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Required only if your  None.
Controller is

configured for multi-te

nant mode or

your controller is

hosted.
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configured for multi-te
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your controller is

hosted.
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5. Configure how the agent identifies the AppDynamics business application, tier, and node.

To better understand agents and how they relate to business applications, tiers, and nodes see
Logical Model and Name Business Applications, Tiers, and Nodes.

You can configure these properties using either the controller-info.xml file or JVM startup script
options. Use these guidelines when configuring agents:

® Configure items that are common for all the nodes in the controller-info.xml file.
® Configure information that is unique to a node in the startup script.

Configure using Configure using Required Default

controller-info.xml System Properties

<application-name> -Dappdynamics.agent = Yes, unless you use None
.applicationName automatic naming

<tier-name> -Dappdynamics.agent Yes, unless you use None
.tierName automatic naming

<node-name> -Dappdynamics.agent = Yes, unless you use None
.nodeName automatic naming

Automatic Naming for Application, Tier, and Node

The App Agent for Java javaagent command accepts an argument named uniquelD that
AppDynamics uses to automatically name the node and tier for this agent. For example, using this
command argument AppDynamics will name the node and tier "my-app-jvm1";

-j avaagent : <agent _hone>/j avaagent . j ar =uni quel D=<ny- app-j vmil>

When uniquelD is used and the application name is not provided either through the system
property or in the controller-info.xml, AppDynamics creates a new business application called

"MyApp".
The naming mechanism is used by the Agent Download Wizard process. See Quick Install.

Additional Installation Scenarios

Refer to the links below for typical installation scenarios, especially for cases where there are
multiple JVMs on the same machine:

® Configure App Agent for Java on Multiple JVMs on the Same Machine that Serves the Same
Tier

® Configure App Agent for Java on Multiple JVMs on the Same Machine that Serve Different
Tiers

® Configure App Agent for Java to Use Existing System Properties
®* App Agent for Java on z-OS or Mainframe Environments Configuration

® Configure App Agent for Java for Batch Processes
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* Add the Agent into an Embedded JVM

6. Verify agent configuration

® Ensure that you have added -javaagent argument in your JVM startup script. This is not a -D
system property but a different standard argument for all JVMs v1.5 and higher.

® Ensure that you have added all mandatory items either in the Agent controller-info.xml file or
in the JVM startup script file.

®* The user running the JVM process/application server process is the user accessing the Java
Agent installation.

7. Verify successful installation and reporting

a. Verify agent installation

After a successful install, your agent logs, located at <agent_home>/logs, should contain following
message:

Started AppDynani cs Java Agent Successfully

1. If the agent log file is not present, the App Agent for Java may not be accessing the javaagent
command properties. The application server log file where STDOUT is logged will have the
fallback log messages, for further troubleshooting.

b. Verify that the agent is reporting to the Controller
Use the AppDynamics Ul, to verify that the Java Agent is able to connect to the Controller:

Point your browser to: http://<controller-host>:<controller-port>/controller

® Provide the admin credentials to log into the AppDynamics Ul.

® Select the application. In the left navigation pane, click Servers -> App Servers -> <tier> ->
<node>. Click the Agents tab and App Server Agent subtab. An agent successfully reporting
to the Controller will be listed and the Reporting property shows an "up" arrow symbol. For
more details see Verify App Agent-Controller Communication.

* When deploying multiple agents for the same tier, see if you get the exact number of nodes

reporting in the same tier.

Example Configuration: App Agent for Java Deployment on a Single JVM

The following example shows a sample deployment of the App Agent for Java for the ACME
Bookstore.

® Add the javaagent argument to the start-up script of the JVM:

java -j avaagent:/ home/ appdynam cs/ AppSer ver Agent/j avaagent.j ar

* Define the five mandatory items for agent configuration in the Agent controller-info.xml file:
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<controller-info>
<control |l er-host>192. 168. 1. 20</ control | er - host >
<control | er-port>8090</control | er-port>
<appl i cati on- name>ACMVEOnI i ne</ appl i cati on- nane>
<tier-name>l nventoryTier</tier-nanme>
<node- nanme>| nvent or y1</ node- nane>

</controller-info>

Learn More

* App Agent for Java Configuration Properties
® Uninstall the App Agent for Java
® | ogical Model

Multi-Agent Deployment for Java

® Deployment Procedure

®* To Deploy Java App Agents

® To Deploy Standalone Machine Agents
® Sample Deployment Solutions
® | earn More

This topic describes the high-level procedures for deploying multiple AppDynamics app agents
and machine agents on Java platforms.

Deployment Procedure

To Deploy Java App Agents
1. Download the latest agent ZIP file from http://download.appdynamics.com/.
2. Update deployment artifacts to use the downloaded agent.

3. Unzip the downloaded app agent file on the destination machine in the desired app agent
directories.

4. Modify the app-agent-config.xml file with any custom settings for the node, tier or app.
5. Do one of the following for each application server:

® Set the application name, tier name, node name, controller host and controller port
properties in the <Agent_Installation_Directory>/conf/controller-info.xml file.
OR

® Set these properties as system startup properties in the application server startup script
using the -D option.
See App Agent for Java Configuration Properties for more information about these
properties.

6. Restart the application servers to make the changes take effect.

See Install the App Agent for Java for detailed instructions on installing the app agent.
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To Deploy Standalone Machine Agents

1. Download the latest AppDynamics Standalone Machine Agent ZIP file from http://download.app
dynamics.com/.

2. Unzip the downloaded file on the destination machine in the desired directories.

3. Modify the <Machine_Agent_Installation_Directory>/conf/controller-info.xml files to set the
application name, tier name, node name, Controller host and Controller port properties. Note that
there are no -D settings allowed for standalone machine agents, unlike app agents.

4. Configure the startup script for the machine to start the machine agent every time the machine
reboots. For example, you could add the machine startup command to .bashrc.

To handle large values for metrics, run the standalone machine agent using a 64-bit JDK.

Sample Deployment Solutions

You can download some sample solutions that our customers have created to perform multi-agent
AppDynamics rollouts.

Use these samples for ideas on how to automate AppDynamics agent deployment for your
environment. All of these samples deploy the agents independently of the application deployment.

®* ChefExamplel and ChefExample2 use Opscode Chef recipes to automate deployment on
Java platforms. See http://www.opscode.com/chef/ for information about Chef.
® JavaExamplel uses a script, configuration file and package repository.

Click below to download the samples.

® ChefExamplel.tar
® ChefExample2.tar
® JavaExamplel.tar

Learn More

® https://github.com/edmunds/cookbook-appdynamics
Java Server-Specific Installation Settings
1. If you are a Self-Service Trial user, add the App Agent for Java javaagent argument to your

JVM start script where <my-app-jvm1> is the name you use for the application running on that
JVM.

-j avaagent : <agent _hone>/j avaagent . j ar =uni quel D=<ny- app-j vmil>

See Name Business Applications, Tiers, and Nodes.
Apache Cassandra Startup Settings

® To add the javaagent command in a Windows environment
® To add the javaagent command in a Linux environment

The AppDynamics Java App Server Agent bootstraps using the javaagent command line option.
Add this option to the cassandra (Linux) or cassandra.bat (Windows) file.

Copyright © AppDynamics 2012-2014 Page 27


http://download.appdynamics.com/
http://download.appdynamics.com/
http://www.opscode.com/chef/
http://docs.appdynamics.com/download/attachments/20187355/ChefExample1.tar?version=1&modificationDate=1394226210000&api=v2
http://docs.appdynamics.com/download/attachments/20187355/ChefExample2.tar?version=1&modificationDate=1394226210000&api=v2
http://docs.appdynamics.com/download/attachments/20187355/JavaExample1.tar?version=1&modificationDate=1394226210000&api=v2
https://github.com/edmunds/cookbook-appdynamics
http://docs.appdynamics.com/display/PRO14S/Name+Business+Applications%2C+Tiers%2C+and+Nodes

APPDYNAMICS

To add the javaagent command in a Windows environment
1. Open the apache-cassandra-x.x.x\bin\cassandra.bat file.

2. Add the AppDynamics javaagent to the JAVA_OPTS variable. Make sure to include the drive in
the full path to the App Server agent directory.

-j avaagent : <agent _hone>\j avaagent.j ar

For example:

set JAVA OPTS=-ea
-j avaagent : C.\ appdynami cs\ agent\j avaagent.j ar
-j avaagent : " UCASSANDRA HOVE% | i b\jamm 0. 2. 5. j ar

1. If you are a Self-Service Trial user, add the App Agent for Java javaagent argument to your
JVM start script where <my-app-jvm1> is the name you use for the application running on that
JVM.

-j avaagent : <agent _hone>\j avaagent . j ar =uni quel D=<ny- app-j vml>
3. Restart the Cassandra server. The Cassandra server must be restarted for the changes to take

effect.

To add the javaagent command in a Linux environment
1. Open the apache-cassandra-x.x.x/bin/cassandra.in.sh file.

2. Add the javaagent argument at the top of the file:

JVM _OPTS=-j avaagent : <agent _honme>/ | avaagent.j ar

For example:

JVM OPTS=-j avaagent : / hone/ sof t war e/ appdynamni cs/ agent/j avaagent.j ar

1. If you are a Self-Service Trial user, add the App Agent for Java javaagent argument to your
JVM start script where <my-app-jvm1> is the name you use for the application running on that
JVM.
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-j avaagent : <agent _hone>/j avaagent . j ar =uni quel D=<ny- app-j vmil>

3. Restart the Cassandra server for the changes to take effect.
Apache Tomcat Startup Settings

® To add the javaagent command in a Windows environment
® To add the javaagent command in a Linux environment

The AppDynamics Java App Server Agent bootstraps using the javaagent command line option.
Add this option to your Tomcat catalina.sh or catalina.bat file.

If you are using Tomcat as a Windows service, see Tomcat as a Windows Service Configuration.
To add the javaagent command in a Windows environment

1. Open the catalina.bat file, located at <apache_version_tomcat_install_dir>\bin.

2. Add following javaagent argument to the beginning of your application server start script.

if "9d"=="stop" goto skip_agent
set JAVA OPTS=%AVA _OPTS% -j avaagent: "Drive: <agent _honme>\j avaagent.jar"
. ski p_agent

1. If you are a Self-Service Trial user, add the App Agent for Java javaagent argument to your
JVM start script where <my-app-jvm1> is the name you use for the application running on that
JVM.

-javaagent : "Dri ve: <agent _hone>\| avaagent . j ar =uni quel D=<ny- app-j vml>"

The javaagent argument references the full path to the App Server Agent installation directory,
including the drive. For details see the screen captures.

2a. Sample Tomcat 5.x catalina.bat file
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=l cotdinabat

5 gea hdd on extea jar £ile co CLASSPATH

£5 rem Hote that chere are no quotes &5 we @0 NOC DA To inCroducs randow
0 gea quoted into the CLASSFATH

51 Af "SCLASEFRTIE" == 7" goto eaptyClasspath

22 sel CLASSRATH=ACLRESIATHY:

53 renptyTlasspath

24 get CLASSRATH-ACLRSS FRTHASCATRL NG HIMES binkboota boap. dac

95

%6 Af nob TACRATALINA BASESY = " goto gotBaze

57  set CRTALIRA _ERSE=*CRTALINE HOME=

S5 iygobBage

53

100 Af not TUWCATALIMA TOFOIER” = " goto gotTapdiz

101 set CATALIRA THRDIR=SCATHLINA BASESY cenp

102 sgebTmpdic

103

104 4Af not exdet "UCATALINA MOFEwybinbtomesk-Juli. Jac” goto moduli

105 set JAVA_OFTS=%TaYHR OPTS% -Djave.util.logying.eanager=ozg. apacke. Juli.ClasslosderLogfanager ~Djavn.acll. logging. contiy. f1le="4CTALTIE BASES
106 imoduli

£ Medte="ztop® mote skip_agent
set JAVA_OFTS=4IRVAE OPTSS =jovesgenc: "D\ Appdymaeica) 192, javasyenc. 1at"

iEkip_agent

-
112 zem ----- Execuse The RBeqeested CoEDERD ——----—mmmmmmmmmmmmm o e

114  echo Using CATALIMA BASE:  ORTELIHA DRSER
115 echo Uatng CATALINA FOME:  #CRTELINA HOMES
116  echo Using CATALINA_THFDIR: ®CATALINA TRHEDIRS
LIL7 A " e TG oo wae_jde

110 echo Uszng JHE MOME: WEE HOHE®

119 yoto joen_dir_disployed

120 imse_j4Kk

171 ochn Uasng TARA_ROHE: HTVE_ HIOMES
122 1jawa_dir dasplayed

123 echn Tatag CLAZIPATH: HALATIPRTHY
1z4

125 et EMECIAVA=4 TUELTRVAS
126 set ARINCLASS=0rg. apachke.cacalina.startup.Doocstrap
LET gt ACTEOH=-guact.

120 set SECURITY_FOLICY_FILE<

LER sed. DEBOG_OPTE-

130 set JEDA=

132 AL not "TRITY ew TUipda™ goto nodpda
153 el JEDA=3pda

2b. Sample Tomcat 6.x catalina.bat file
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| 5] calalnabat

118

L1g if not "SCATALIMNA BRSES" == "" goto goCHase
120 =et CATALINA_BASE=4%08TALTHA J0HES

121 siotBase

122

123 if mot "RCATRLTHR THPDIRAY = " gobo gorCTupdit
LZ4 set CATALINA TRFDIR=SCATALING HASE=)Toap

125 rqotTrgedir

L2Z6

127 il mol MHLOGGING COHEIG" = "' gobo noduliCenCig

128 aet LOGGIKG_CONFIG=-[Cnop
128 At net exat "SCATALINR BRSES\cont) logying, peopertica™ goto noluliContig
130 smet LOGGING CONFIG=-Djeva.util.logging. config. file="%CATALINA BasERyconfh logging. propezties’

v

131 inoduliConfig

132 et JATA OPTS=%INVIL OFTS% SLOGEIHG COHEIGR

133

L34 1@ not "SLOGGING BRANAGERY™ = " gobo nodJullilonacer

L35 smet LOGGING_MANAGER=-Dimvra.util. logying. nanager=org. spache., Jull. Clessloade: LogHenager
136 rmoduliManager

137 set JAVA_OPT3=%J00VT DPTS% ALOGGTHG MREFTGERS

L3

178 it "%1"="atop"™ goto Kip_agenc

L50 seb JAVA_OFTS=+IaVA 0PT5= -javaagents”D: \Appdmneedca) LE2\javangeat, Jas”

14l iskip agent

L2

14

L34 rem ===== Srecute The Requeated CODMANE --=----s==ssccccccmccmcmoccaancnnannax
L35

L&6 echo Using CATALINA BASE: CATHLINA_DRSE:

147  echo Using CATALINA_HOME: a{ATILIHA_HOME=
146 eche Uging CATALINA_THFDIR: =CTTTLING THED IR
143 dp "R e TUgebug™t goto wae_jdk

0 echo Using JRE_HOHE: wIHE HOE

1

L5l goto jave_dir_displayed

152 rume jdk

133 echo Uzing JAVA HOME: IR HIME &
L34 ijava dir displayed

1

5C

3. Restart the application server. The application server must be restarted for the changes to take
effect.

To add the javaagent command in a Linux environment
1. Open the catalina.sh file located at <apache_version_tomcat_install_dir>/bin).

2. Add the following commands at the beginning of your application server start script.

if [ "$1" = "start" -0 "$1" = "run" ]; then
export JAVA OPTS="$JAVA OPTS -j avaagent:agent_install _dir/javaagent.jar"
fi

The javaagent argument references the full path to the App Server Agent installation directory.

1. If you are a Self-Service Trial user, add the App Agent for Java javaagent argument to your
JVM start script where <my-app-jvm1> is the name you use for the application running on that
JVM.

-j avaagent : <agent _hone>/j avaagent . ar =uni quel D=<ny- app-j vni>
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For details see the screen captures.

2a. Sample Tomcat 5.x catalina.sh file

[H catainash ]

158 Tensne_Toy=a

148 FE - " = "mot = £ty ]; then

150 have_tty=1

151 1i

152

L33 # For Cyguwin, awitch paths o Windews forwat before LUNDING Jaowa

154 if Zcypean; then

155 JANA_HOME="cyqpath --absolute ——windowss ® S000VR HOME"

156 JEE_KD¥E="cyupalh --abeolule --windows *SJRE _HOME" -

157 CATALINA_HOME="cympath --abaolukbe --wimbows " FCATALING_HOME" ©

L5B CATALINR_BAEE—'L‘!!NI.TJ\ —-ahisolube - -wlmlows "Mﬂ.‘!’m.'[llﬂ_lﬂl.‘ﬂ-{"'

156 CATALINR_TMFDIR="cygpath --absplute -—-wrindewes * SCRTRLTHR THEDIR'

160 CLASSPATH="cygpath --path --wimdows “SCLISSPRTH® "

161 TAVA_ENDORSED _DIRS="cyupath --path --windows 5I0VT EHDORSED DIRS"

LE2 i

LE3

Léd ¥ Set juli lLogMsnager if it is pre=ent

165 INA_HOIE" fbin/comcat-juli, jae 17 then

Leg JATA OPTS="{JAVA O0PTI -Diawa.util. logging. nanager=-oed, apache, Juli. Clazaloader Loglanapet™
167 LUEEIJ{L’-_CUIIH'G—" DImrn.util. logyiny. config. Clle=fCATALINA BASE /cantslogring. prapertiea™
Léd elze

168 # Bugzilla 43535

170 LOGGIRG _COMFIG="-Lmop™

171 Ii

LT3 1

e if [ "§l" = "start”™ -o " “pun' ] ; then

174 expport JAVA DPT3="40AVA_0PTE -javesgent: fznklagentiest/egentl?2-2/javeagent, jac™
L75 Ii

176 — — — - —

1Tl F ===== Execute The Fequested Copmpgml ====rr==s=em-ccceceseeessceesmanm—a e ===
LT8

178 § Bugzilla 378480 only output thiz if we hewa a TTY

LED if [ Shave ELy -eq L 1: then

LEL il CATALINA_BARSE: SCATALINA BASE™

Le2 echo "Using CATA A HOFE: FCATALINA HO

LE3 echs "Usicg CATALIMA_THFDIR: 5CATALINA_THEDIR™

LE& if [ "$17 = "debug” ] ; then

LES echo “Thaing JAYA_EIHE: £ TAVA_HOME"

LE&

1on e .

2b. Sample Tomcat 6.x catalina.sh file
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[ catainah
l fi

201 # Set juli LogMansger config Ffile if it i= present snd an override ha= not been issuesd

o2 if [ -& "sLOGEING _CONFIGZ™ ]: them
Z it [ =r :CATALTHA FASE™ feont/logying.properties J: then
Z0q 'I.nljﬁTDlﬁ_El'.fFFTﬁ-' Tjava.ucil. ging.contig. L1l §CATALINA BASE
Else
206 # Pugzilles 45585
207 LOGEING COKFIG="-I
i
11
211 if [ -2 "sLOGGING HANAGER™ ]: them
212 JAVA DPT3="¢ JAV T3 -I til
1 wlan
Z14 JAYA OPTS="§JAVA
Z15 £i

it [ "¢1" = "znakc™ =@ Y51" = “pun" 1 ¢ then
expdrt JAVA_DPTS="FIAVE_DFTS -]0WaRgont! Aant/ogentoeat/agentl B2/ Javangent, Joy”
fi

T = e

¥ Bugzilla 37E48: only output this if we hawve a TTV

224 if [ Shawve ¥ -eq L ] then
Z25 echy ALI} RSE:
D ocho "TIir

sChd “UIing CATALIH
i if [ "§1" = "debug’
e echo
230 else
: echo “Tzing JFE HIME

fi

echn

234 fi

AL [ "F17 = TipdaT ] : them
if [ -z "§IFDA_TRANS 1: then

TWTLL T W R

3. Restart the application server. The application server must be restarted for the changes to take
effect.
Tomcat as a Windows Service Configuration

® Toinstall the javaagent as a Tomcat Windows service

The AppDynamics Java App Server Agent bootstraps using the javaagent command line option.
Add this option to your Tomcat properties.

If you are not running Tomcat as a Windows service, see Apache Tomcat Startup Settings.
To install the javaagent as a Tomcat Windows service

These instructions apply to Apache Tomcat 6.x or later versions.

1. Ensure that you are using administrator privileges.

2. Click Programs -> Apache Tomcat.

3. Run Configure Tomcat.

4. Click the Java tab.

5. In the Java Options add:
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-j avaagent : "<agent _hone\ j avaagent.jar"

1. If you are a Self-Service Trial user, add the App Agent for Java javaagent argument to your
JVM start script where <my-app-jvm1> is the name you use for the application running on that
JVM.

-j avaagent : "<agent _hone>\j avaagent . j ar =uni quel D=<ny- app-j vim>"

For details see the following screenshot.
' & Apache Tomcat 6 Properties

General I Log Cn I Logging Java |Startup] Shukdomwn I

[~ Use default

Java Virtual Machine:

] Dilopt_x8elJavaljdlkl .6.0_1jretbiniserveripvm, di i

Java Classpath;

] C:\Program Files\apache Software Foundationi Tomcat &, 0bin\bookstrap

Jawa Options:

-Diava.io.tmpdir=C:\Program Files\apache Software Foundation!, Tom ;I
-Dijava.util. lagaing. manager=arq. apache. jull, ClassLoaderLogManage:
-Dijava.util. logging. config, file=C:\Program Fles|8pache Software Fol
-javaagent:"agent_install_dir\javaagent.j =

Initial memory pool: I MEB
Maximurm memory pool; I ME
Thraad stack siza: | KB

il I Cancel Apply

6. Restart the Tomcat service. The application server must be restarted for the changes to take
effect.

Coherence Startup Settings

In the cache-server.sh file update the following:

$JAVAEXEC -server -showersion $JAVA OPTS -javaagent: <agent_hone>/j avaagent.j ar
-cp "$COHERENCE HOME/ | i b/ coherence. jar" com tangosol . net. Def aul t CacheServer $1

GlassFish Startup Settings
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To add the javaagent command in a GlassFish 3.0 environment
To add the javaagent command in a GlassFish 3.1 environment
To verify the Agent configuration

About Glassfish AMX Support

The AppDynamics Java App Server Agent bootstraps using the javaagent command line option.

To add the javaagent command in a GlassFish 3.0 environment

1. If you are using GlassFish v3.0, first configure the OSGi containers. For details see OSGi
Infrastructure Configuration.

2. Log into the GlassFish domain where you want to install the App Server Agent.

3. In the left navigation tree Common Tasks section, click Application Server. The Application
Server Settings dialog opens.

4. In the JVM Settings tab, click JVM Options.

5. Click Add JVM Option and add an entry for the javaagent argument. The javaagent argument
contains the full path, including the drive, of the App Server Agent installation directory.

-j avaagent : <dri ve>:\<agent _honme>\j avaagent.j ar

1. If you are a Self-Service Trial user, add the App Agent for Java javaagent argument to your
JVM start script where <my-app-jvm1> is the name you use for the application running on that
JVM.

-j avaagent : <dri ve>: \ <agent _hone>\j avaagent.j ar =uni quel D=<ny- app-j vni>
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Home Wersion

User: admr  Domaime domani  >erver: lbcahost

Sun GlassFish™Enterprise Server

i Common Tasks
& Fegistration
v [ Applkcatons
Erfierprise Applicetions
ab Appicationz
EJB Modules

Application Server

General JUM Settings Lergpeping | Maenitor | Diavpirstic s Administrat

General | Path Settings I JUM Options IPmliur i

1 : .
JVM Options \" 4

Manage M options for the server. An option value with & zpace needs to have enclosing ar

87 (5 | | Delete |

qavaadentE: A\ WAppS erverdaenthiavaaagent jar
-t M axPermSize=192m

-client

s Ml L. aall aall =l el don e E— et

1mlim]in

6. Restart the application server. The application server must be restarted for the changes to take
effect.

To add the javaagent command in a GlassFish 3.1 environment

1. If you are using GlassFish v3.0, first configure the OSGi containers. For details see OSGi
Infrastructure Configuration.

2. Log into the GlassFish domain where you want to install the App Server Agent.

Note: Remember to turn on remote administration by entering the following command from the
<Controller_home>/appserver/glassfish/bin directory:

asadm n enabl e-secure-adnin

3. In the Configurations section in the left navigation tree, click server-config and then click JVM
Settings.

4. On the JVM Settings tab, click JVM Options.
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5. Click Add JVM Option and add an entry for the javaagent argument as follows:

For Windows:

-javaagent: <Drive Letter>:<agent install |ocation>\javaagent.jar
For Linux:
-j avaagent: <agent install |ocation>/javaagent.jar

1. If you are a Self-Service Trial user, add the App Agent for Java javaagent argument to your
JVM start script where <my-app-jvm1> is the name you use for the application running on that
JVM.

-j avaagent : <dri ve>:\ <agent _hone>\j avaagent . j ar =uni quel D=<mny- app-j vni>

6. Restart the application server. The application server must be restarted for the changes to take
effect.
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1 Server: localhost

GlassFish™ Server Open Source Edition

=

&

Common Tasks
e Domain
senver (Admin Server)
Clusters
=)
Standalone Instances

Configuration

Manage configurations, and view the target server instances or clusters using the configurations

Configuration Name: server-config

s L ot g

“y

> [ Modes
* [7] Applications
i7a Lifecycle Modules

& JVM Settings

2

@ Logger Settings

@ Weh Container

¥ [ Resources
> E JDBC
> & Connectors
(& Resource Adapter Configs
> g¥ IMS Resources
[ JavaMail Sessions

> Q JHDI

Configurations

@ EJBE Container

& Java Message Service

9. Security

+ Transaction Senice

@, 11T Senice

& virtual servers

ﬁ Metwork Listeners

& Frotocols

é JVM Settings
{0 Logger Settings @ Transports

Domain: domainl = Server: localh

GlassFish™ Server Open Source Edition

L7

PR AS—

Mt A N e

e

iy i ey g sty

server-config |-Dosgl.snell.telnet.port:lssss

e e e P

To verify the Agent configuration

To verify this configuration, look at the domain.xml file located at

Commaon Tasks ‘ General | Path Settings | JVM Options Profiler ‘ J
@ Domain . §
server (Admin Server) JVM optlons ‘I
Clusters Manage JVM options for the server. Values confaining one or more spaces must be enclosed in double quotes ("value string”) 2
BE 2
Standalone Instances Configuration Name: server-config H

> [Gy Modes 1

* [ Applications ons (29)

% Litecycle Modules [ (8]  [Ade — = 3
Monitoring Data :
| Value 3

v @ Resources - 4
» E IDBC ] |-javaagent:idemoa‘gIassiishsiappagentfja\raagent.jar |;
» [ Connectors ) [-Djava.awt headless=true l}

(& Resource Adapter Configs [m] |rDja\ta.secunty.puhcyﬂ{com.sun.aas instanceRoot}/config/server policy |/

> g JMS Resources [ [-Dfelix fileinstall.disableConfigSave=false 1%
H

[ Javamail Sessions ) [-Dosgi shell telnet maxconn=1 [k
— ¢

* (g NI [ [x:NewRatio=2 |’J

v Configurations [m] |-Dfahx fileinstall poll=5000 |J
¥ (| default-contig [ [-Djava.endorsed.dirs=${com.sun aas.installRootymodules/endorsed${path separator}${com sun.aas installRoot}lib/endorsed H

5] t
o]

|7Dcom.sun enterprise.config.config_environment_factory_class=com.sun.enterprise cumig.ser\rerbeans.AppsemerCunfigEnwironmentFa(:tur)r‘l/'r
e B e e o G e e B e e i et el e B e e e P et e

<glassfish_install_dir>\domains\<domain_name>. The domain.xml file should have an entry as

shown in the following screenshot.
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| dornair i |

Foafspdurity-—aeEvica>

| =monitoring-ssrvicss

| «java~eonfig clesspeth-suffixr=*" debug-enablad=!falge" Zebug-oplt:zons="-3

cpropecty nane="ssourity.config" veloue='5(com. sun. aqas.instanceRoot)
</provider-config>
</messager security-configs

Leridnsdction—ssEvice aubomatlo- renovet v=tFalse® haur ietie—dediziam="*rolllk
Zmgdul e-monitor i.r:i.]—l avels Sdonmectolr-cofhnaatl on-ooal="0FF" onnactonr-s=1
b ."Ehﬂ?]itﬂrihg—EEEVll:'E"

<diegnostic-service capture-app-dd=‘trus" capture-kadb-info='true® captia

¥ | uﬂl‘"lnl.f "E-‘I'III’.-'.'I -.-ruil'r.'r-rlr.:

“<jvm-aptionsar=Javaagent:E: \ti\appServerigent\javaagent . §at: fivi-option=>
< vm-optionss—client#/ 4 im-aptions>

<y optionss-Diava. endorsed, dirs=5{ com. sun, aas, installRoot] lib/endorse
“ywmn-optionsT—Diava.serurity. policy=5{com,. sun.aas. instanceRoot ) fi:nnt'.i.g.n"n-
<3vm-optionzs-Djava.security.auth. Login,. config=5{com. sun. aas.instanceiloo
£3vin-optionss-Dsun. T . dygo; server, golnterval=3600000< /7 win- optionss

L3y optlonss—Deum. ymi , doge, client  golnterval=3600000</ Jvn-cptions>

<jwm- options>-Hmch 12m<) Jum-optianas

e
Usd thie following pvin-npticeis wlemant o didoble the quid stitrtom
COHETUN EtETpriTe seFensT AL LU chEtartpatal=

P I."-'. marm = A e

About Glassfish AMX Support

AppDynamics supports Glassfish AMX MBeans.

Set the boot-amx node property to enable AMX MBeans. See boot-amx.

You will see the AMX domain in the MBean Browser in the IMX tab of the node dashboard.

IBM

WebSphere and InfoSphere Startup Settings

To add the javaagent command in a WebSphere 7.x and InfoSphere 8.x environment
To add the javaagent command in a WebSphere 6.x environment

To add the javaagent command in a WebSphere 5.x environment

To verify the Agent configuration

Security Requirements

Running WebSphere with Security Enabled

The AppDynamics Java App Server Agent bootstraps using the javaagent command line option.

To add the javaagent command in a WebSphere 7.x and InfoSphere 8.x environment

1. Log in to the Administrator console of the WebSphere node where you want to install the App
Server Agent.

2. In the Administration Console click Servers.
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3. Expand Server Type and click WebSphere application servers.

4. Click the name of your server.

5. Expand Java and Process Management and click Process Definition.
6. Under the Additional Properties section, click Java Virtual Machine.

7. Enter the javaagent option with the full path to the AppDynamics javaagent.jar file in the Generi
¢ JVM arguments field.

For Windows:

-javaagent : <Drive Letter>:<agent install |ocation>\javaagent.jar
For Linux:
-j avaagent : <agent install |ocation>/javaagent.jar

1. If you are a Self-Service Trial user, add the App Agent for Java javaagent argument to your
JVM start script where <my-app-jvm1> is the name you use for the application running on that
JVM.

-j avaagent: <dri ve>:\ <agent _hone>\j avaagent . j ar =uni quel D=<ny- app-j vni>

8. Click OK.

To add the javaagent command in a WebSphere 6.x environment

1. Log in to the Administrator console of the WebSphere node where you want to install the App
Server Agent.

2. In the left navigation tree, click Servers -> Application servers.

3. Click the name of your server in the list of servers.
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For Juick access, place vour bookmarks here in the bookmarks bar,

Integrated Soutions Console Welcome jpowar

[ Wiew: | All tashks

Walcome
B Suided Actuities
B Sarvers

Applicaton servers
Web sarvers
WebSphere MO servers

B Applications
Cntarprize Applications
Install hew Applicztion

[ Resources

H Security

B Environmert

P_"_'I L_"I. i Seryers

Application servers

HE Ip i -

Application servers

Ui this page to view a list of taa .pp|ic4‘tinn SEFVErS in youUr @nvironma
zervers, You can alfo use this page to change the status of & specifica

[ Preferences

Gl

Narne 2 Hode 7

Version o

ww-S4feFieadZalodedl |Basze £.1.0.0

i‘l‘ﬁ’ﬁ‘l"i

4. In the "Configuration” tab, click Java and Process Management.
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Application servers = serverl

Uze this page to configure an application zerver, An application server iz a zerver that provides zervices
required to run enterprise applications.

Funtirme Configuration
General Properties Container Setlings

M

R Session management

|serl.ler1 | . .
SIP Container Settings

Mode name Web Cantainer

|rajendraNudel:ll | Settings
Portlet Container

O runin developrment mode Settings

EIB Container Settings

|7 Parallel start
Container Services

I- Start components as needed Business Process
Services
fccess to internal server classes

Server-specific Application Setlings

Applications

Installed applications

Server messagilg

Claszsloader policy
I Multiple ;I Messaging engines

Messzaging engine
| inbound transports
vl

WebSphere MO link
inbound transports

Class loading rmaode

I Clazzez loaded with parent class loader first

) ) SIBE service
Apply | o] 4 | Reseat Cancel

Server Infrastucture

Java and Process

Managerment

Communications

Ports

5. Enter the javaagent option with the full path to the AppDynamics javaagent.jar file in the Generi
¢ JVM arguments field.

For Windows:

-javaagent: <Drive Letter>:<agent install |ocation>\javaagent.jar
For Linux:

-j avaagent: <agent install |ocation>/javaagent.jar
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1. If you are a Self-Service Trial user, add the App Agent for Java javaagent argument to your
JVM start script where <my-app-jvm1> is the name you use for the application running on that
JVM.

-j avaagent: <dri ve>: \ <agent _hone>\j avaagent . j ar =uni quel D=<ny- app-j vni>

8. Click OK.
General Properties Additonal Propertes
LS
CIaSSpath nstom Properies
2 o
Boot Classpath i
/:: W

I:l Verbose class loading
D Verboze gzrbage col ection

|:| Verboze JMI

Initial Heap Sizz

Maximmum Heafp Size

I:l Fun HProf
HProf Argurnents

|:| Cebug Moce

Debug argurnents
|-Dja'.la.cnm ile=MOME -5deb

Gernatir WM arcuiments
-javaagent:Etesti\AppSery

To add the javaagent command in a WebSphere 5.x environment

1. Log in to the Administrator console of the WebSphere node where you want to install the App
Server Agent.

2. In the Administrative Console, click Servers.

3. Select Application Servers.

4. Click the name of your server.

5. Under Additional Properties, select Process Definition.

6. On the next page, under Additional Properties select Java Virtual Machine.

7. Enter the javaagent option with the full path to the AppDynamics javaagent.jar file in the Generi
¢ JVM arguments field.
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For Windows:

-javaagent: <Drive Letter>:<agent install |ocation>\javaagent.jar
For Linux:
-javaagent: <agent install |ocation>/javaagent.jar

1. If you are a Self-Service Trial user, add the App Agent for Java javaagent argument to your
JVM start script where <my-app-jvm1> is the name you use for the application running on that
JVM.

-j avaagent : <dri ve>:\ <agent _hone>\j avaagent . j ar =uni quel D=<mny- app-j vni>

8. Click OK.

To verify the Agent configuration

Verify the configuration settings by checking the server.xml file of the WebSphere node where you
installed the App Server Agent. The server.xml file should have this entry:

<jvnEntries ...&nbsp;
generi cJvmArgunent s=' -j avaagent : E: \t est 1\ AppSer ver Agent\ j avaagent.j ar'
di sabl eJI T="f al se"/ >

Security Requirements

Full permissions are required for the agent to function correctly with WebSphere. Grant all
permissions on both the server level and the profile level.

Running WebSphere with Security Enabled

If you want to run WebSphere while J2EE security or Global security is enabled, you need to make
changes to WebSphere's server.policy file to prevent problems within the interaction between
WebSphere and the Java agent. Make the change listed below to the server.policy file, which is
located in <websphere_home>/properties or in <websphere_profile_home>/properties.

Add the following block to the WebSphere server.policy file:

grant codeBase "file:\* AGENT_DEPLOYMENT_ DI RECTORY \*/-"
{

perni ssion java.security. Al Perm ssion;

}

WebSphere in z-OS or Mainframe Environments

See Configure App Agent for Java in z-OS or Mainframe Environments.
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JBoss Startup Settings

To add the javaagent command in a Windows environment
To add the javaagent command in a Linux environment for JBoss 5.x
To add the javaagent command in a Linux environment for JBoss AS 6.x
To add the javaagent command in a Linux environment for JBoss EAP 6.1.1, EAP 6.2.0, and
JBoss AS 7.0.x (standalone)
To add the javaagent command in a Linux environment for JBoss 7.1.1
To add the javaagent command in a Linux environment for JBoss AS 7.x
To add the javaagent command in a Windows environment for JBoss AS 7.X
To add the javaagent command to RHEL JBoss EAP 6.x, JBoss AS 7.0.x, JBoss 8 (Domain
Mode)
® Revise the Domain.xml file
® Revise the Host.xml file
To add the agent to JBoss 7.2 (standalone)
Fix Linkage Error

The AppDynamics Java App Server Agent bootstraps using the javaagent command line option.
Add this option to your JBoss server run.sh or run.bat file.

To add the javaagent command in a Windows environment
1. Open the server run.bat file, located at <jboss_version_install_directory>\bin.
2. Add the following javaagent argument at the beginning of your app server start script.

set JAVA OPTS=%AVA OPTS% -j avaagent: "<drive>:\<agent _hone>\j avaagent.jar"

1. If you are a Self-Service Trial user, add the App Agent for Java javaagent argument to
your JVM start script where <my-app-jvm1> is the name you use for the application running
on that JVM.

-j avaagent: " <drive>:\<agent _hone>\j avaagent.j ar =uni quel D=<ny- app-j vni>"

The javaagent argument references the full path of the App Server Agent installation
directory, including the drive. For details see the screen captures.
3. Sample JBoss 4.x run.bat file
a. Sample JBoss 4.x run.bat file:
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100
101

rem If TEOSS_CLASSPATH i= espty, dan't includs (1. a3 thiz will
rem rezult in including the losal direstory, which makes errar tracking
rem harder,
if "IBOSS CLASSPATHR™ == "7 [
set JBOSE_CLABSPATH=%TAVAC TAR%; SRUNIARS
} elsa |
set JEOAS CLASSEATH=%JBOSS CLASSPATH®; 2JAVAC JAR%; %RUNIAR:

rem Setup JBoze specific prepertics
set JAVA OFTA=%JAVA OFTE% -Dprogram.name=%FROGHAMES
set JBOSS_HOME=%DIRHAMESY, .

rem Add -server to the VAL eptions, if supported
"LTAVAL" =wersion 2>l | findstr /I hotspot > nul
if not exrorlevel == 1 (aet JAVA OPTS-%IAVA OFT5% -aerver)

rem J¥A memory allocation peol parameters, Sodify az appropriate.
set JAVA OPTS=%JAVA OPTE% =Xmal?8m =Xmx512m

rem With Sun Ve reduce the RT 502 to once pee hous
set JAVA OPTE=%JAVA OPTS% -Dsun.rmi.dge.client.geInterval=3800000 -Dsun. rmi.dge.server.geInterval=3&0000

gent: "E: \tl\hppﬂc:vcrhg!ntl\] nnlgmi:_T_::::,

. e eI TR

t TAVA_OPTS=%JAVA OPTSS: =3
rem JPDA apfions. LI il T c
pem et JAVA_OPTS=-Xdebug -X run jdwpe transports dt_sncke?pddreg:_B?B?,snmr.y suspendey RJIAVA_OPTSR

rem Setup the java endorsed dirs
set JBOSS_ENDORBED_DIRS=%JBOS5 HOMES\libhendorsed

echo
echo.
acho JEoss Bootatrap Environment
echo.

echo JBOSH HOME: %JBOSS MOME®:
echo.

echo JAVA: %JTAVAE

echo.

echo JAVA OPTH: BJAVA OPTSS

b. Sample JBoss 5.x run.bat file
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& mba |
28  rem If TROSS_ELASSPATH empty, don't include It, as this will
S5 prem result in including the local directory in the classpath, which makes
100  rem error tracking harder.
101 if "x%JBOSS CLASSPATH%:" == "x" |
102 asat "RUN CLASSPATH=%RUHJARS:"
103 ) else |
104 set "RUN_CLASSPATH=%JBOSS CLASSPATHS; SRUNIARS"
105 )
106
10% wset JBOA3 CLAASPATH=%RUN CLASSPATH®
108
108  rem Setup JBoss specific properties
110  rem JVi memory allocation pool parameters, Modify as appropriate.
11 set JAVA_OFTA=%TAVA OFTS% -EmslZ8m -Emx512m -XX:MaxPermdize=Z56m
L1Z
113 rem Warn when resolving remote XML dtd/schemas
114 set JAVA_OPT3=%JAVA OPTS% -Dorg.jboss.resolver.warning=true
Al 5o}
lle rem With Sun TVikz reduce the RMI 602 to once per Four
11 set JAVA_OFT3=% A OPTE% -Dsun, rmi.dge.client,geInterval=3600000 -Dsun.emi.dge, server.geInterval=3¢
118
al 1@;@5—;‘% OPTE% -javaagent: "E:\tl\AppServerAgent\] ava@)
120  rem JPDA opTions, TR T o ey + el s B
121 rem set JAVA_OPTS=%.JAVA_OPTS % -Xdebug -Xrunjdwp:transport=dt_socket address=8757 server=y.suspendsy
122
123 rem Setup the jova endorzed dirs
124 get JBO33 _ENDORSED DIRS=%JBOS5S HOME%\lib\endorsed
125
126 acho ==== ====: = ==== =
127 echo.
128 aecho JBo=s Bootstrap Bnvironment
122  eacho.
120 echo JBOBE HOME: %JBOSS HOME
131  echeo.
132  echo JAVA: %JAVAS
133  eche.
134 echo JAVA OFTH: %JAVA OPTS
135 echo.
136 echo CLASSPATH: %JBOSS CLASSPATHY

4. Restart the application server. The application server must be restarted for the changes to

take effect.

To add the javaagent command in a Linux environment for JBoss 5.x

1. Open the server run.sh file, located at <jboss_version_install_dir>/bin.
2. Add the following javaagent argument to the server start script.

export JAVA OPTS="$JAVA OPTS -j avaagent:/<agent_hone>/j avaagent.jar"

a. Sample JBoss 5.x run.sh file
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=l wnsh

130 f£i

132 # Enable =zzrver if we have Hotspot. unless we con't

133 if [ "x%HAS HOTBPOT"™ I= "x" ]; than

134 H MacOS does not support -server Flag
if [ "Sdarwin” I= "tru=" ]1; then

136 JAVA OPT8="-merver SJAVA OFf

137 fi

138 £

133 fi

141 # Setup JBoss sepecific properties

142 JA‘JA_DPTS="' Dprogram. name=5PROGMAME 5JAVA oPpTI™

# Setup the jova endorsed dirs

145 JBOB8 ENDORSED DIREB="5JB0O33 HOME/lib/endorzed”

145

147 # For Cygwin, switch paths te Windours format before running javae

if Scygwin; then

143 JBOE3 _HOME= cygypath --path --windows "EJHOS‘S‘_HOME'

150 JAVA _HOME= cygpath --path --windows “S5JAVA HOME*
JBOSS_CLASSPATH= cygpath --path --windows *5JB0SS CLASSPATH®
JEC#H_ENDORSED_DIRE= cygpath path --windows *5JB055 ENDORSED DIRS"

1a2 fi

154 @_DE‘TF "$JAVA COPT3 -javaagent:/home/AppServerAgent/javaagent

155 i Dizplay aur envwironmerT

156 eohg "S==smosms————o—— oo

137 echo "'

158 acho " Boss Bootstrajg vl I t

159 echo "7

echo " TE T TE

b. /1 If you are a Self-Service Trial user, add the App Agent for Java javaagent
argument to your JVM start script where <my-app-jvm1> is the name you use for the
application running on that JVM.

-j avaagent : <agent _hone>/j avaagent . j ar =uni quel D=<ny- app-j vml>

3. Restart the application server. You must restart the application server for the changes to
take effect.

To add the javaagent command in a Linux environment for JBoss AS 6.x

1. Open the server run.sh file, located at <jboss_version_install_dir>/bin.
2. Add the following Java environment variables to the server start script.
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JAVA_OPTS="$JAVA OPTS

-Djava. util .| oggi ng. nanager =or g. j boss. | ogmanager . LogManager "
JAVA_ARGS="$JAVA OPTS

- Dor g. ] boss. | oggi ng. Logger . pl ugi nCl ass=or g. j boss. | oggi ng. | ognmanager . Logger

Pl ugi nl npl "
JBOSS_CLASSPATH=<pat h>"j boss- | ognmanager.j ar"

3. Add the following javaagent argument to the server start script.

export JAVA OPTS="$JAVA OPTS -j avaagent:/agent install _dir/javaagent.jar"

4. Restart the application server. You must restart the application server for the changes to
take effect.

To add the javaagent command in a Linux environment for JBoss EAP 6.1.1, EAP 6.2.0, and JBoss AS 7.0.x
(standalone)

1. Open the standalone.sh file.
2. Add the following and save the file:

JAVA_OPTS="$JAVA OPTS

-Djava. util .l oggi ng. manager =or g. j boss. | ognanager . LogManager

- Xboot cl asspat h/ p: / <pat h/to/j boss-eap-6. 1. 1>/ nodul es/ system | ayer s/ base/ or
g/ j boss/ | ogmanager/ mai n/ j boss- | ognanager- 1. 4. 3. Final -redhat-1.jar:/<path/t
o/ j boss-eap-6. 1. 1>/ nodul es/ systen | ayer s/ base/ org/j boss/ | og4j /| ogmanager/ m
ai n/ 1 og4j -jboss-l ogmanager-1. 0. 2. Fi nal -redhat-1.j ar"JAVA OPTS="$JAVA OPTS
-j avaagent :/ <pat h/ t o/ appdynani cs>/ j avaagent.jar"

JAVA _OPTS="$JAVA_OPTS

- Dj boss. nodul es. syst em pkgs=or g. j boss. byt enan, com appdynani cs, com appdynam
ics.,comsingularity,comsingularity."”

Note: Substitute <path/to/jboss-eap-6.1.1> and <path/to/appdynamics> with the correct
respective paths for your installation.

3. Restart the application server. You must restart the application server for the changes to
take effect.

4. Integrate error detection with the jboss log manager logging implementation using a custom
logger definition as described in Configuring Error Detection Using Custom Loggers.

To add the javaagent command in a Linux environment for JBoss 7.1.1

1. Open the standalone.sh file
2. Search for the following line in standalone.sh.

# Setup the JVM

3. Add the following above that section and save the file.
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export JAVA OPTS="$JAVA OPTS -j avaagent: <agent - pat h>/j avaagent.j ar

- Dorg. j boss. boot . | og. fi |l e=$JBOSS_HOVE/ st andal one/ | og/ boot . | og

-Djava. util .l oggi ng. manager =or g. j boss. | ogmanager . Loghanager "

export JAVA OPTS="$JAVA OPTS

- Xboot cl asspat h/ p: $IJBOSS_HOVE/ nodul es/ or g/ apache/ | og4j / mai n/ | og4j - 1. 2. 16. |

ar: $JBOSS_HOVE/ nodul es/ or g/ j boss/ | ogmanager /| og4j / mai n/ j boss-1 ognanager-1 o
g4j -1.0.0. GA jar: $JBOSS_HOVE/ nodul es/ or g/ j boss/ | ogmanager/ mai n/ j boss-1 ogma
nager-1.2.2. GA.jar

- Dl oggi ng. confi guration=fil e: $JBOSS_HOVE/ st andal one/ confi gurati on/| oggi ng.

properties"

#export JAVA_OPTS="$JAVA COPTS

- Xboot cl asspat h/ p: $IBOSS_HOVE/ nodul es/ or g/ j boss/ | ogmanager/ mai n/ j boss-1 ogm
anager-1.2.2. GA.jar

- Dl oggi ng. confi guration=file: $JBOSS_HOVE/ st andal one/ confi gurati on/| oggi ng.

properties”

Note: Substitute <agent-path> with the correct path for your installation.
4. Open standalone.conf and search for the following.

# Uncoment the following |line to prevent manipul ation of JVM opti ons

5. Add the following above that section and save the file.

if [ "x$IJBOSS_MODULES_SYSTEM PKGS' = "x" ]; then
JBOSS_MODULES_SYSTEM PKGS="or g. j boss. byt enan, com appdynani cs, com appdynarmi
cs.,comsingularity,comsingularity.,org.jboss.|ognanager"

# JBOSS_MODULES_SYSTEM PKGS="or g. j boss. byt enan"

fi

6. Restart the application server. You must restart the application server for the changes to
take effect.

To add the javaagent command in a Linux environment for JBoss AS 7.x

1. Open the standalone.conf file.
2. Search for the following line in standalone.conf.

JBOSS_MODULES _SYSTEM PKGS="or g. j boss. byt enan”

3. Add the com.singularity and org.jboss.logmanager packages to that line as follows:

JBOSS_MODULES_SYSTEM PKGS="or g. j boss. byt enan, com si ngul arity, org.j boss. | og
manager "

4. Add the following to the end of the standalone.conf file in the JAVA_OPTS section.
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-Djava. util .l oggi ng. manager =or g. j boss. | ogmanager . Logvanager

- Xboot cl asspat h/ p: <JBGOSS- DI R>/ modul es/ or g/ j boss/ | ogmanager / nai n/ j boss- 1 ogm
anager-1.2.2.GA.jar

: <JBGOSS- DI R>/ nodul es/ or g/ j boss/ | ogmanager /| og4j / mai n/ j boss- | ogmanager - | og4
j-1.0.0.GA.jar

: <JBGCSS- DI R>/ nodul es/ or g/ j boss/ | ogmanager /| og4j / main/ | og4j-1.2.16.j ar

Note: The path for the necessary JAR files may differ for different versions. Provide the
correct path of these JAR files for your version. If any of the packages are not available with
the JBoss ZIP, download the missing package and add it to the path.

5. In the standalone.sh file, add the following javaagent argument.

export JAVA OPTS="$JAVA OPTS -javaagent:/agent_install _dir/javaagent.jar"
above the following section of standalone.sh

whi | e true; do
if [ "Xx$LAUNCH JBOSS | N BACKGROUND' = "X" ]; then
# Execute the JVMin the foreground
eval \"$JAVA\" -D\ "[ Standal one]\"$JAVA OPTS \
\"-Dorg.jboss. boot.log.file=$JBOSS LOG DI R/ boot. | og\" \
\"- Dl oggi ng. configuration=file: $JBOSS_CONFI G DI R/ | oggi ng. properties\"

-jar \"$JBOSS_HOWE/ j boss-nodul es.jar\" \

i anr

175 I export JAVA OPTS="5JAVA OFTIS5 -javaagent:/agent install dir/jawvaagent.jar” I
6

177 while trme; do

. |

if [ "x$LAUNCH JBOS5 IN BACEGROUND"™ = "x" ]; then

o |
[ T I &

# Execute the JVM in the foreground

eval “W"SJAVAN" -D\"[Standalone]\" SJAVA OPTS \
\"-Dorg.jboss.boot.log.file=5JB0SS LOG DIR/boot.logh™ \
\"-Dlogging.configuration=file:§JB0SS CONFIG DIR/logging.properties\" \

-jar \"$§JBOSS HOME/jboss-modules.jar\™ 3\
-np \"${JBOSS MODULEPATH}\"™
—jaxpmodule "javax.xml.jaxp-provider™ Y

org.jbos=s.a=2.2tandalone
-Djboss.home . dir=\"5JB055 HOME\" \

Lol el ek
o O o o O 0 o o O Co
S s VU o (Y S FUR (¥ T

I+ & =]

JBOS5 STATUS=S7
else

6. Restart the application server.

Iv]

To add the javaagent command in a Windows environment for JBoss AS 7.x

1. Open the bin\standalone.conf file.
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2. Search for the line JBOSS_MODULES_SYSTEM_PKGS="org.jboss.byteman" and add the
com.singularity and org.jboss.logmanager packages to that line as follows:

JBOSS_MODULES SYSTEM PKGS="or g. j boss. byt eman, com si ngul arity, org.j boss. | og
manager "

Save the file.
Open the standalone.bat file.
5. Add the following javaagent argument to the standalone.bat file.

Hw

: RESTART

"QJAVAY \-javaagent: <AGENT- DI R>j avaagent.jar %AVA OPTS%

"-Dorg.jboss. boot.log.fil e=%BOSS_HOVE% st andal one\ | og\ boot . | og"

"- Dl oggi ng. configuration=[file: %WBOSS_HOVE% st andal one/ confi guration/| oggi
ng. properties]" \-jar "% BOSS_HOVE% j boss- nmodul es. j ar”

6. Save the file.
7. Restart the application server. The application server must be restarted for the changes to
take effect.

To add the javaagent command to RHEL JBoss EAP 6.x, JBoss AS 7.0.x, JBoss 8 (Domain Mode)

You must add a system property to allow the com.singularity classes in the AppDynamics agent to
be found from any class loader.

Add the jvm options specifying the location of the agent jar file, the application name, and the tier
name.

® |f all the server instances in the server group are part of the same business application, then
configure -Dappdynamics.agent.applicationName in domain.xml; otherwise, configure the
application name in the host.xml file for each specific server.

® |f all the server instances in the server group are part of the same tier then configure
-Dappdynamics.agent.tierName in domain.xml, otherwise configure the tier name in host.xml
for each specific server.

- Dappdynam cs. agent . appl i cati onNane tells the AppDynamics agents the name of the
Business Application to be used to connect to the AppDynamics Controller.

- Dappdynami cs. agent . ti er Name tells the AppDynamics agents the name of the tier to use to
connect to the AppDynamics Controller.

Revise the JBoss domain.xml and host.xml files as indicated in the following sections and then
restart the application server.

Revise the Domain.xml file

1. Locate and edit domain.xml, usually located under $JBOSS_HOME/domain/configuration/.
2. Add the following system property, <pr operty nane="j boss. nodul es. syst em pkgs
val ue="com si ngul arity"/>inthe <system properti es> element.
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<system properties>
<l-- IPvd is not required, but setting this hel ps avoid unintended

use of IPv6 -->
<property name="j ava. net. preferl Pv4St ack" val ue="true"/>

<property nanme="j boss. nodul es. syst em pkgs"
val ue="com si ngul arity"/>
</ system properties>

This property tells the JBoss modules to allow the com.singularity classes in the
AppDynamics App Agent for Java to be found from any class loader. This is required for the
agent to run.

3. Under the server group hame where you want to enable your AppDynamics agents, add the
JVM options using the appropriate values for your agent location, JBoss application name,

and tier name.

<server-group nane="nai n-server-group” profile="full">
<j vm nane="defaul t">
<heap size="1303n" nax-size="1303nm'/>
<per ngen nmax-si ze="256n"/>
<j vm opti ons>
<option val ue="-j avaagent: <agent _install _dir>/javaagent.jar"/>
<option val ue="-Dappdynani cs. agent . appl i cat i onNane=JBCSS- EAP- APP" / >
<option val ue="- Dappdynani cs. agent . ti er Nane=JBOSS- EAP- TI ER'/ >
</jvmoptions>
</jvnp
<socket - bi ndi ng-group ref="full -sockets"/>
</ server - group>

Revise the Host.xml file

Add the -Dappdynamics.agent.nodeName jvm option in the host.xml file (usually located under
$JBOSS_HOME/domain/configuration/). This option tells the AppDynamics agent the node name
to use to connect to the AppDynamics Controller. Use the appropriate values for your node
names.

For example:
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<servers>
<server nane="server-one" group="nmin-server-group">
<!-- Renmote JPDA debugging for a specific server
<option
val ue="-agent!i b:j dwp=t ransport =dt _socket, addr ess=8787, server =y, suspend=n"/>
-->
<j vm nanme="def aul t ">
<j vm opti ons>
<option
val ue="-agent!ib:j dwp=t ransport =dt _socket, addr ess=8787, server =y, suspend=n"/>
<option val ue="- Dappdynani cs. agent . nodeNane=JBOSS- EAP- NODE- 1"/ >
</jvmoptions>

</jvne

</ server>

<server name="server-two" group="mmi n-server-group" auto-start="true">
<l-- server-two avoids port conflicts by incrementing the ports in

the default socket-group declared in the server-group -->
<socket - bi ndi ngs port-of fset="150"/>
<j vm nanme="def aul t ">
<j vm opti ons>
<option val ue="- Dappdynani cs. agent . nodeNane=JBC0SS- EAP- NODE- 2"/ >
</jvmoptions>

</jvnp

</ server>

<server nane="server-three" group="other-server-group" auto-start="fal se">
<!-- server-three avoids port conflicts by increnenting the ports in

the default socket-group declared in the server-group -->
<socket - bi ndi ngs port-of fset="250"/>
</ server>
</ servers>

To add the agent to JBoss 7.2 (standalone)

1. Add the following to the standalone.sh file.
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AD_AGENT_HOVE="/ User s/ j ack. gi nnever/ Downl oads/ AppD- Downl oads/ AppSer ver Agen
t/3.8.1.0/ AppSer ver Agent "

AD_CONT_HOST="1 ocal host"

AD_CONT_POST="8090"

AD_APPL_NAME="JBossAS"

AD_APPL_TI ER="st andal one"

AD_APPL_NODE="] boss_node"

AD_OPTS=" -javaagent: $AD_AGENT_HOVE/ j avaagent . jar \

- Dappdynani cs. control | er. host Nanme=$AD_CONT_HOST \

- Dappdynamni cs. control | er. port =$AD_CONT_POST \

- Dappdynani cs. agent . appl i cat i onNane=$AD_APPL_NAME \

- Dappdynani cs. agent . ti er Name=$AD_APPL_TI ER \

- Dappdynani cs. agent . nodeNanme=$AD_APPL_NCDE "

# Fix up the Loggers and Bootcl asspath

AD_COPTS="$AD_CPTS

- Dor g. j boss. boot. | og. fil e=$JBOSS_HOVE/ st andal one/ | og/ boot . | og \

-Djava. util .| oggi ng. nanager =or g. j boss. | ogmanager . LogManager "
AD_OPTS="$AD_OPTS

- Xboot cl asspat h/ p: $IBOSS_HOVE/ nodul es/ or g/ apache/ | og4j / mai n/ | og4j - 1. 2. 16. j
ar: $JBOSS_HOVE/ nodul es/ or g/ j boss/ | og4j / | ogmanager/ mai n/ | og4j - j boss- | ognana
ger-1.0.1.Final.jar:$JBOSS_HOVE nodul es/ or g/ j boss/ | ogmanager/ mai n/ j boss-1 0
gmanager-1.4.0. Final .jar

- Dl oggi ng. confi guration=file: $IJBOSS_HOVE/ st andal one/ confi gur ati on/| oggi ng.
properties"

JAVA OPTS="$AD _OPTS $JAVA OPTS"

2. Add the following to the standalone.conf file and save it.

# --> Conmented out original nod to JBOSS MODULES SYSTEM PKGS

#

#if [ "x$IBOSS_MODULES SYSTEM PKGS' = "x" ]; then

# JBOSS_MODULES_SYSTEM PKGS="or g. j boss. byt enan"

#i

#

# --> Replaced with following nod to JBOSS MODULES SYSTEM PKGS
#

if [ "x$JBOSS_MODULES SYSTEM PKGS' = "x" ]; then

JBOSS_MODULES_SYSTEM PKGS="or g. j boss. byt enan, com appdynani cs, com appdynarmi
cs.,comsingularity,comsingularity.”
fi

3. Restart the application server. The application server must be restarted for the changes to
take effect.

Fix Linkage Error

If you see this error:
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Caused by: java.lang. LinkageError: |oader constraint violation in interface
itable initialization: when resolving nethod

"com mi crosoft.sql server.jdbc. SQLSer ver XAConnect i on. get XAResour ce() Lj avax/transa
ction/ xal XAResour ce;" the class | oader (instance of

or g/ j boss/ nodul es/ Modul eC assLoader) of the current class,

com m crosoft/sql server/jdbc/ SQLSer ver XAConnecti on, and the class | oader
(instance of <bootl oader>) for interface javax/sql/XAConnection have different

Cl ass objects for the type javax/transaction/ xal/ XAResource used in the signature

Add the following JVM option to the start-up script and restart the server:

- Dappdynami cs. bci engi ne. cl ass. | ookahead=! *

The error indicates a race condition while loading classes and this flag controls the class
loading hierarchy thus overcoming the class loading problems.

Jetty Startup Settings
® To add the javaagent command in a Jetty environment

The AppDynamics Java App Server Agent bootstraps using the javaagent command line option.
Add this option to your jetty.sh file.

To add the javaagent command in a Jetty environment
1. Open the jetty.sh start script file.

2. Add the following javaagent argument to the beginning of the script.

java -j avaagent:/<agent_hone>/j avaagent.j ar

1. If you are a Self-Service Trial user, add the App Agent for Java javaagent argument to your
JVM start script where <my-app-jvm1> is the name you use for the application running on that
JVM.

-j avaagent : <agent _hone>/j avaagent . j ar =uni quel D=<ny- app-j vml>

3. Save the script file.

4. Restart the application server for the changes to take effect.
Mule ESB Startup Settings

The AppDynamics Java App Server Agent bootstraps using the javaagent command line option.
Mule ESB 3.X or later uses a Tanuki configuration environment. To add the AppDynamics App
Agent for Java to your Mule ESB environment, add this option to the Tanuki Service wrapper.conf
file.
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To configure the Tanuki Service Wrapper
1. Open the wrapper.conf file.
2. Use the wrapper.java.additional.<n> property to add the javaagent option.

3. On Linux systems, in the <MULE_HOME>/conf/wrapper.conf file, add the following

wr apper . java. addi tional . 4=-j avaagent: "/ Users/ hbri en/ Sof t war e/ nul e-enterpri se-sta
ndal one- 3. 3. 1/ app_agent /] avaagent . j ar

wr apper.java. addi tional . 4. stri pquot es=TRU

wr apper . j ava. addi ti onal . X=-j avaagent: "/ opt/ app_agent/javaagent.j ar

wr apper . java. addi tional . X. stri pguot es=TRUE

Where "X" is a unique integer among the other properties in the file.

Learn More

Mule ESB Support
Oracle WebLogic Startup Settings

® To add the javaagent command in a Windows environment
® To add the javaagent command in a application running as a Windows service
® To add the javaagent command in a Linux environment

The AppDynamics Java App Server Agent bootstraps using the javaagent command line option.
Add this option to your startWebLogic.sh or startWebLogic.cmd file.

To add the javaagent command in a Windows environment

1. Open the startWebLogic.cmd file, located at
<weblogic_version_install_dir>\user_projects\domains\<domain_name>\bin.

2. Add following javaagent argument to the beginning of your application server start script.

set JAVA OPTI ONS=% JAVA_ OPTI ONS%
-javaagent : "<drive>:\<agent _hone>\j avaagent.jar"

1. If you are a Self-Service Trial user, add the App Agent for Java javaagent argument to your
JVM start script where <my-app-jvm1> is the name you use for the application running on that
JVM.

-javaagent: "<drive>:\<agent _honme>\j avaagent.j ar =uni quel D=<ny- app-j vni>"

The javaagent argument references the full path of the App Server Agent installation directory,
including the drive.
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2a. Sample WebLogic v9.x startWebLogic.cmd file

startWeblogicemd - Notepad

File Edit Format View Help

if WOT “%InterfaceX =—="" g

set IFNAME=XInterface®
) else (
J

@REM Sat IP Mask.

Set IFNAME=

if NOT "kMetmasky'==""
ser IPMASK=kNetMasky
) else (
56T IPMASK=
)
@rem Perform IP Migration if SERVER_IP 15 set by node manager.

if NOT “HSERVER_IP%"=="" (
call "%wL_HoMmes common\binm\wlsifconfig. cmd” -addif “XIFNAMER" "XSERVER_IPX" "XIPMASKX™
3

Eet JAVA_OPTIONS=%JAVA_OPTIONS% -javaagent:C:\Users‘arunkumar'Documents'beadxisingularity'\agent_wiL_9_springs_domain'javaagent.jar
| - GIC

echo starting weblogic with Java version:

%IAVA_HOMEX\bin\java %1Ava_wwk -version

if "¥WLS_REDIRECT_LOGE =="" ( i
echo starting wLs with Tine: ) ) . )
echo %JAVA_HOMEX\bin\java %IAVA_VME SMEM_ARGSHE %JAVA_OPTIONS%: -Dweblogic.Name=%SERVER_NAME% -Djava.security. policy=%WL_HOMES

2b. Sample WebLogic v10.x startWebLogic.cmd file

| &l stafafeblogic.cmd |

155 1 el=e

166 set IPMASE-

157 )

1628

162 EREM, Perfarm IF Migrotion it SERVER_IP iz set by nade managar.

170

171 if HOT "%SERVER IP%'w=frm (

178 eall "WWL HOME®\commoni\bin‘wlsifeonfig. cmd” -addif "SIFHAME®" "3SERVER IP%" ":IPFHMASKS"
132 )

174

1756 _set JAVA OPTIONI=%JAVA OPTION:E® -javaagent: "E\tll\AppServerigenthj a@

i By '@QEI".".S K| TPEERT +
177

178 echo starting weblogic with Java wversion:

172

150 %JAVA HOMES\bin'java SJAVA VM% -version

1581

182 if "YWLS REDIRECT LOGS T=m=Tr [

183 acho Starting WLS with lins:

184 echo %JAVA MOME%Wbinkjava %JAVA UM% %MEM ARGS%: %JAVA OPTIONS% =Dweblogic.MName=%SERVER
185 E TR .HG]-'[E:"\\-_]JL nx,'_| ava HTAW A VR 1% -:'al:-1'E-ZI:-:I'__.T|. RGE%E & JAVA OPTIONS % —Dwehlngic . Mame=% S'F!R'L’E‘.R__!h'ﬂ-:}!':«
126 ) else

187 echo Redirecting output from WIL3 window to “WLE REDTIRECT TOGY

is8 -"-.'JJ'L"J’JL_H{II]'IE:':"'-.]3'_]]-‘-.1 ava 3.::];'!.'1’.'!._1’]:1-"&' -":.'['].I:t'l_m{'-’.riif: :'Tn.ii‘l."."a'L_l'.'ll:' TIONS % —Dwahlagic. NBmE:-":’f;EEt"."EEl_!IJ"_I'&I%
188

3. Restart the application server. The application server must be restarted for the changes to take
effect.

To add the javaagent command in a application running as a Windows service

Some applications have a pre-compiled startup method that installs WebLogic as a Windows
service. Follow these steps to add the agent to the service.

1. Open the script file that starts the application service, such as
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install_XXXX_Server_Start Win_Service.cmd.

2. Add the javaagent command before the line starting with "set CMDLINE=%JAVA VM%..." such
as

set
CLASSPATH=%WSERVER_CLASSPATHY %°RE_CLASSPATH% WNEBLOG C_CLASSPATHY% %°OST_CLASSP
ATHY% ANLP_POST_CLASSpATHY%

set JAVA VME%AVA VM % AVA DEBUGY % AVA PROFI LE%
set WLS DI SPLAY_ MODE=Pr oducti on

@REM AppDynami cs Agent Start

set JAVA_OPTI ONS=% JAVA_OPTI ONS%

-javaagent : "<drive>:\<agent _honme>\j avaagent.jar"

@REM AppDynami cs agent END

set CNVDLI NES9WAVA VMo YWVEM ARGS% - cl asspat h UCLASSPATH% %) AVA_OPTI ONS%
webl ogi c. Server"

3. Remove the existing Windows Service for your application. From the command line, run this
script.

install XXXXX Server_Start _Wn_Service.cnd
XXXXX_ xxxxx_Production_Server R

4. Install the Windows Service for your application to include the AppDynamics agent
JAVA_OPTIONS argument.

install XXXXX_Server_Start Wn_Service.cnd
XXXXX_xxxx_Production_Server |

5. From the WebLogic web console, stop your application.

6. Start your application (which also starts WebLogic) from the Windows Services application,
where the Windows service name = XXXXX_xxxx_Production_Server.

7. Ensure that your application is working properly.

For more information, see Creating a Server-Specific Script in the Oracle documentation.

To add the javaagent command in a Linux environment

1. Open the startWebLogic.sh file, located at
<weblogic_<version#>_install_dir>/user_projects/domains/<domain_name>/bin.

2. Add the following lines of code to the beginning of your application server start script.
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export JAVA OPTI ONS="$JAVA OPTI ONS -j avaagent:/agent _hone/j avaagent.jar"

1. If you are a Self-Service Trial user, add the App Agent for Java javaagent argument to your
JVM start script where <my-app-jvm1> is the name you use for the application running on that

JVM.

-j avaagent : <agent _hone>/j avaagent . j ar =uni quel D=<ny- app-j vmil>

The javaagent argument references the full path of the App Server Agent installation directory. For
details see the screen captures.

2a. Sample WebLogic v9.x startWebLogic.sh file

-E]ﬂhmﬁun@ﬁhl

1e7
1&8
162
170
17X
172
173
174
175
176
177
i78
174
180

182
ia83
ig4
185
186
187
laa
g9
150
191
192
133

154

if [ "${SERVER_IP}" I= "" ] ; then

POWL HOMEY = ommon/binfulzifeonfig. sh —addif "${IFNAME}" "§{ZERVER IP}" "§{TEMAZK]
£fi

B START WEELOSIC

echo "starting weblogic with Javae wersion:”

PLTAVA_HOMEL bin/java 5[Jﬁ\.l"n"._'¥'.-'1'\]5 =yersion

if [ "${WLS_REDIRECT LOG)" = "7 ] ; then
echo "3tarting WL with line:"
_Eﬂhﬂ "S${JAVA HOME}/bin/java 5{JAVA UM} S{MEM ARGZ} 5{JAVA OPTION3} -Dwebloglc.Name
SETAVABIOME] /bin/iave SITAVATVA] ETMENCARES] FITAVAZOPTIONS] -pweblogic. Mame=§
else
echo "Redirecting output from WLE window To §(WLE REDIRECT LOG)"
BETAVA T HOME /oin/iave SITAVALVI ETMENTARGS] FETAVASCRTIONS] -pweblogic.Name=§

£i

stopall

popd

C@JAUA_DPT 5="5JAVA OPT3 -javazgent:EftliAppServerfigent/javasge "EED

£ Exit thig seript anly it we have Deen o To R

if [ "${doExitFlag}"™ = "true™ ] ; then
exit
fi

2b. Sample WebLogic v10.x startWebLogic.sh file
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=) startwieblogic.sh |
157 if [ "${SERVER IE}"” I= "" ] ; then
1568 ${WL_HGME}f¢nmmonfh1nfwls;Ecnnf:.g =h -addif "5{IFNAME}" "§{&BRVER IP}" "§{IPMASE)
189 fi
170
171 # START WEBLOGIC
172
173 echo "starting weblogic with Java version:”
174
175 ${JAVA_HO!"#E}!hinfjnvn ${JAVA._VN\} ~version
176
177 if [ ”‘.—:»'f.r.F_Rr-:r-—.a‘r':“r.'_*:.'.ﬁ} "= 1r"1 : cthen
178 echo "Starting WLH with line: "
1753 echo "5 {JAVA HOME)/bin/jawva $[{JAVA WM} %{MEM ARGH) 5{JAVA OPTIONZ) -Dweblogic. Name:
180 ELTAYA HOME /Linfiave BLIAYA VME ELMEN ARSS! E[TAVA CFTIONS! -pweblogic. Name=$
181 else
ig2 soho "Redirecting output from WLS window to §$[WLE REDIRECT LOG)™
123 EIIAVAHOME) fbinfjeva BIJAVASVAMY GBIMEMZARGS! STTAVASOPTIONS) -bweblogic. Name=8]
184 fi
185
1815 =topall
o
188 popd
189 export JAVA OPTE="5JAVA OPTE -javaagent:B/tl/AppServerAgent/] ava@
130 H Exit this seript only it we BRI e
192 if [ "$i{doBExitFlag}"” = "true" ] ; then
123 exit
194 fi

3. Restart the application server. The application server must be restarted for the changes to take
effect.

OSGi Infrastructure Configuration

® Configuring OSGi Containers
® To configure Eclipse Equinox
® To configure Apache Sling
® To configure Apache Felix for GlassFish
® For GlassFish 3.1.2
To configure Felix for Jira or Confluence
To configure other OSGi-based containers

Configuring OSGi Containers

The GlassFish application server versions 3.x and later uses OSGi architecture. By default, OSGi
containers follow a specific model for bootstrap class delegation. Classes that are not specified in
the container's CLASSPATH are not delegated to the bootstrap classloader; therefore you must
configure the OSGi containers for the App Server Agent classes.

For more information see GlassFish OSGi Configuration per Domain.

To ensure that the OSGi container identifies the agent, specify the following package prefix:
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org. osgi . framewor k. boot del egati on=com si ngul arity.*

This prefix follows the regular boot delegation model so that the App Server Agent classes are
visible.

If you already have existing boot delegations, add "com.singularity.*" to the existing path
separated by a comma. For example:

org.osgi.framework.bootdelegation=com.sun.btrace., com.singularity.
To configure Eclipse Equinox

1. Open the config.ini file located at <glassfish-install>/glassfish/osgi/equinox/configuration.

2. Add following package prefix to the config.ini file:

org. osgi . f ramewor k. boot del egati on=com si ngul arity.*

For more information see Getting Started with Equinox.

To configure Apache Sling

1. Open the sling.properties file. The location of the sling.properties varies depending on the Java
platform.
In the Sun/Oracle implementation, the sling.properties file is located at <java.home>/lib.

2. Add following package prefix to the sling.properties file.

org. osgi . f ramewor k. boot del egati on=com si ngul arity.*

To configure Apache Felix for GlassFish
1. Open the config.properties file, located at <glassfish-install>/glassfish/osgi/felix/conf.

2. Add following package prefix to the config.properties file.

org. osgi . f ramewor k. boot del egati on=com si ngul arity.*

For GlassFish 3.1.2

Add:

comsingularity.*

to the boot delegation list in the <GlassFish_Home_Directory>\glassfish\config\osgi.properties file.
For example:
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org. osgi . franmewor k. boot del gati on=${ecl i psel i nk. boot del egati on}, com sun. btrace,
comsingularity.*

To configure Felix for Jira or Confluence
For Jira 5.1.8 and newer, Confluence 5.3 and newer

1. Update the jira startup script (e.g. catalina) with the following java system property:

- Dat | assi an. org. osgi . franewor k. boot del egat i on=META- | NF. servi ces, com yourkit, com
singularity.*, comjprofiler,comjprofiler.*,org.apache. xerces, org. apache. xer ces.
* org. apache. xal an, or g. apache. xal an. *, sun. *, com sun. j ndi , com i cl . saxon,comicl.s
axon. *,javax. servl et,javax. servlet.*, com sun. xn . bi nd. *

2. Update the Java options:
® For Linux: JAVA_OPTS=
®* For Windows: set JAVA_ OPTS=%JAVA_ OPTS%

-j avaagent :/root/ AppServer Agent/j avaagent.jar"

To configure other OSGi-based containers
For other OSGI-based runtime containers, add the following package prefix to the appropriate
OSGi configuration.

file.org.osgi.franmework. boot del egati on=com si ngul arity.*

Resin Startup Settings

® To Configure Resin 1.x - 3.x
® To add the javaagent command in a Windows environment
® To add the javaagent command in a Linux environment

® To Configure Resin 4.x

The AppDynamics Java App Server Agent bootstraps using the javaagent command line option.
Add this option to the resin.sh or resin.bat file.

To Configure Resin 1.x - 3.x

To add the javaagent command in a Windows environment
1. Open the resin.bat file, located at <Resin_installation_directory>/bin.

2. Add following javaagent argument to the beginning of your application server start script.
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exec JAVA EXE -javaagent:"<drive>:\<agent_hone>\javaagent.jar"

1. If you are a Self-Service Trial user, add the App Agent for Java javaagent argument to your
JVM start script where <my-app-jvm1> is the name you use for the application running on that
JVM.

-javaagent: " <drive>:\<agent _hone>\j avaagent.j ar =uni quel D=<ny- app-j vni>"

The javaagent argument references the full path of the App Server Agent installation directory,
including the drive.

3. Restart the application server for changes to take effect.

To add the javaagent command in a Linux environment
1. Open the resin.sh file, located at <Resin_Installation_Directory>/bin.

2. Add the following javaagent argument to the beginning of your application server start script.

exec $JAVA EXE -javaagent:"<agent _hone>/j avaagent.jar"

1. If you are a Self-Service Trial user, add the App Agent for Java javaagent argument to your
JVM start script where <my-app-jvm1> is the name you use for the application running on that
JVM.

-j avaagent : <agent _hone>/j avaagent . j ar =uni quel D=<ny- app-j vnil>

The javaagent argument references the full path of the App Server Agent installation directory.
See the following screenshot.
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[ ¥ /mnt/resin-pro-4.0.18/bin/resin.sh - root@>ec2-184-72-162-149.compute-1.amazonaws.com

L[] & B X @ | o da B HLE @

H o+ § mraadp eraa

#

§ See contrib/init.reain for Setc/rc.d/finit.d startup script

#

# resin.sh —— eXecs resin in the foreground

# reain.sh atart —-— gtarts resin in the background

# resin.sh stop -— 3tops resin

# reain.sh restart -- restarts resin

#

# resin.sh will return a status code if the wrapper detects an error, but
# some errors, like bind exceptions or Java errors, are not detected.
#

# To install, wou'll need to configure JAVA HOME and BRESIN HOME and

# copy contrib/init.resin to fete/rc.dfinit.dsresin. Then

# use ™unix# Ssbin/chkconfig resin on™

if test -n "$[JAVA HOME]™; then

if test -z "${JAVLA EXE}"; then
JEVE EXE=5JaVE HOME/bin/java

fi

fi

if tesat -z "S5{JEVA EXE]™; then
JAVE EXE=java

fi

#

# trace script and simlinks to find the wrapper

#

if test -z "S{RESTN HOME]}"; then
gcript="/bin/las -1 £0 | awk "{ print SNF; }"*"

while test -h "S$acript™
dor

gcript="/binfls -1 Sacript | awk "[ print SNF; }°
done

bin="dirname $script”
RESIN HOME="%bin/.."
fi

exec SJAVA EXE puEwEtlsioakebRrs aloflcTs (S e lg v Chmanm-igl —jar {RESIN HOME]/lib/resin.jar &%

Line: 42/42 Column: 57 Character: 32 (20)

3. Restart the application server. The application server must be restarted for the changes to take
effect.

To Configure Resin 4.x

1. To install the App Server Agent into Resin 4.X or later, edit the ./conf/resin.xml file and add:
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<jvm ar g>- Xnx512nx/ j vm ar g>
<j vm ar g>-j avaagent : <$appagent _| ocati on>/j avaagent.jar</jvm arg>

2. Restart the application server. The application server must be restarted for the changes to take
effect.

Solr Startup Settings

® To add the javaagent command in a Windows environment
® To add the javaagent command in a Linux environment

The AppDynamics Java App Server Agent bootstraps using the javaagent command line option.
Add this option to your Solr server.

To add the javaagent command in a Windows environment
1. Open the Windows command line utility.

2. Execute the following commands to add the javaagent argument to the Solr server:

>cd $Solr_Installation_Directory
>j ava -javaagent:"<drive>:\<agent hone>\javaagent.jar" -jar start.jar

1. If you are a Self-Service Trial user, add the App Agent for Java javaagent argument to your
JVM start script where <my-app-jvm1> is the name you use for the application running on that
JVM.

-j avaagent: "<drive>:\<agent _home>\j avaagent . j ar =uni quel D=<ny- app-j vim>"

The javaagent argument references the full path to the App Server Agent installation directory,
including the drive. For details see the screenshots.

B Select C\Windows\System32\cmd.exe - java -javaagent:"F:\lab\3.3\t\AppServerAgent-3.2.0.1GAT\javaagentjar” -jar startjar

F:xlab\myinstallations“apache—solr—3.2.B@\exanple>jau javaagent : "F:\lab 3.3 t“AppServerAgent—3.2.A.1GA1\ javaagent . jar" —jar start.j
Install Directory wesolved tolF:“\lab“\3.23\t“AppRerverfigent—3.2. B 1Gﬂi
LINFO1: Javfigent — Using Agent Uersion [Server fAgent v3.2.8.1 GA Build Date 2H11-85-18 16:581
[INF01: JavAgent — Running IBM Agent [Hol
[INFO1: fAgentInstallManager — AppDynamics Agent edition [server]
[INF0O1: fAgentInstallManager — Full Agent Registration Info Resolver is 1unn1ng
[INF0O1: figentInstallManager — Full Agent Registration Info Resolver using application name [solrtest]
[INF0O1: fAgentInstallManager — Full Agent Registration Info Resolver using tier name [est
[INFO1: figentInstallManager — Full Agent Registration Info Resolver uzing node name [solwnilld
[INF0O1: AgentInsztallManager — Full Agent Registration Info Resolver finished running
: AgentlnstallManager — Agent runtime directory set to [F::\labs\3.3“t“AppServerfigent—3.2.8.1GA11]
: AgentInstallManager — Agent node directory set to [solenlld

: JavAgent — Agent Directory [F:slab:3.3tSAppServerfigent-3.2.8.1GA1l
figent Logging Directory [F:slabs3.3NtNAppServerfigent—3.2.8.1GA1Nlogs~solrnil
Running obfuscated agent
Registered app server agent with NHode IDI27] Component ID[381 Application ID [24]
Started AppDynamics Java figent Successfully.

To add the javaagent command in a Linux environment
1. Open the terminal.

2. Execute the following commands to add the javaagent argument to the Solr server:
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>cd $Solr_Installation_Directory
>j ava -javaagent: "<agent _hone>/javaagent.jar" -jar start.jar

1. If you are a Self-Service Trial user, add the App Agent for Java javaagent argument to your
JVM start script where <my-app-jvm1> is the name you use for the application running on that
JVM.

-j avaagent : <agent _hone>/j avaagent . j ar =uni quel D=<ny- app-j vmil>

The javaagent argument references the full path to the App Server Agent installation directory. For
details see the screenshot.

£ root@domU-12-31-39-05-75-42: /mnt/solr/apache-soir-3.2.0/example

Standalone JVM Startup Settings

® To add the javaagent command in a Windows environment
® To add the javaagent command in a Linux environment

AppDynamics works just as well with JVMs that are not application servers or containers.

The AppDynamics Java App Server Agent bootstraps using the javaagent command line option, a
standard Java option and can be used with any JVM. Add this option to your standalone JVM.

To add the javaagent command in a Windows environment
1. Open the command line utility for Windows.

2. Add javaagent argument to the standalone JVM:

>j ava -javaagent:"Drive:\agent_hone\javaagent.jar"
<fully_ qualified class_nane_w th_rmai n_net hod>

For example:
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>j ava -javaagent:"C:\ AppDynani cs\agentDir\javaagent.jar" com nain. Hel |l oWrld

1. If you are a Self-Service Trial user, add the App Agent for Java javaagent argument to your
JVM start script where <my-app-jvm1> is the name you use for the application running on that
JVM.

-j avaagent: "<drive>:\<agent _honme>\]j avaagent.j ar=uni quel D=<ny- app-j vni>"

The javaagent argument references the full path to the App Server Agent installation directory,
including the drive.

To add the javaagent command in a Linux environment
1. Open the terminal.

2. Add the javaagent argument to the standalone JVM:

>j ava -javaagent:"/agent _install _dir/javaagent.jar"
<fully qualified class _nane_w th_rmai n_net hod>

For example:

>j ava -javaagent:"/mt/ AppDynam cs/ agentDir/javaagent.jar" com nain. Hel | oWorl d

1. If you are a Self-Service Trial user, add the App Agent for Java javaagent argument to your
JVM start script where <my-app-jvm1> is the name you use for the application running on that
JVM.

-j avaagent : <agent hone>/j avaagent . j ar =uni quel D=<ny- app-j vni>

The javaagent argument references the full path to the App Server Agent installation directory.
Tanuki Service Wrapper Configuration

® To configure the Tanuki Service Wrapper

The AppDynamics Java App Server Agent bootstraps using the javaagent command line option.
Add this option to the Tanuki Service wrapper.conf file.

To configure the Tanuki Service Wrapper
1. Open the wrapper.conf file.

2. Use the wrapper.java.additional.<n> property to add the javaagent option.
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wr apper.java. addi tional . 6=-j avaagent:/ C./agent/javaagent.j ar

1. If you are a Self-Service Trial user, add the App Agent for Java javaagent argument to your
JVM start script where <my-app-jvm1> is the name you use for the application running on that
JVM.

-j avaagent : <agent _hone>/j avaagent . j ar =uni quel D=<ny- app-j vmil>

For more information see:

® Tanuki Service Wrapper Properties
® Example Configuration
® More Help On Tanuki Service Wrapper

Tibco ActiveMatrix BusinessWorks Service Engine Configuration

There are typically two scripts associated with the Tibco ActiveMatrix BusinessWorks Services
engine.

® my_application.sh
®* my_application.tra
The JVM that runs the services start with a command line tool called bwengine(.exe).

Add the following to the .tra file:

j ava. ext ended. properti es=-j avaagent:/ opt/ appagent/j avaagent.j ar

See also: https://docs.tibco.com/ and https://tibbr.tibcommunity.com/.
SUN JDK 1.6 on Linux

The App Agent for Java calls an API to collect CPU times for threads. Because of a Sun JDK 1.6
problem on Linux the API may take too long, and you may see the following error:

t hr eads bl ocki ng on
sun. managenent . Thr eadl npl . get Thr eadTot al CpuTi meO( Nati ve Met hod).

If this error occurs, the App Agent for Java by default will disable CPU time collection for threads.
You can force the agent to continue to collect CPU times for threads using the thread-cpu-capture-
overhead-threshold-in-ms node property, but this may cause unacceptable overhead on your
application. We recommend you use this Java HotSpot VM option instead to speed up the API call
itself.

- XX: +UseLi nuxPosi xThr eadCPUCI ocks
Enable SSL for Java
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* Before You Begin
® SSL Utilities
® Keystore Certificate Extractor Utility
® Password Encryption Utility
® SaasS Controller
® Sample SaaS SSL controller.xml configuration
® Sample SaaS SSL JVM startup script configuration
® On-Premise Controller with a Trusted CA Signed Certificate
® Sample on-premise SSL controller.xml configuration for a CA signed certificate
® Sample on-premise SSL JVM startup script configuration for a CA signed certificate
® On-Premise Controller with an Internally Signed Certificate
® Sample on-premise SSL controller.xml configuration for an internally signed certificate
® Sample on-premise SSL JVM startup script configuration for an internally signed
certificate
® On-Premise Controller with a Self-Signed Certificate
® Sample on-premise SSL controller.xml configuration for a self-signed certificate
® Sample on-premise SSL JVM startup script configuration for a self-signed certificate
® |earn More

This topic covers how to configure the App Agent for Java (the agent) to connect to the Controller
using SSL. It assumes that you use a SaaS Controller or have configured the on-premise
Controller to use SSL.

The Java agent supports extending and enforcing the SSL trust chain when in SSL mode.

Before You Begin

Before you configure the agent to enable SSL, gather the following information:

® |dentify if the Controller is SaaS or on-premise.
® |dentify the Controller SSL port.
® For SaaS Controllers the SSL port is 443.
® For on-premise Controllers the default SSL port is 8181, but you may configure the
Controller to listen for SSL on another port.
® |dentify the signature method for the Controller's SSL certificate:
* A publicly known certificate authority (CA) signed the certificate. This applies for
Verisign, Thawte, and other commercial CAs.
®* A CA internal to your organization signed the certificate. Some companies maintain
internal certificate authorities to manage trust and encryption within their domain.
® The Controller uses a self-signed certificate.
® Decide how to manage the configurations. See Where to Configure App Agent Properties:
® Add the configuration parameters to <agent install directory>/conf/controller-info.xml.
Or
® |nclude system properties in the -javaagent argument in your JVM startup script.

SSL Utilities
We provide two utilities to help you implement SSL.

Keystore Certificate Extractor Utility

The Keystore Certificate Extractor Utility exports certificates from the Controller's Java keystore
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and writes them to an agent truststore. It installs to the following location:

<agent install directory>/utils/keystorereader/kr.jar

@ To avoid copying the Controller keystore to an agent machine, you can run this utility from the
Controller server. Access the agent distribution on the Controller at the following location:

<controller install directory>/ appserver/glassfish/donai ns/ domai n1/ appagent

To use the Keystore Certificate Extractor, execute kr.jar and pass the following parameters:

® The full path to the Controller's keystore:

<controller instal
di rectory>/ appserver/ gl assfi sh/ domai ns/ donmai n1/ confi g/ keystore.jks

® The truststore output file name. By default the agent looks for cacerts.jks.
® The password for the Controller's certificate, which defaults to "changeit". If you don't include
a password, the extractor applies the password "changeit" to the output truststore.

java -jar kr.jar <controller install
directory>/ appserver/ gl assfi sh/ domai ns/ donmai n1/ confi g/ keystore.jks cacerts.jks
<controller certificate password>

Password Encryption Utility

The Password Encryption Utility encrypts the Controller's certificate password so you can add it to
the controller-info.xml file. It installs to the following location:

<agent install directory>/utils/encryptor/encrypt.jar

To use the Password Encryption Utility, execute encrypt.jar and pass the clear text password as a
parameter. The utility returns the encrypted password:

java -jar <agent install directory>/utils/encryptor/encrypt.jar <controller
certificate password>

Encrypted password i s nkV/ LwhLM_Fj f NTbhODLow==

SaaS Controller

1. Update the JVM startup script or controller-info.xml to use SSL enabled settings. See App Agent
for Java Configuration Properties.
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® Set the Controller Port Property to 443. See Controller Port Property.
® Set the Controller SSL Enabled Property to true. See Controller SSL Enabled Property.

2. Save your changes.
3. Restart the JVM.

The agent detects SaaS implementations based upon the controller host URL, which must contain
".saas.appdynamics.com". It also checks for an account-name and an access-key. If all three
elements exist, the agent connects with the SaaS Controller via SSL.

Sample SaaS SSL controller.xml configuration

<?xm version="1.0" encodi ng="UTF-8"?>
<controller-info>

<control |l er-host >nyconpany. saas. appdynami cs. conk/ control | er-host >
<control |l er-port>443</controller-port>
<control |l er-ssl-enabl ed>true</controller-ssl-enabl ed>
. .<;account - name>nyconpany</ account - name>
<account - access- Key>XXXXXXXXXXXXX</ account - access- key>

</controller-info>

Sample SaaS SSL JVM startup script configuration

java -javaagent:/ hone/ appdynam cs/ AppSer ver Agent/

- Dappdynani cs. control | er. host Nane=<control | er domai n>

- Dappdynami cs. control | er. port =443 - Dappdynami cs. control | er.ssl.enabl ed=true ...
- Dappdynani cs. agent . account Nane=<account nane>

- Dappdynami cs. agent . account AccessKey=<access key>

On-Premise Controller with a Trusted CA Signed Certificate

1. Update your JVM startup script or controller-info.xml to use SSL enabled settings. See App
Agent for Java Configuration Properties.

® Set the Controller Port Property to the on-premise SSL port. See Controller Port Property.

® Set the Controller SSL Enabled Property to true. See Controller SSL Enabled Property.

®* To configure the agent to perform full validation of the Controller certificate, set the Force
Default SSL Certificate Validation app agent node property to true. See Force Default SSL
Certificate Validation Property.

2. Save your changes.
3. Restart the JVM.

The agent connects to the Controller over SSL. Because the Force Default SSL Certificate
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Validation app agent node roperty is set to true, the agent enforces the trust chain using the
default Java truststore.

Sample on-premise SSL controller.xml configuration for a CA signed certificate

<?xm version="1.0" encodi ng="UTF-8"?>
<controller-info>

<control | er-host>nycontrol |l er. myconpany. conx/ control | er-host>
<control |l er-port>8181</control | er-port>
<control | er-ssl-enabl ed>true</controll er-ssl-enabl ed>

<force-default-certificate-validation>true</force-default-certificate-validation
>

</controller-info>

Sample on-premise SSL JVM startup script configuration for a CA signed certificate

java -javaagent:/ hone/ appdynam cs/ AppSer ver Agent /

- Dappdynani cs. control | er. host Name=<control | er donai n>

- Dappdynamni cs. control | er. port =443 - Dappdynani cs. control | er. ssl. enabl ed=true
- Dappdynam cs. force. default.ssl.certificate.validation=true ...

On-Premise Controller with an Internally Signed Certificate

1. Obtain the root CA certificate from your internal resource. By default the agent looks for a Java
truststore named cacerts.jks.

To import a certificate to a truststore, run the following command:

keytool -inport -alias rootCA -file <certificate file nane> -keystore
cacerts.jks -storepass <truststore password>

@ This command creates the truststore cacerts.jks if it does not exist and assigns it the password
you specify.

2. Copy the truststore file to the agent configuration directory:

cp cacerts.jks <agent install directory>/conf/cacerts.jKks

3. Encrypt the truststore password. See Password Encryption Utility.

4. Update your JVM startup script or controller-info.xml to use SSL enabled settings. See App
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Agent for Java Configuration Properties.

Set the Controller Port Property to the on-premise SSL port. See Controller Port Property.
Set the Controller SSL Enabled Property to true. See Controller SSL Enabled Property.
Set the Controller Keystore Password Property to the encrypted password. See Controller

Keystore Password Property.
1. You must configure this property in the controller-info.xml. It is not available as a system

property in the JVM startup script.
5. Restart the JVM.

The agent detects the cacerts.jks truststore in its configuration directory and uses it to enforce the
trust chain when connecting to the Controller over SSL.

Sample on-premise SSL controller.xml configuration for an internally signed certificate

<?xm version="1.0" encodi ng="UTF-8"?>
<controller-info>

<control |l er-host>nycontrol |l er. nyconpany. conk/ control | er-host>

<control |l er-port>8181</control | er-port>

<control |l er-ssl-enabl ed>true</controller-ssl|-enabl ed>

<control |l er-keystore-passwor d>nkV/ LwhLM_Fj f NTbhODLow==</ control | er - keyst or e- pas

swor d>

</controller-info>

Sample on-premise SSL JVM startup script configuration for an internally signed certificate

java -javaagent:/ hone/ appdynam cs/ AppSer ver Agent /
- Dappdynani cs. control | er. host Nane=<control | er domai n>
- Dappdynami cs. control | er. port =443 - Dappdynami cs. control | er.ssl.enabl ed=true ...

On-Premise Controller with a Self-Signed Certificate

1. Extract the Controller's self-signed Certificate to a truststore named cacerts.jks. See Keystore
Certificate Extractor Utility.

2. Copy the truststore file to the agent configuration directory:

cp cacerts.jks <agent install directory>/conf/cacerts.jks

3. Encrypt the truststore password. See Password Encryption Utility.

4. Update your JVM startup script or controller-info.xml to use SSL enabled settings. See App
Agent for Java Configuration Properties.
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® Set the Controller Port Property to the on-premise SSL port. See Controller Port Property.
® Set the Controller SSL Enabled Property to true. See Controller SSL Enabled Property.
® Set the Controller Keystore Password Property to the encrypted password. See Controller
Keystore Password Property.
1. You must configure this property in the controller-info.xml. It is not available as a system
property in the JVM startup script.

5. Restart the JVM.

The agent detects the cacerts.jks truststore in its configuration directory and uses it to enforce the
trust chain when connecting to the Controller over SSL.

Sample on-premise SSL controller.xml configuration for a self-signed certificate

<?xm version="1.0" encodi ng="UTF- 8" ?>
<controller-info>

<control |l er-host>mycontroll er.nyconpany. con</ control |l er-host>

<control | er-port>8181</control |l er-port>

<control |l er-ssl-enabl ed>true</controll er-ssl-enabl ed>

<control | er-keyst or e- passwor d>nkV/ LWhLM_Fj f NTbhODLow==</ contr ol | er - keyst or e- pas

swor d>

</controller-info>

Sample on-premise SSL JVM startup script configuration for a self-signed certificate

java \-javaagent:/ home/ appdynamni cs/ AppSer ver Agent /
\ - Dappdynani cs. control | er. host Nane=<control | er domai n>
\ - Dappdynami cs. control | er. port=443 \-Dappdynam cs. control | er.ssl.enabl ed=true

Learn More

Implement SSL
Install the App Agent for Java

Upgrade the App Agent for Java

This topic provides instructions for upgrading the App Agent for Java.

Upgrade Sequence

If you are upgrading both the Controller and agents, first upgrade the Controller and then upgrade
the Agents.

To upgrade the App Agent for Java
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1. Shut down the application server where the App Agent for Java and the optional machine agent
is installed.

2. Create a backup copy of the current agent installation directory and move the backup directory
to a new location.

3. Download the latest release from AppDynamics Download Center.

4. Extract the Agent binaries to a new directory and rename old directory. Then rename the new
directory the same name as the original one. Copy the controller-info.xml from the old Agent
directory to the new Agent directory. At the end, you should have the new files using the same
directory path as the previous one.

5. If you previously made changes to the
<App_Server_Agent_Installation_Directory>/conf/app-agent-config.xml file, copy those changes to
the new file.

Using the same directory path avoids the task of manually changing the agent-related
configurations in your JVM startup script.

6. Restart the application server.

Uninstall the App Agent for Java

® To uninstall the Java Agent
® Learn More

If you delete an app agent from the Controller Ul, as described in Manage App Agents, but do not
shut down the JVM that the app agent runs on, the app agent will reappear in the Ul the next time
it connects to the Controller.

To prevent an app agent from connecting to the Controller, you need to remove the app agent
settings from the JVM configuration. This frees the license associated with the agent in the
Controller and makes it available for use by another app agent. This topic describes how to
uninstall an App Agent for Java from the JVM configuration.

To uninstall the Java Agent

1. Stop the application server on which the App Agent for Java is configured.

2. Remove the -javaagent argument in the startup script of the JVM.

3. Remove any system properties configured for the App Agent for Java from the startup script
of your JVM.

4. Restart the application server.

Learn More

®* Manage App Agents
® |nstall the App Agent for Java
* App Agent for Java Configuration Properties

Configure AppDynamics for Java

See also, App Agent for Java Configuration Properties
Business Transaction Configuration Methodology for Java

® Modifying the Default Business Transaction Configuration
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Suggested Methodology
1. Confirm Business Relevance
2. Review the Architecture
3. Modify Automatic Detection Criteria
Disable Entry Point Discovery
Customize Detection Settings
Combine Business Transactions
Use Dynamic Values to Split a Business Transaction
Collect Extra Traffic into a Catch-all Transaction
® 4. Exclude Business Transactions
® Exclude Action in the Ul
® Configure Exclude Rules
® Change the Default Exclude Rule Settings
® Create New Exclude Rules
® 5 Rename Business Transactions
® 6. Group Business Transactions
® 7. Delete Old Unwanted Business Transactions

Modifying the Default Business Transaction Configuration

Sometimes you need to fine-tune your business transaction configuration, such as when:

® You do not see business transactions that you expect to see based on how your application
should be represented in AppDynamics. See Organizing Traffic as Business Transactions.

® You see the All Other Traffic business transaction in the Business Transactions List, for
example:

Busingess Transactions

TErTT

View Dashboard  Mors Actions  View Options Showing
Marme Service Server Calls Calls { min Errars
B a1l Other Traffic - web @. 1 5,585 372 0
B i other Traffic - inventory & 0 1,114 74 0

AppDynamics creates the All Other Traffic business transaction when a business transaction limit
is reached. You can modify the transaction discovery configuration to reduce the number of
business transactions.

To modify your business transaction configuration follow this suggested methodology.

Suggested Methodology
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Review business transactions in the
5 Business Transactions List to confirm 1
business relevance.

}

LNu

Do current business
transactions reflect all Great! Mo need to customize detection.
business services that A You might want to rename and,/ar
should be monitored? Yes | group them, though!

Review application architecture and
app/tier/node configuration.

}

Meodify discovery mechanisms

Exclude business transactions

Modify business transaction

configuration to reflect business
transactions of highest value.

)

Delete old unwanted business

Rename business transactions

Group business transactions

. transactions.
Repeat if needed

Confirm
1. Confirm Business Relevance

The first step in analyzing the business transaction configuration that is right for
your application is to confirm which transactions you want to monitor. Talk with your
application developers and architects about which are the most important
processes to monitor. The discussion will help you identify the correct entry points,
which define the beginnings of your business transactions. Be sure you are
measuring the right things. See Organizing Traffic as Business Transactions.

Once you know what you want to monitor, you can examine the business
transactions being detected and determine your next steps.

Review
2. Review the Architecture

If you are missing an expected business transaction, review the application
architecture and make sure the expected business transaction is not part of another
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transaction initiated by another tier. Also make sure the application/tier/node
configuration is correct. See Mapping Application Services to the AppDynamics
Model.

Modify
3. Modify Automatic Detection Criteria

While AppDynamics discovers many business transactions automatically, you may
need to modify these mechanisms to detect additional ones or to disable ones that
are not critical to monitor.

Configuration is hierarchical for a business application and its tiers, and has both a
"global" scope and a more granular "custom" scope. See Hierarchical Configuration
Model and How AppDynamics Identifies Business Transactions Using Entry Points.

To change discovery mechanisms you can:

¢ Disable Entry Point Discovery

® Customize Detection Settings

® Combine Business Transactions

® Use Dynamic Values to Split a Business Transaction

Disable Entry Point Discovery

In the Transaction Detection window for the application or tier, you can completely
disable transaction monitoring for a type of entry point. You may want to do this
when:

® You know that all the business transactions of a specific entry point type don't
need to be monitored.
® You want to use custom transaction discovery configurations instead.

Another example is when Servlets implement Spring Beans and you are interested
in monitoring the transaction starting at the Spring Bean level. In this case you can
disable Servlet discovery and then only the Spring Beans, which are enabled by
default, are discovered and monitored. See Exclude Spring Beans Of Specific
Packages.
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¥ Entry Points

Type Transaction Automatic Transaction Detection
Monitoring

n Serviet Enabled

X & Discover Transactions automatically for all Struts Action invocations
E Struts Action | Enabled

Transactions will be namad: ActionMame.MethodRame

. | Discover Transactions automatically for all Web Service requests

Web Service | Enablzd

Transactions will be named; ServiceMame. OperationMame

Any Java method can be the entry point for a Business Transaction. The class to which the
E POJO | Enablad method belongs to can be picked using different parameters like its name, its super class
name, the intarfaces it implements, or the annctations it has.

X Discover Transactions automatically for all Spring Bean invocations
. Spring Bean | Enabled
Transactions will be namad: BeanMame.MethodMName

Customize Detection Settings

You can use custom match rules on entry points to establish a set of transactions
that give a good and distinct representation of the business activity while not being
too granular. See Configure Business Transaction Detection and Java Web
Application Entry Points.

For example, by default AppDynamics uses the first two segments of a URI to
identify Servlet-based business transactions. Depending on your application code,
you may need to use either fewer or more segments of a URI to get the correct
granularity to identify the transactions.

For another example, you may have a business transaction initiated by code that
does not use a standard framework, and you need to define a custom POJO entry
point.

MNew Business Transaction Match Rule - POJO

Mame CustomPOJO

Enabled |

Background Task

Transaction Match Cri... Transaction Splitting Exclude Rule

Define match criteria for a POJO method which be will an entry point for a Business Transaction

o Match Classes * | with a Class Name that v | | Contains -
o Method Name * | Equals — Starts I'r:mh -
Ends With
Contains
lMatches Reg Ex
Is in List R

Combine Business Transactions
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You can combine multiple business transactions by changing the auto-discovery
rules at the global application or tier level and/or by creating custom match rules at
more granular levels. Both techniques help you configure what business
transactions to monitor.

For example, you may have many Servlet-based business transactions that are
auto-discovered using the first two segments of the URI.

http://ww. nyapp. conf user s/ user 01
http://ww. nyapp. conf user s/ user 02
http://ww. nyapp. conf user s/ user 03
etc...

If it makes more sense to use only the first segment, you can change the
auto-discovery rule to specify only the first segment.

http://ww. nyapp. conf users

Servlet Transaction Naming Configuration

What part of the URI should be used in the Transaction Mame?
Use the full URI

& Use a part of the URI (for example, if you have dynamic URIs)

Use the first w1 segments of the URIin Transaction Names  What dogs this do?

k

L e, ST Ep———

You can also combine multiple transactions using custom match rules on entry
points. See Configure Business Transaction Detection and Java Web Application
Entry Points.

Use Dynamic Values to Split a Business Transaction

The process of using a dynamic value to customize business transaction discovery
is called transaction splitting. Transaction spitting allows you to fine-tune transaction
detection or exclusion based on a parameter or user data.

For example, you could create a new business transaction configuration that uses
the "color" parameter to separate products/outdoor transactions.
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New Business Transaction Match Rule - Serviet

Name | OutdoorProducts
Enabled [
Priority | 0

Transaction Match Criteria Split Transactions Using Request Data Split Transactions Using Payload

Method

v URI | Equals » | products/outdoor &.

Transaction Match Criteria Split Transactions Using Request Data Split

| Split Transactions using request data
Use the first segments in Transaction names
Use the last segments in Transaction names

Use URI segment{s) in Transaction names

Segment Numbers Enter a comma separated st of parameter numbers (e.g. 1.3.4)

@) Usea parameter value in Transaction names

Parametar Nama | color

Use a header value in Transaction names

i

See more Servlet examples:

¢ Automatic Naming Configurations for Servlet-Based Business Transactions
® Custom Naming Configurations for Servlet-Based Business Transactions
® Advanced Servlet Transaction Detection Scenarios

Collect Extra Traffic into a Catch-all Transaction

After configuring the most important entry points, consider creating a new "catch-all”
rule to collect and name all other website traffic. This will help manage the number
of business transactions you see in lists and flow maps.

Create a custom match "catch-all" rule where:

® Entry point type is "Servlet" (the most commonly encountered entry point type
in Java environments)
Priority is "0"
Match value is "URI is not empty"

Make sure the Priority is "0" so that it will be discovered last. Any operations that
don't match your customized detection rules will be discovered by this "catch-all"
rule.

@ Note: The "catch-all" rule also captures all web service and Struts traffic. This is
because custom rules are evaluated before exclude rules, and there are default
exclude rules for web service and Struts traffic. The "catch-all" rule will evaluate first
and put what would normally be excluded by default into the "catch-all" business
transaction.

Exclude
4. Exclude Business Transactions

There are two ways to exclude auto-discovered business transactions that you do
not need to monitor.

® The Exclude Action in the Ul: Excluding transactions from the Ul is helpful if
you think you may want to resume monitoring the transaction in the future, as
the underlying configuration is still present. For example, a transaction may
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not have traffic now but you anticipate that it will in the future.

® Configure Exclude Rules: One reason to use exclude rules over the Exclude
action in the Ul is mainly for efficiency, as you can exclude whole classes of
business transactions using string match rule conditions. See Creating
Exclude Rules.

Exclude Action in the Ul

When you exclude a business transaction from the Ul, AppDynamics retains
existing metrics for the business transaction, but no longer monitors it. Excluded
transactions do not count against the maximum number of transactions allowed per
application or per agent. Excluding transactions using this method is helpful if you
think you may want to resume monitoring the transaction in the future.

The exclude action in the Ul is most useful for web service, POJO, and EJB
business transactions, where a single class or web service detects many
methods/operations, and you want to monitor some but not all of them. In this case
it's onerous to set up custom exclude rules, and much simpler to select the subset
you do not want and exclude them via the Ul.

In the Business Transaction List you can select one or more transactions and either
right-click Exclude Transactions or select Actions -> Exclude Transactions.

To resume monitoring the business transaction, you can "un-exclude” it from the
View Excluded Transactions window.

See Excluding Business Transactions from the Ul.

Configure Exclude Rules

Exclude rules prevent detection of business transactions that match certain criteria.
You might want to use exclude rules in the following situations:

®* AppDynamics is detecting business transactions that you are not interested in
monitoring.

® A detected business transaction has no traffic and probably will not have
interesting traffic in the future.

® You need to trim the total number of business transactions in order to stay
under the agent and Controller limits.

® You need to substitute a default entry point with a more appropriate entry
point using a custom match rule.

To customize exclude rules you can:

® Change the Default Exclude Rule Settings
and
® Create New Exclude Rules

Change the Default Exclude Rule Settings

Several entry points are excluded by default and you can edit them in the
Transaction Detection panel.
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| Exclude Rules

| If a Transaction matches any of the following rules, it will not
be discovered.

=}

L N EEEE

= O
W
Ser'.-le.i
Sarviet
Sarviet
Sarviet
Sarviet
Sarviet
Sarviet

Serviet

jo

Mame

Weblogic JAX RPC £
Weblogic JAX WS W
Weblogic JAX WS S
J&K WS RI Dispatch
Spring WE - dispatc
Spring WS - Base s
CometD Serviet

CometD Annotation £

Create New Exclude Rules

Enabled
o #
W
W
W
W
W
W
W
St

You can create new exclude rules using custom match conditions that provides fine
granularity over business transaction detection.

New Exclude Business Transaction Match Rule - Servlet

Mame excludeAdmin o
Enabled |4
Transaction Match Criteria Split Transactions Using Request Data Split Transactions Using Payload
Method
[
v URI | Equals w || fadmin &.
Hostname
Port
Class Name
Servlet Mame
Cookie
Cancel Create Exglude Rule
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For example an exclude rule can:

® Skip an EJB control class and use the business logic classes
® Behave like a filter that allows eligible requests and ignores the rest
® Exclude Spring Beans of specific packages.

See Creating Exclude Rules and Exclude Rule Examples for Java.
Rename
5. Rename Business Transactions

By default, all business transactions are identified using default naming schemes
for different types of requests. For ease of use you can change the label associated
with the name. Use the Action -> Rename menu in the Business Transaction
Dashboard or the Business Transaction List to give a user-friendly name to the
transaction.

VAl R =" N

View Dashboard More Actions Wiew Options Configure Showing &
Mama Manitor Configure Calls { min Errors Y% Ermar
View Metrics by Individual Modes Configure Thresholds
P - G 3.0
n Viewitems.g Configure Data Collectors 70 146 138
B userlogoul  Troubleshoot o ‘ o
Rename
E ViewCar.sa  View Health Rule Violations 70 4 0.4
Start Di ic Sess) Delete
: art Diagnostic Session n
E UsarLoginr 7 8 = Exclude Transactions 7a a o
E ViewCart.ac View Excluded Transactions 70 0 0
Analyze
-
Group

6. Group Business Transactions

When multiple business transactions are similar and you want to roll up their
metrics, you can put multiple business transactions into a group. You get metrics for
each transaction and for the group as a whole. Grouping in the Ul makes your lists
and flowcharts easier to read by reducing visual clutter.

L 4 _L J
= S
More Actions  View Options  Configure Showing
MName Manitor Configure Calls / min Errors % Errd
B vserLogou 70 0 ]
B viewtems.a  Troubleshaot 70 149 14.2
B viewcartss 70 4 0.4
. Start Diagnostic Session o
B userlogine ® ¥ - Exclude Transactions 70 0 0
B viewcartac View Excluded Transactions 70 0 0
Analyze
= fappdynami 70 ] o

Create Group
Report

Export Grid Data

See Organizing Business Transactions into Groups and Grouping Business
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Transactions.

Delete
7. Delete Old Unwanted Business Transactions

After you have modified the business transaction discovery configurations, you then
need to delete the old, unwanted business transactions. If you delete a transaction
and you have not changed the configuration, it will be rediscovered. However, when
you have revised the transaction discovery rules properly for what you want to see
and then delete the unwanted business transaction, it won't be rediscovered.

You can delete transactions from the Business Transaction List using More
Actions.

] Acme Online Book Store Business Transactions

)

Wiew Dashboard More Actions Wiew Options

Mame Monitor Configure Calls
View Metrics by Individual Nodes Configure Thresholds

n Homepage Configure Data Collectors 38,205

B retchcatal  Troubleshoot 30,766
Rename

E Login View Health Rule Violations 30.739

- Start Di i Bss| Delete
art Diagnostic Session
E Logout g Excludely®insactions 30,737
n fappdynami View Excluded Transactions 14.932
) Analyze

E Add to Cart Analyze Response Time vs Load Set as Background Task 8,03

B checkout 8,031
Create Group

B supplierse  Report 7 465

Export Grid Data

Java Web Application Entry Points

® Tiers and Web Application Entry Points
® Other Web Application Frameworks Based on Servlets or Servlets Filter
® | earn More

This section discusses web application entry points for different types of business transactions.

Tiers and Web Application Entry Points

A tier can have multiple entry points.
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# JMS/Messaging .
" Web Entry Point - . Bus

First significant entry point Y
on first tier. '

Types of Entry Points

Servlet  Web Struts JMS
Service Action

Spring EJB POJO
an

For example, for Java frameworks a combination of pure Servlets or JSPs, Struts, Web services,
Servlet filters, etc. may all co-exist on the same JVM.

The middle-tier components like EJBs and Spring beans are usually not considered entry points
because they are normally accessed using either the front-end layers such as Servlets or from
classes that invoke background processes.

For details about Java entry points see:

Other Web Application Frameworks Based on Servlets or Servlets Filter

AppDynamics provides out-of-the-box support for most of the common web frameworks that are
based on Servlets or Servlet Filters. When using any of the frameworks listed below, refer to the S
ervlet discovery rules to configure transaction discovery.

Spring MVC

Wicket

Java Server Faces (JSF)
JRuby

Grails

Groovy

Tapestry

ColdFusion

Learn More

Servlet Entry Points

® Servlet-Based Business Transactions

® |dentify Business Transactions Based on REST-Style URLs

® Additional Servlet-Based Business Transaction Detection Scenarios

® [earn More

You can configure transaction entry points for Servlet-based methods that may or may not be used
as part of an application framework.
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Servlet-Based Business Transactions

AppDynamics allows you to configure a transaction entry point on the invocation of the service
method of a Servlet. The response time for the Servlet transaction is measured when the Servlet
entry point is invoked.

NN Tiier 2 — Tier 3 P;\ I
HTTP Web
Service

Response Time

As discussed in Configure Business Transaction Detection and Business Transaction
Configuration Methodology for Java, AppDynamics automatically identifies business transactions,
and if the defaults are not ideal for monitoring your application, you can change them. For
Servlet-based transactions you can:

® |dentify a Servlet request based on a particular segment of its URI.
® |dentify a Servlet request based on part of its HTTP request, such as header values,
parameters, etc.

There are two scopes to identifying business transactions:

® Automatic transaction naming configurations (sometimes called "global discovery rules”
and "auto-detection scheme") by default apply across the entire business application and
can be overridden at the tier level. AppDynamics provides default, out-of-the-box automatic
configurations. You can modify the automatic global transaction haming configuration across
the entire business application or tier in the Transaction Detection Entry Points and
Transaction Naming Configuration windows. See Automatic Naming Configurations for
Servlet-Based Business Transactions.

® Custom transaction naming configurations (sometimes called "custom match rules") by
default apply across the entire business application and can be overridden at the tier level.
AppDynamics provides some POJO custom match rules that are disabled by default. When
you need different configurations for different parts of the application or different web
contexts, add custom match rules in the Transaction Detection and New Business Transaction
Match Rule window. See Custom Naming Configurations for Servlet-Based Business

Transactions.

As you might expect, you can use a combination of the global and specific configurations to effectively
identify and represent the most important business transactions in your application. See When to Use
Custom Naming Configurations Instead of Automatic Global Configurations.

Identify Business Transactions Based on REST-Style URLs
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REST applications typically have dynamic URLs where the application semantics are a part of the
URL. Sometimes you need to "skip over" a dynamic part of a URL when identifying business
transactions.

To configure business transactions based on dynamic URLS, see:

® For global configurations:
® Skip a Segment of the URL
® Use Multiple Segments in a URL
® For custom configurations:
® Custom Naming Configurations for Servlet-Based Business Transactions

Additional Servlet-Based Business Transaction Detection Scenarios

For other detection scenarios see:

Learn More
For more information see:

Automatic Naming Configurations for Servlet-Based Business Transactions
Custom Naming Configurations for Servlet-Based Business Transactions
Use Parts of HTTP Requests to Name Global Servlet Entry Points
Configure Business Transaction Detection

Automatic Naming Configurations for Servlet-Based Business Transactions

¢ Default Automatic Naming Identification for Servlet-Based Transactions
Modify the Automatic Global Naming
* To modify the automatic global naming for Servlet-based transactions
® Use Different Segments of the URI to Globally Identify Business Transactions
® Use the Full, First or Last Segments of the URI
® Skip a Segment of the URI
® Use Multiple Segments in a URI
® Use Parts of HTTP Requests to Automatically Identify Business Transactions
* To modify the automatic global naming for Servlet-based transactions
Use URI Segment Numbers
Use HTTP Parameter Values
Use Header Values
Use a Referer Header
Use Cookie Values
Use Session Attribute Values
Use Methods
Use Request Host
Use Request Originating Address
Use Custom Expressions
® Use Part of an HTTP Parameter Value to Split a Business Transaction
® Learn More

You can configure the automatic global business transaction naming criteria for Servlet-based
applications. Automatic transaction naming configurations (sometimes called "global discovery
rules" and "auto-detection scheme") by default apply across the entire business application and
can be overridden at the tier level. You can modify the automatic global transaction naming
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configuration across the entire business application or tier in the Transaction Detection Entry
Points and Transaction Naming Configuration windows.

You can both modify the global automatic discovery rules and/or create custom match rules. See
When to Use Custom Naming Configurations Instead of Automatic Global Configurations.

Default Automatic Naming Identification for Servlet-Based Transactions

By default AppDynamics automatically discovers and identifies all Servlet-based business
transactions using the first two segments of the URI.

For example, if the URI for a checkout operation in an online store is
http://acnmeonl i ne. com st or e/ checkout

AppDynamics automatically names the business transaction "store/checkout” and all checkout
requests are handled in one business transaction.

By default AppDynamics does not use parts of the HTTP request to identify business
transactions.

Modify the Automatic Global Naming
You can maodify the URI and/or specify parts of the HTTP request.

® Change which segments of the URI are used to automatically identify business transactions.
See the section Use Different Segments of the URI to Identify Business Transactions.

®* When the URI does not contain enough information to effectively identify the business
transaction, you can use headers, parameters, cookies, and other parts of HTTP
requests. See the section Use Parts of HTTP Requests to Identify Transactions.

To modify the automatic global naming for Servlet-based transactions
1. In the left navigation pane click Configure -> Instrumentation.
2. In the Transaction Detection tab select the application or a tier.
3. Click the Java - Transaction Detection sub-tab.

4. Expand the Entry Points panel.

5. In the Servlet section, confirm that Transaction Monitoring and Discover Transactions
automatically for all Servlet requests are both enabled.

6. In the Servlet section, click Configure Naming.

v Entry Points Click to change
Type Transaction Automatic Transaction Detection the default
Manitoring automatic naming
N,

w | Discover Transactions automatically for all Servlet requests  Configure Naming
n Serviet | Enabled
Enable Serviet Filter Detection

Use Different Segments of the URI to Globally Identify Business Transactions
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You can change the automatic global naming configuration to fine-tune how AppDynamics
identifies Servlet-based business transactions. You can:

® Use the Full, First or Last Segments
® Skip a Segment
® Use Multiple Segments

Use the Full, First or Last Segments of the URI

For example the following URI represents the checkout operation in ACME Online:

http://acmeonl i ne. conf web/ st or e/ checkout

By default a business transaction is identified by the first two segments of the URI:

"lweb/store". However this does not indicate the business functionality of the operation, such as
checkout, add to cart, etc. Another approach is to identify the business transaction using the last
two segments of the URI: "store/checkout".

Servlet Transaction Naming Configuration

WYWhat part of the URI should be used in the Transaction Mame?
Usze the full URI

@ Usea part of the URI (for example, if you have dynamic URIs)

Use the last z segments of the URI in Transaction Names
I
Use the first h-‘ [
Marm Use the last ically using part of the request ;

At the global scope you modify URI detection to:

® Use the full URI
® Use either the first or last segments of the URI, and specify how many segments

If you need more granularity on the URI, such as to use non-contiguous segments, you can click N
ame Transactions dynamically using part of the request and specify the segments with the Us
e URI segments in Transaction names option as described in the following sections.

Servlet Transaction Maming Configuration

What part of the URI should be used in the Transaction Mame?
Use the full URI

@ Usea part of the URI (for example, if you have dynamic URIs)

Use the first = | 2 segments of the URI in Transaction Names

w Mame Transactions dynamically using part of the request

Use URI segmentis) in Transaction names

Segment Numbers Enter a comma separated list of parameter n}
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Skip a Segment of the URI

Suppose a customer ID or the order ID is part of the URI, and you don't need that information to
identify a business transaction. For example the following URL represents the checkout
transaction invoked by a customer with ID 1234

htt p://acmeonl i ne. cont st ore/ cust 1234/ checkout

The default discovery mechanism names this business transaction "/store/cust1234". Ideally, all
the customers performing a checkout operation should also be part of the checkout business
transaction. Therefore, a better approach is to name this transaction "/store/checkout".

To configure the transaction to be named "/store/checkout”, use the first segment of the URI and
split that URI using the third segment, thus avoiding the second (dynamic) segment:

Servlet Transaction Maming Configuration

What part of the UR| should be used in the Transaction Name?
Use the full URI

@ Usea part of the URI (for example, if you have dynamic URIs)

Use the first w | 1 sagments of the URI in Transaction Names What does this do? s This configuration modifies the
S default global discovery for all
; - . Servlet based transactions.
« | Mame Transactions dynamically using part of the request The requests will be named as

“Store.checkout” tranasction.

@& Use URI segment{s) in Transaction names

Segment Numbers | 3 Enter & comma separated list of parameter numbers (e.g. 1,3.4)

Use Multiple Segments in a URI

Sometimes you need to use multiple or non-contiguous segments to globally identify a business
transaction. For example for the following URL it is best to use segments 1,3, and 5:

htt p://acneonline. com user/foo@ar.con profile/profile2345/edit

You would specify the first segment in the What part of the URI.. section and specify the others in
the Name Transactions dynamically.. section:

Servlet Transaction Naming Configuration

Wihat part of the URI should be used in the Transaction Mame?
Use the full URI

@® Usea part of the URI (for example, if you have dynamic URIs)

Use the first = 1 segmants of the URI in Transaction Names  WWhat

| Mame Transactions dynamically using part of the request -:\This configuration modifies the

Use URI segmentis) in Transaction names %ﬂ?ﬂgﬂgg@ﬂgﬁg\;ﬁ%ﬂ all

Segment Mumbers 35 Entsr 5 comma separsted list of psramster number,  The requests will be named as
“User.profile.edit” tranasction.

Use a parameter value in Transaction names

Use Parts of HTTP Requests to Automatically Identify Business Transactions

You can configure the global naming for your Servlet based business transactions using headers,
parameters, cookies, and other parts of HTTP requests.

To identify Servlet based business transactions using particular parts of the HTTP request, use
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the Name Transactions dynamically using part of the request option:

Servlet Transaction Maming Configuration

Enable this option to
name the transactions
using part of the request

YWhat part of the URI should be used in t
Use the full URI

@ Usea part of the URI (for examp

Use the last v | 2

» | Mame Transactions dynamically using part of the request

Use UR| segment(s) in Transaction names

You can "split" the transactions using different parts of your request data like header, URI,
sessions, etc. For more information see Transaction Splitting for Dynamic Discovery.

To modify the automatic global naming for Servlet-based transactions
1. In the left navigation pane click Configure -> Instrumentation.
2. In the Transaction Detection tab select the application or a tier.
3. Click the Java - Transaction Detection sub tab.

4. Expand the Entry Points panel.

5. In the Servlet section, confirm that Transaction Monitoring and Discover Transactions
automatically for all Servlet requests are both enabled.

6. In the Servlet section, click Configure Naming.

7. In the Servlet Transaction Naming Configuration window, click Name Transactions
dynamically using part of the request.
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Servlet Transaction Naming Configuration

What part of the URI should be used in the Transaction Nama?
Use the full URI

@& Usea part of the URI (for example, if you have dynamic URIs)

Usea the first w= 2 segments of the URI in Transaction Mames  What does this do?

«" | Mame Transactions dynamically using part of the request

k

Usze URI segment(s) in Transaction names

Segment Mumbers Enter a comma separated ist of parameter numbers (e.g. 1,3.4)

Use a parameter value in Transaction names

Parameter Name

Use a header value in Transaction names

Header Mame

Use a cookie value in Transaction names

Cookie Mame

Use a session attribute value in Transaction names

Session Attribute Key

Use the request method (GET/POST/PUT) in Transaction names
Use the request host Transaction in names

Usze the request originating address in Transaction names

Apply a custom expression on HTTPServletRequest and use the result in Transaction Mames Explain This

Cancel Save

The following sections describe the various options for using parts of the HTTP requests.

Use URI Segment Numbers

You can nhame your transaction dynamically using URL segments. See Use Different Segments of
the URI to Automatically Identify Business Transactions.

Use HTTP Parameter Values

You can name a business transaction based on the value of a particular parameter in your request
data.

For another example, consider the following URL:
htt p://acmeonl i ne. com orders/ process?type=creditcard

The ideal naming configuration uses the combination of the parameter value for the parameter
"type" and the last two segments to name the business transaction
"/orders/process.creditcard”. This configuration ensures that the credit card orders are
differentiated from other orders.
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Servlet Transaction Maming Configuration

What part of the URI should be used in the Transaction Mame?
Use the full URI

@& Usea part of the URI (for example, if you have dynamic URIs)

Use the first = | 2 segments of the URI in Transaction Names

w Mame Transactions dynamically using part of the request

Use URI segmentis) in Transaction names

Segment Numbers Enter a comma separated list of parameter nui

@& Usea parameter value in Transaction names

Farameter Mame | type

Usze a header value in Transaction names

For another example, in dispatcher-style Servlet patterns where the Servlet dispatches requests
based on a query parameter, configure both the URI segments and the dynamic parameter. For
the following URL:

http://acreonl i ne. coni di spat cher ?acti on=checkout

You can identify the transaction based on the segments and the value of the "action" parameter.
For example:

Servlet Transaction Maming Configuration

What part of the URI should be used in the Transaction Mame?
Use the full URI

@ Usea part of the URI (for example, if you have dynamic URIs)

Use the first = | 2 segments of the URI in Transaction Names

w Mame Transactions dynamically using part of the request

Use URI segmentis) in Transaction names

Segment Numbers Enter a comma separated list of parameter nu

@& Usea parameter value in Transaction names

FParameter Mame | gotion

Uszse a header value in Tra%san:tin:nn narmes

AppDynamics automatically identifies the business transaction based on the value of the "action"
parameter, "<Segments_of URI>.checkout".

You can also identify a business transaction based on multiple parameters by providing the
comma-separated names of those parameters.

Use Header Values
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You can also hame your transaction based on the value of header(s) of your request data.
For example, to identify the requests based on "headerl" for ACME Online:

1. Set the URI identification option.
2. Enable the Use header value in transaction names option and enter the header name
"headerl" .

The business transaction named "<Segments_of_URI>.<header1>".

You can name a business transaction based on multiple headers by providing the
comma-separated names of those headers.

Use a Referer Header

If you are working on any of the following web technologies like Java Servlets, JSP, Struts,
Springs or .NET, and if you would like to know which page has the current requested URL
reference, you can get it by configuring the transactions on the REFERER header.

1. Set URI identification option.
2. Enable the Use header value in transaction names option and enter the header name
"referer" .

This configures names of all transactions using the referring URL.
Use Cookie Values

You can also hame your transaction based on the value of a particular cookie in your request data.

For example: For ACME Online, you can identify only those transactions when the "Gold"
customers invoke the checkout operation.

1. Setthe URI identification option.
2. Enable the Use cookie value in transaction names option and provide the cookie name.

You can name a business transaction based on multiple cookies by providing the
comma-separated names of the cookies.

Use Session Attribute Values

You can name a business transaction based on the value of a particular session attribute key in
your request data.

® Set the URI identification option.
® Enable the Use session attribute values in transaction names option and provide the
session attribute key.

Use Methods
You can name a business transaction based on the GET/POST/PUT methods.

1. Set the URI identification option.
2. Enable the Specify request method in transaction names option.

Use Request Host

You can name a business transaction based on the request host.
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1. Set the URI identification option.
2. Enable the Use request host in transaction names option.

Use Request Originating Address
You can name a business transaction based on the request's originating address.

1. Set the URI identification option.
2. Enable the Use request originating address in transaction names option.

Use Custom Expressions

You can use a custom expression to specify the name of business transaction.

1. Set the URI identification option.
2. Enter the expression. See Custom Expressions for Naming Business Transactions.

Use Part of an HTTP Parameter Value to Split a Business Transaction

For example, given an HTTP parameter, eventSource, that has values like:

TabBar : Account Tab: Account Tab_Account Nunber Sear chlt em Butt on_act

Assuming getParameter returns a java.lang.string(), you can use the following expression in the A
pply a custom expression on HTTPServletRequest and use the result in Transaction Names
field:

{get Paranet er (event Source).split(":").[0]}

AppDynamics uses everything up the first colon "' to name the business transaction, in this
example "TabBar".

Additional Servlet-Based Business Transaction Detection Scenarios

For other detection scenarios see:

Learn More
For more information see:

® Custom Naming Configurations for Servlet-Based Business Transactions
® Use Parts of HTTP Requests to Name Global Servlet Entry Points
® Configure Business Transaction Detection
® Group URI Patterns for All Servlet Entry Points
® Group URI Patterns for a Custom Servlet
Custom Naming Configurations for Servlet-Based Business Transactions

® Custom Match Rules for Specific Contexts
® To access business transaction detection custom configuration
® Match on HTTP Methods
¢ Match on URIs
® Split a URI Using Request Data
Split Based on the First Segments of the URI
Split Based on the Last Segments of the URI
Split Based on URI Segment Numbers
Split Based on Parameter Values
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Split Based on Header Values
Split Based on Cookie Values
Split Based on an HTTP Method
Split Based on the Request Host
Split Based on the Request Originating Address
Split Based on a Custom Expression
® Match on an HTTP GET or POST Parameter
® To identify transactions based on the POST parameter
Match on a Header Parameter Name or Value
Match on a Hostname or Port
Match on a Class or Servlet Name
Match on a Cookie Name or Value
Match on Information in the Body of the Servlet Request
Learn More

This topic describes how to configure entry point detection for a particular Servlet-based
transaction using a custom match rule.

To configure at the global application or tier level see Automatic Naming Configurations for
Servlet-Based Business Transactions.

For context see Configure Business Transaction Detection and Servlet Entry Points.

Custom Match Rules for Specific Contexts

To handle situations when web contexts represent different parts of the same business application
and therefore require different naming configurations, use custom match rules for each of the web
contexts or URIs. Custom match rules let you create mutually exclusive business transactions for
specific contexts.
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-> /shopping/1234/checkout

v

Match against

Parameters
1.URI

2.Header value

3.Param value

4, Cookie value

5.Method

6.Remote Host Name/Address

Cookies

Method

(GET/POST)

v

If match is found,
Name of the transaction
== Name of rule.

Remote Host

Servlet Name

See Custom Match Rules for general information.

You can use the transaction splitting option to separate business transactions based on URI
patterns, request data, or payload.

To access business transaction detection custom configuration
1. From the left navigation pane select Configure -> Instrumentation.
2. Click the Transaction Detection tab if it is not already selected.

3. Select the tier for which you want to configure the transactions or select the application if you
want to configure at the application level. For information about inheritance for transaction
detection, see Hierarchical Configuration Model.

4. Click the Java - Transaction Detection subtab.
5. In the Custom Match Rules panel click Add (the + sign).
6. To configure a rule for Servlets, select Servlet the drop-down list and click Next.

The New Business Transaction Match Rule - Servlet window opens.
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7. Give the rule a name.

8. If you have multiple custom match rules, change the priority based on the evaluation order of
the rule. Higher numbers will evaluate first, with O being the last custom rule to be evaluated. For
details see Sequence and Precedence for Auto-Naming and Custom Match Rules.

Match on HTTP Methods

You can use GET, POST, PUT, and DELETE methods to identify a business transaction.

Match on URIs

By default AppDynamics automatically discovers and identifies all Servlet-based business
transactions using the first two segments of the URI. You can change the global default or use a
different pattern for a custom match rule.

A custom rule can match a URI based on one of the following expressions:

Equals

Starts With
Ends With
Contains
Matches Reg Ex
Isin List

Is Not Empty

In addition you can configure a NOT condition:

Transaction Match Criteria Split Transactions Using Request Data Split Transactions Using Payload

Method

bl URI Contains w | |/store &.

MOT Condition

Selecting this will reverse the condition and return true if
NOT (condition)

Split a URI Using Request Data

You can split business transactions by adding attributes to either full or partial URI's for a Servlet
request. You can also append a key-value pair to a URI discovered name. This splits the URI into
a separate transaction.

1. First you configure the URI match. See the previous section.

2. Select the Split Transactions using Request Data tab and click the Split Transactions using
request data option.

3. Provide the details for dynamically splitting based on the following:

First Segments of the URI
Last Segments of the URI
Segment Numbers
Parameter Values

Copyright © AppDynamics 2012-2014 Page 100


http://docs.appdynamics.com/display/PRO14S/Configure+Business+Transaction+Detection#ConfigureBusinessTransactionDetection-SequenceandPrecedenceforAuto-NamingandCustomMatchRules
http://docs.appdynamics.com/display/PRO14S/Servlet+Entry+Points#ServletEntryPoints-DefaultAutomaticNamingIdentificationforServlet-BasedTransactions

APPDYNAMICS

Header Values

Cookie Values

HTTP Methods

Request Host

Request Originating Address
Use a Custom Expression

Split Based on the First Segments of the URI

Consider the following request URI:
http://acneonl i ne. com st ore/ checkout

Note that the "first two segments" is the same as the default global configuration. You may want to
use a similar custom match rule when you have a few different rules and you want to control the
order (Priority) by which the rules execute.

MNew Business Transaction Match Rule - Servlet

Mame |ACME —
“
Enabled [ This custom rule will name all
o - the qualifying requests as
Priarity 0 : "ACME.store.checkout”
= : - transaction.
|1 ) Transaction Match Criteria Split Transactions L
L Method
(2]
'|'ﬂ URI | starts with v | [istore
1

N\

Transaction Match Criteria || 3_.5plit Transactions Using Request Dats

(4
I'ﬂ Split Transactions using request data

( 5'5 Use the first | 2 segments in Transaction names

Split Based on the Last Segments of the URI
Consider the following request URI:
http://acmeonl i ne. conf web/ st or e/ checkout

Using the default global discovery rules, AppDynamics automatically identifies this business
transaction as: /web/store. However the default does not accurately identify the functionality used
by the store, such as checkout or add to cart etc.

You can reset it to Use the last 2 segments so that the business transaction is named
"<Name_Of The_Custom_Rule>.store.checkout".
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Qualifying requests will be grouped into
“ACMEOnline.stgre.checkout” transaction.

Mew Business Transaction Match Rule - Servlet

Mame ACMEOnNline

Enabled
. Priority u] 7
\._1 4
l Transaction Match Criteria I Split Transactions
L] :2 hMethod -
‘ I URI | Contains v | Istore

Transaction Match Criter[iﬂihplii Transactions Using Request Data I

:‘!_ﬂ Split Tranzactions using request data | #
7y Use the first segments in Transaction names
L

zﬁo Use the last | 2 segments in Transaction names

Split Based on URI Segment Numbers

You can name your transaction dynamically using a particular segment number.
For example: For ACME Online, the checkout operation has following URL:

http://ww. acneonl i ne. conf shoppi ng/ cust orrer 1234/ checkout

To correctly identify the user requests for "checkout” functionality, provide the segment numbers
("1,3"). This custom match rule groups all the qualifying requests into a "<Name_Of The_Custom_R

ule>.shopping.checkout" transaction.
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Qualifying requests will be grouped into
“ACMEOnline.shppping.checkout” transaction.

Mew Business Transaction Match Rule - Servlet

Mame ACMEDnline

Enabled
. Priority u] 7
\._1 4
l Transaction Match Criteria I Split Transactions
L] :2 hMethod -
‘ I URI l Contains vJ !shopping

Transaction Match Critcr[ill"_splii Transactions Using Request Data I

:‘!5 Split Transactions using request data |7

255 Use URI segment{s) in Transaction names

Segment Numbers | 1.3

For another example:

MNew Business Transaction Match Rule - Servlg

Name |ACME Transaction Match Criteria Split Transactions Using Request Data
Enabled E »"| 3plit Transactions using request data
et 2 .

Hilafily | : g W= s segments in Transaction names

Transaction Match Criteria "'-"/ S segments in Transaction names
[] Method " @ Use URI segment(s) in Transaction names

Segment Numbers 1.3 5 Enter 3 comms separsted list of parameter numbers (e.g. 1,3.4)

ﬂ URI Equals ¥ Juser

Split Based on Parameter Values

You can name a business transaction based on the value of a particular parameter in the request

data.
For example, ACME Online's checkout action results in following URL:

http://acmeonline. conf orders/ process?type=creditcard

You want to use the combination of the parameter value for the parameter "type" and the last two
segments to identify a business transaction called "/orders/process.creditcard". This ensures that
the credit card orders are differentiated from other orders.On the "Transaction Match Criteria"
section, select the matching option for URI (in this case, "orders").
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1. Define the URI.
2. For the Split Transactions using Request Data option, enter the parameter name ("type").

This custom rule will group all those requests for which the value of parameter "type" is
"creditcard" into a "<Name_Of_Custom_Rule>.creditcard" business transaction.

A custom rule may also identify other requests that use the same parameter. You can later choose
to exclude these transactions.

You can split based on multiple parameters by entering the comma-separated names of those
parameters.

Qualifying requests will be grouped into
“ACMEOnline.creditcard” transaction.

Mew Business Transaction Match Rule - Servlet

Mame ACMEDnline

Enabled
. Priority | 0 2
'\_1 )
l Transaction Match Criteria I Split Transactions
L] :2 hMethod -
‘ URI l Contains vJ lorders/process

Transaction Match Critcr[ill"_splii Transactions Using Request Data I

:‘!5 Split Transactions using request data |7

.\5_‘3 lUse a parameter vaue in Transaction names

Parameter Name | yp

You can also provide comma-separated
list of parameter names.

Split Based on Header Values

You can also hame your transaction based on the value of header(s) of your request data,
including the host name.

For example, to identify the requests based on the host name for ACME Online:

1. Define the URI.

2. Forthe Split Transactions using Request Data option, enter the header name
("Host").

This custom rule will put qualifying requests into a business transaction named
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"<Name_Of Custom_Rule>.<Host Name>".

Qualifying requests will be grouped into
“ACMEOnline.<Hopst_Mame>" transaction.

Mew Business Transaction Match Rule - Servlet

Mame ACMEODnNline

Enabled
Priority i 7
\._1 i
l Transaction Match Criteria I Split Transactions
L \1 hMethod =
‘ I URI | Contains v | lorders/process

Trangaction Match Criter[i::_spli.t Transactions Using Request Data I

.
.\‘!ﬂ Split Transactions using request data | ¥

5? Use a header value in Transaction namas
-l

Header Name  Host

Ynu&an also provide comma-separated
list of header names.

You can also hame your transaction based on multiple headers by entering the comma-separated
names of those headers.

Split Based on Cookie Values
You can also hame your transaction based on the value of a particular cookie in your request data.

For example, you can identify only those business transactions where the "Gold" customers invoke
the checkout operation.
To do this, specify a custom rule as follows:

1. Define the URI.
2. For the Split Transactions using Request Data option, enter the name of the
cookie.

This configuration will also return those transactions for which the customer priority is not "Gold".
You can choose to exclude such transactions.

You can also name your transaction based on multiple cookies by providing the comma-separated
names of those cookies.

Split Based on an HTTP Method
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You can name a business transaction based on GET/POST/PUT methods.
To do this, specify a custom rule as follows:

1. Define the URI.
2. For the Split Transactions using Request Data option, select Use request

methods (GET/PUT/POST) in the transaction names.

Qualifying requests will be grouped into
“ACMEOnline.<hethod_Mame>" transaction.

Mew Business Transaction Match Rule - Servlet

Mame ACMEOnNline

Enabled
Priority | 0 2
\._1 F
l Transaction Match Criteria I Split Transactions
L \1 hethod v
‘ I URI l Contains vJ lorders/process

Transaction Match Criter[iﬂi'_splii Transactions Using Request Data I

.
.\‘!g Split Transactions using request data | ¥

\55 Use the request method (GET/POST/PUT) in Transaction names

Split Based on the Request Host

You canname a business transaction based on the request host.

1. Define the URI.
2. For the Split Transactions using Request Data option, select Use request host in

transaction names.
Split Based on the Request Originating Address
You can name a business transaction based on the request's originating address.

1. Define the URI.
2. For the Split Transactions using Request Data option, select Use the request

originating address in transaction names.

Split Based on a Custom Expression

You can use a custom expression to name a business transaction.
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1.
2.

3.

Define the URI.

For the Split Transactions using Request Data option, select Apply a custom
expression on HTTPServletRequest and use the result in Transaction Names.

Enter the custom expression. See Custom Expressions for Naming Business Transactions.

Match on an HTTP GET or POST Parameter

To identify transactions based on the POST parameter

For example, ACME Online's checkout operation for any item in the "Book" category results in a
POST parameter ("itemid") whose value is "Book".

To identify only those requests that belong to a "BuyBook" business transaction, configure the
custom match rule:

1.
. In the same tab, check the HTTP Parameter option.

2
3. Select Check for parameter value.
4.

5. Set Value Equals to "Book".

In the Transaction Match Criteria tab, define the URI as "/shopping".

Enter the Parameter Name; in this example it is "itemid".

Mew Business Transaction Match Rule - Servlet

Mame Buybook

Enabled w
Priarity a
Transaction Match Criteria Split Transactions Using Request Data Split Transactions L
Method
' URl | Equals - &.
L HTTF Parameter | Check for parameter value v

FParameter Mame | jtemid

Value | Equals v  Book

With this custom match rule, every time a request matches the custom parameter rule it is
identified as part of the BuyBook business transaction.

Match on a Header Parameter Name or Value

A custom rule can match on a header parameter name.

1.

In the Transaction Match Criteria tab, check Header.

2. Select Check for parameter existence and enter the parameter name.

A custom rule can match on a header parameter name and value.

1.

In the Transaction Match Criteria tab, check Header.

2. Select Check for parameter value and enter the parameter name.
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w

Enter a Value based on one of the following expressions:

Equals

Starts With
Ends With
Contains
Matches Reg Ex
Is in List

Is Not Empty

Match on a Hostname or Port

A custom rule can match a hostname or port based on one of the following expressions:

Equals

Starts With
Ends With
Contains
Matches Reg Ex
Isin List

Is Not Empty

In addition you can configure a NOT condition.

Match on a Class or Servlet Name

A custom rule can match a class name or Servlet name on one of the following expressions:

Equals

Starts With
Ends With
Contains
Matches Reg Ex
Is in List

Is Not Empty

In addition you can configure a NOT condition.

Match on a Cookie Name or Value

A custom rule can match on a cookie name.

1.
2.

In the Transaction Match Criteria tab, check Cookie.
Select Check for cookie existence and enter the cookie name.

A custom rule can match on the value of a cookie.

1.

2
3.

In the Transaction Match Criteria tab, check Cookie.

. Select Check for cookie value and enter the cookie name.

Enter a Value based on one of the following expressions:

Equals
Starts With
Ends With
Contains
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® Matches Reg Ex
® Isin List
® |s Not Empty

Match on Information in the Body of the Servlet Request

In certain situations, you might have an application that receives an XML/JSON payload as part of
the POST request.

If the category of processing is a part of the XML/JSON, neither the URI nor the
parameters/headers have enough information to name the transaction. Only the XML contents that
can provide correct naming configuration.

See Identify Transactions Based on DOM Parsing Incoming XML Payload and Identify
Transactions for Java XML Binding Frameworks.

Learn More

Configure Business Transaction Detection

Business Transaction Configuration Methodology for Java

Servlet Entry Points

Automatic Naming Configurations for Servlet-Based Business Transactions

Custom Expressions for Naming Business Transactions

You can create custom expressions to name transactions based on the evaluation of a custom
expression on the HTTPServletRequestObiject.

Suppose you want to monitor the HttpServletRequest request variable to identify the names and
values of all the request parameters passed with the request.

The following example shows a custom rule configuration based on the expression:
${ get Par anet er (myPar an) } - ${ get User Pri nci pal (). get Narme() }

which evaluates to:

request . get Par anet er (" myPar ant') +" - " +r equest . get User Pri nci pal ()

P '_'\.
(1) Transaction Match Criteria [,2_/ Split Transactions Using Re

—_—
E 5plit Transactions using request data
=

y th segments in Transaction names
it el el ol el

IUse-nme request origindingw«dress in TyEnsaction names

Apply a custom expression on HTTPServletRequest and use the result in

o
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You can create a custom expression on the HTTPServletRequest to identify all Servlet based
requests (modify global discovery at the transaction naming level) or for a specific set of requests
(custom rule).

Request Attributes in the Custom Expression

A custom expression can have a combination of any of the following getter chains on the request
attributes:

Getters on Request Attributes Transaction Identification

getAuthType() Use this option to monitor secure (or insecure)
communications.

getContextPath() Identify the user requests based on the portion
of the URI.

getHeader() Identify the requests based on request
headers.

getMethod() Identify user requests invoked by a particular
method.

getPathinfo() Identify user requests based on the extra path

information associated with the URL (sent by
the client when the request was made).

getQueryString() Identify the requests based on the query string
contained in the request URL after the path.

getRemoteUser() Identify the user requests based on the login of
the user making this request.

getRequestedSessionld() Identify user requests based on the session id
specified by the client.

getUserPrincipal() Identify user requests based on the current
authenticated user.

For example, the following custom expression can be used to name the business transactions
using the combination of header and a particular parameter:

${ get Header ( header 1) - ${ get Par anet er (myPar am }

The identified transaction will be named based on the result of following expression in your
application code:

request . get Header (" header 1")\ + "-"\+ request. get Paranet er (" myPar ani')

Advanced Servlet Transaction Detection Scenarios

See also:

Custom Naming Configurations for Servlet-Based Business Transactions
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Servlet Entry Points
Identify Transactions Based on DOM Parsing Incoming XML Payload

® Business Transactions and XML Payload
® |dentifying the Business Transaction Using the XPath Expression
® To configure a custom match rule
® |earn More

This topic describes how to identify transactions when an XML is posted to a Servlet.
Business Transactions and XML Payload

The XML contains the naming information for the Business Transaction. The Servlet uses a DOM
parser to parse the posted XML into a DOM obiject.

—_—
ﬁ - Xerces/IOK
Request posting XML @ [}{:u::'lE;arser

Posted XML is parsed into a DOM object

Identifying the Business Transaction Using the XPath Expression

For example, the following XML posts an order for three items. The order uses credit card
processing.

<acne>
<or der >
<type>creditcard</type>
<itenpltenl</itenm>
<itenpltenk</itenr
<itenpltenB</itenp
</ order >
<acne>

The URL is:

http://acmeonl i ne.com store

The doPost method of the Servlet is:
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public void doPost (Htt pServl et Request req, H tpServl et Response resp)

{

Docunent Bui | der Fact ory docFactory =

Docunent Bui | der Fact ory. newl nst ance() ;

Docunent Bui | der docBui | der = docFact ory. newDocunent Bui | der () ;
Docunment doc = docBuil der. parse(req. getlnputStrean());

El enent el ement = doc. get Docunent El enent () ;

/lread the type of order
/lread all the itens
processOrder (order Type, i t ens)

The XPath expression "/lorder/type" on this XML payload evaluates to "creditcard".

This value correctly identifies the type of the order and therefore should be used to name the
"Order" transaction.

To identify the Business Transactions in this manner, first configure a custom match rule that
automatically intercepts the method that parses the XML and gets the DOM object.

You use the XPath expression in the custom rule so that it names the transaction, for example
"Store.order.creditcard”. Though the name is not obtained until the XML is parsed, AppDynamics
measures the duration of the business transaction to include the execution of the doPost() method.

To configure a custom match rule
1. Navigate to the custom rule section for Servlets.
2. In the Transaction Match Criteria tab, specify the URI.

3. In the Split Transactions Using Payloads tab, enable Split transactions using XML/JSON
Payload or a Java method invocation.

4. Set the split mechanism to XPath Expressions.

5. Enter the XPath expression that you want to set as the Entry Point. The result of the XPath
expression will be appended to the name of the Business Transaction.
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Mew Business Transaction Match Rule - Servlet

Mame Store.Order

—
|
Enabled . 'hu‘s custom rule ensures that
all qualifying requests are named as
Priority | 0 “Store.Order.creditcard” transaction.
{ .1"_:Transac:tiun Match Criteria &p
[ | Mesthod v
! z[ﬂ URI | Starts With v | Jetore

Transaction Match Criteria = Split Transactions U% Request Data 3 'Split Transactions Using Payload

(4
' Split Transactions using XML/JS0MN Payload or a Java method invocation

|: e
Split Mechanism: o XPath Expressions i Java XML Binding i JSON i FOJO Method Call

Help with XFATH Splitting (2

XPath Expreszion | forderitype

|| lgnore if expression does not evaluate

You can use one or more XPath expressions to chain the names generated for the Business
Transaction.

If the expression does not evaluate to a value, the transaction will not be identified.
Learn More

® Servlet Entry Points
Identify Transactions Based on POJO Method Invoked by a Servlet

® Using a Java Method to Name a Transaction
® To configure the custom match rule
® Learn More

Using a Java Method to Name a Transaction
You can use a Java method to name the transaction where:

® You might not have a clear URI pattern or
® You are using XML/JSON frameworks that are currently not supported by AppDynamics.

The following illustration shows how the Servlet that invokes the POJO method holds the
transaction name.
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y
|..f ‘
I

b |
Process Order request - |l| I I |I| - y

For example, consider the processOrder() method. The order is parsed using any type of method
and eventually when the processOrder() method is invoked, a correct approach to name
transaction is to capture the first parameter to the processOrder() method.

The following URL is used by these requests: http://acmeonline.com/store. Following code snippet
shows the doPost() method of the Servlet:

public void doPost (HttpServl et Request req, H tpServl et Response resp)

{

/I process the data fromthe sevlet request and get the orderType and the itens
processOrder (order Type,item

public void processOrder(String orderType, String item
{

/| process order

}

The processOrder() method has the information which can correctly derive the type of the order
and also the name of the transaction. To identify these requests as a single transaction, configure
a custom match rule.

To configure the custom match rule
1. Go to the custom rule section for Servlet Entry Points
2. In the Transaction Match Criteria tab, specify the URI.

3. In the Split Transactions Using Payload tab, enable Split transactions using XML/JSON
Payload or a Java method invocation.

4. Select POJO Method Call as the split mechanism .
5. Enter the class and the method name.
6. If the method is overloaded, also specify the details for the arguments.

7. Optionally, you can hame your transactions by defining multiple methods in a getter chain in the
Method Call Chain field.

The following screenshot displays the configuration of a custom match rule which will name all the
qualifying requests into a "Store.order.creditcard" transaction:
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Mew Business Transaction Match Rule - Servlet

MName Store.Order

Enabled "4
Friarity 0
[ 1 Transaction Match Criteria Split Transac
[ | Methed v
I: |£ URI [ Equals v J /stare
|
Transaction Match Criteria Split Transactions Using R{r\qucst Data | j:::aplit Transactions Using Payload

f 4'E Split Transactions using XML/JSON Payload or a Java method invocation

Split Mechanism: | ) XPath Expressions | j Java XML Binding ([ JSOHLﬁa POJD Method Call
o o o

Help with POJO Splitting (2

Clazs Mame | com.acme. Order.ProcessOrdel

Method Mame  processOrder()

Retum Type | |

Number of Arguments |2

Argument Index |

Method Call Chain
For example: getPersonf).getdddress(].getStreet()

This custom rule ensures that the processOrder method is automatically intercepted.

Although the name is not obtained till the processOrder() method is called, the time for the
transaction will include all of the doGet() method.

In addition to the parameter, you can also specify either the return type or a recursive getter chain
on the object to name the transaction. For example, if the method parameter points to a complex
object like PurchaseOrder, you can use something like getOrderDetails().getType() to correctly
name the transaction.

Learn More

® Servlet Entry Points
Identify Transactions for Java XML Binding Frameworks

® To Configure the Custom Match Rule
Supported Java XML data binding frameworks
Learn More

The following illustration shows the situation in which an XML is posted to a Servlet. The Servlet
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uses an XML-to-Java binding framework, such as XMLBeans or Castor, to unmarshal and read
the posted XML payload.

L J

XMLBeans/
Castor efc

Request posting XML

The XML payload contains the naming information for the transactions.

In the following example, an XML payload posts an order for three items. It uses a credit card to
process the order.

The URL is: http://acmeonline.com/store

<acne>
<or der >
<type>creditcard</type>
<itenpltenl</itenr
<itenpltenk</itenr
<itenpltenB</itenm>
</ or der >
<acne>

The following code snippet shows the doPost() method of the Servlet:

public void doPost (HttpServl et Request req, H tpServl et Response resp)

{

Pur chaseOr der Docunent poDoc = PurchaseCr der Docunent . Fact ory. par se(po);
Pur chaseOrder po = poDoc. get PurchaseOrder ();

\\

String order Type = po.get Order Type();

/lread all the itemns
processOrder (order Type, i t ens)

After the posted XML is unmarshalled to the PurchaseOrder data object, the getOrderType()
method should be used to identify the type of the order.

To Configure the Custom Match Rule
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1. Navigate to the custom rule section for Servlet Entry Points.

2. In the Transaction Match Criteria tab, specify the URI.

3. In the Split Transactions Using Payload tab, check Split transactions using XML/JSON
Payload or a Java method invocation.

4. Select Java XML Binding as the split mechanism.

5. Enter the class name and the method name.

The screenshot below shows a custom match rule which identifies the business transaction for this
example as "Store.order.creditcard":

MNew Business Transaction Match Rule - Senvlet

Mame Store.Order

This custom rule ensures that -~ Enabled E
all qualifying requests are named as
“Store.Order.creditcard” transaction. Priority | 0
1 | Transzaction Match Criteria Split Transac
L] Method
2 :
lrﬂ URI | Equals Xl /store

Transaction Match Criteria Split Transactions Using chucsth{a ' 3 |Split Transactions Using Payload

'.-I E Split Transactions using XML/JS0ON Payload or a Java method invocation

5
Split Mechanism: i X Path Expressions :j Java XML Binding i JEON [ POJO Method Call

o

Help with Java XML Binding Splitting (2

Unmarshaled Clasz Name | pyrchasze OrderDocument

Method Call Chain | getPurchaseOrderi)
For example; getPerson(). getdddress(].getStreet()

This custom rule ensures that the method in XMLBeans (which unmarshals XML to Java objects)
is automatically intercepted. It also ensures that the getOrderType() method is applied on the Java
data object only if it is the PurchaseOrder data object.

If the name of the transaction is not on a first level getter on the unmarshalled object, you can also
use a recursive getter chain such as getOrderType().getOrder() to get the name.

Although the transaction name is not obtained until the XML is unmarshalled, the response time
for the transaction is calculated from the doGet() method.

Supported Java XML data binding frameworks
The following Java XML data binding frameworks are supported:

® Castor
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JAXB

JibX
XMLBeans
XStream

Learn More

® Servlet Entry Points
Identify Transactions Based on JSON Payload

® Example Configuration for a JSON Payload
® Learn More

Example Configuration for a JSON Payload

The following illustration shows a JSON payload posted to a Servlet and the Servlet unmarshalls
the payload.

ISON Object

Request posting JSON

The JSON contains the naming information for the transactions.

For example, the following JSON payload posts an "order" for an item "car" and uses creditcard for
processing the order.
The URL is:

*http://acmeonline.com/store*

or der

H

type: creditcard,
id:123,

nane: Car,

price: 23

1}

The following code snippet shows the doPost method of the Servlet:

Copyright © AppDynamics 2012-2014 Page 118



APPDYNAMICS

public void doPost (Htt pServl et Request req, H tpServl et Response resp)

{

/lcreate JSONObj ect from servlet input stream
String order Type = jsonCbject.get("type");\\
/lread the itemfor the order\\

processOrder (order Type,item\\

After the posted JSON payload is unmarshalled to the JSON object, the "type" key is required to
identify the type of the order. In this case, this key uniquely identifies the business transaction.

To configure this rule:
1. Go to the custom rule section for Servlet Entry Points.
2. Under "Transaction Match Criteria" specify the URI.

3. Under "Split Transactions Using Payloads", enable "Split transactions using XML/JSON Payload
or a Java method invocation".

4. Select the split mechanism as "JSON".
5. Enter the JSON object key.

The following screenshot displays the configuration for a custom match rule that will name all the
qualifying requests into a single transaction called "Store.Order.creditcard".
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Mew Business Transaction Match Rule - Servlet

Mame Store.Order

This custom rule ensures thd'r Enabled
all qualifying requests are named as
“Store.Order.creditcard” transaction. Priority 0
[ 1 Tranzaction Match Criteria Split Transac
L] Method
L&}
I il URI | Equals v | Istore

Transaction Match Griteria Split Transactions Using R{rqucst}la [ 3'\_:5plit Transactions Using Payload
I-'_"ﬂ Split Transactions using XML/JS0ON Payload or a Java method invocation

Split Mechanism: | ) XPath Expressions J Java XML Eiinu:lin:_'_,-EG JSOM ) POJO Method Call

o

MOTE: The 'enable-json-bei-rules’ agent property must be set fo true for each node in this Tier for this match r

Help with JSOMN Splitting (2

JS0ON Object Key type

6. Set the property "enable-json-bci-rules" to "true" for each node to enable this custom rule. See
App Agent Node Properties.

This configuration ensures that the JSONObject and the get("$JSON_Object_Key") method on this
object are intercepted automatically to get the name of the transaction. Although the transaction
name is not obtained until the JSON object is unmarshalled, the response time for the transaction
will be calculated from the doGet method.

Learn More

® Servlet Entry Points
®* App Agent Node Properties

Identify Transactions Based on URL Segment and HTTP Parameter

This topic describes a method you can use to identify transactions using both a URL Segment and
HTTP Parameter split to get split transactions based on page context or action.

Use Custom Expressions

Use the "Apply a custom expression on HTTPServletRequest and use the result in Transaction
Names" option for Servlet naming with the following expression. Using this method, the transaction
is named immediately.

Copyright © AppDynamics 2012-2014 Page 120


http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties

APPDYNAMICS

${ get Par anet er (nyparam }- ${get Request URI () .split(\/).[1,2]}

The above expression generates paramvalue-secondsegment-thirdsegment.

Servlet Transaction Naming Configuration

What part of the URI should be used in the Transaction Mame?
Use the full URI

@ Usea part of the URI {for example, if you have dynamic URIs)

Use the first w @2 segments of the URI in Transaction Names VWhat dogs this do?

»' | Mame Transactions dynamically using part of the request

Use URI segment(s) in Transaction names

Segment Mumbears Enter & comma separsted list of parameter numbers (e.g. 1,3,4)
0 < g 1,24,

Use a parameter value in Transaction names

Parameter Name

Use a header value in Transaction names

Header Name

Use a cookie value in Transaction names

Cookie Mame

Use a session attribute value in Transaction names

Session Attribute Key

Use the request method (GET/POST/PUT) in Transaction names
Usze the request host Transaction in names

Usze the request originating address in Transaction names

@ Apply a custom expression on HTTPServletRequest and use the result in Transaction Mames Explain This

1estURI).splitiv1.[1,2]) enter

expression here
Cancel Save

Identify Transactions for Grails Applications

Configure transaction identification for Grails applications by changing the default naming scheme
to use the full URI.

To configure business transactions for a Grails application

1. On the left hand side navigation of the AppDynamics User Interface, go to Configure ->
Instrumentation.

Select the Transaction Detection section.

Select the tier for which you want to enable identification.

Go to the Entry Points section.

Under the Servlet section, click Configure Naming.

This opens the configuration screen for modifying all the Servlets based transactions.
Select the Use the Full URI option.

aprwd

o
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7. Save this configuration.

Servlet Transaction Naming Configuration

What part of the URI should be used in the Transaction Mamea?
& Use the full URI

Use a part of the URI (for example, if you have dynamic URIs)

Identify Transactions Based on Web Services

In certain situations Web Services may not correlate. This may occur when your Web Services
have identical names and timestamps.

Additionally, most stacks use their own dispatcher for the JAX WS RI Webservices stack and
because of the "com.sun package" this Servlet does not get instrumented.

To configure web service transactions with identical names and timestamps

1. Open the <Java App Server Agent_Installation_Directory>/conf/app-agent-config.xml file.
2. Modify the "override exclude" section in this file to include the filter value
"com.sun.xml.ws.transport.http.servlet. WSServlet".

<bci - processi ng- excl udes>

&nbsp; &nbsp; &bsp; <override-system exclude filter-type="equal s"
filter-value="com sun.xm .ws.transport.http.servlet.WServlet"/>
</ bci - processi ng- excl udes>

3. Save the file and restart the JVM where these changes were made.
Identify Transactions Based on the JSP Name

To identify transactions based on the name of the JSP being rendered

1. Create a custom match rule for the Servlets.

2. On the Transaction Match Criteria section, enable the URI option and specify the value as
‘faces'.

This filter will capture all the qualifying requests.

Go to the Split Transactions Using Payload section.

Enable the Split Transactions using the XML/JSON payload or Java method invocation
option.

Select the option for POJO Method Call.

Specify the name of the class as 'com.sun.faces.application.ViewHandlerImpl'.

Specify the name of the method as 'renderView()'".

Specify the argument index as '1".

Also, define the Method Call Chain or getter as 'getViewld()'. This name will be appended to
the name of the transaction.

Hw

© NGO
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New Business Transaction Match Rule - Servlet

Mame | ACMECnling
Enabled |
Priority 1]
I Transaction Match Criteria I Split Transactions Using Request Data Split Transactions L
WL
‘ 4 URI | Equals w ||faces &.

New Business Transaction Match Rule - Servlet

Mame ACMEORline

Enabled 4

Priority 1]

Transaction Match Criteria Split Transactions Using Request Data Split Transactions Using Payload

« | Split Transactions using XML/JSON Payload or a Java method invocation
Split Mechanism: ¥Path Expressions Java XML Binding JEON @ POJO Method Call

Help with POJO Splitting

Class Name  com.sun faces.application. Vie

Method Name  renderview()
Retum Type
Mumber of Arguments

Argument Index | q

Method Call Chain | getview!d)

For example: getPerson().getAddress(). getStreet()

This custom rule generates business transactions that are named in the following pattern:
"<Name of the Custom Rule>.<path to jsp>".
You can later rename these business transactions to a more user-friendly name if you like.

Struts Entry Points

® Struts-based Transactions
® Struts Request Names
® Custom Match Rules for Struts Transactions
® Exclude Rules for Struts Actions or Methods
® Problem When Custom-built Dispatch Servlet is Not Excluded

Struts-based Transactions

When your application uses Struts to service user requests, AppDynamics intercepts individual
Struts Action invocations and names the user requests based on the Struts action names. A Struts
entry point is a Struts Action that is being invoked.
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AppDynamics supports following versions of Struts:

® Struts 1.x
® Struts 2.x

Struts Action invocations are typically preceded by a dispatcher Servlet, but identification is
deferred to the Struts Action. This ensures that the user requests are identified based on the Struts
Action and not from the generic URL for Dispatcher Servlet.

The response time for the Struts-based transaction is measured when the Struts entry point is
invoked.

The following figure shows the identification process for Struts Action entry points.

User Request

Struts Request Names

When a Struts Action is invoked, by default AppDynamics identifies the request using the name of
Struts Action and the name of the method. All automatically discovered Struts-based transactions
are thus named using the convention <Action Name>.<Method Name>.

For example, if an action called ViewCart is invoked with the Sendltems(), the transaction is
named "ViewCart.Sendltems".

For Struts 1.x the method name is always "execute".

You can rename or exclude auto-discovered transactions. See Business Transaction List
Operations.

Custom Match Rules for Struts Transactions

For finer control over the naming of Struts-based transactions, use custom match rules.

A custom match rule lets you specify customized names for your Struts-based requests. You can
also group multiple Struts invocations into a single business transaction using custom match rules.
See Custom Match Rules for information about accessing the configuration screens.

The matching criteria for creating the rule are: Struts Action class names, Struts Action names,
and Struts Action method names.
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Mew Business Transaction Maich Rule - Struts Action

Buginaas Transacion Malch Critari

Cancol Create Cuslom Mabtch Rule

Exclude Rules for Struts Actions or Methods

To prevent specific Struts Actions and methods from being monitored add an exclude rule. See Ex
clude Rules. The criteria for Struts exclude rules are the same as those for custom match rules.

Problem When Custom-built Dispatch Servlet is Not Excluded

When a Struts action is called, it can demarcate a transaction as an entry point. AppDynamics
instruments the Struts invocation handler to get the action name because the Struts action is not
an interface. The invocation handler provides the App Agent for Java with the name of the action
being invoked. If the dispatcher Servlet is custom-built and has not been excluded from
instrumentation, the wrong entry point could be instrumented and the business transaction could
be misidentified.

To address this issue, add a custom exclude rule for the dispatcher servlet or add a BCI exclude
for it.

Web Service Entry Points

® \Web Services-based Transactions

Default Naming

Custom Match Rules for Web Services

Exclude Rules

® Transaction Splitting for Web Services Based on Payload

This topic discusses Web Service Entry Points.

Web Services-based Transactions

When your application uses Web Services to service user requests, AppDynamics intercepts the
Web Service invocations and names requests based on the Web Service action names and
operation name. A Web Service entry point is a Web Service end point that is being invoked.

This is relevant only when the Web Service invocation is part of the entry point tier and not in a
downstream tier.

Web Service invocations are usually preceded by a dispatcher Servlet, but identification is
deferred to the Web Service endpoints. This configuration ensures that the requests are identified
based on the Web Service and not based on the generic URL for the dispatcher Servlet.
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User Request

Default Naming

When the Web Service end point is invoked, the request is named after the Web Service name
and the operation name.

For example, if a service called CartService is invoked with the Checkout operation, the is named
"CartService.Checkout".

You can rename or exclude these automatically discovered transactions. See Business
Transaction List Operations.

Custom Match Rules for Web Services

You can aggregate different Web Service requests into a single business transaction using the
web service name or the operation name. You do this by creating custom match rules for Web
Services. See Custom Match Rules for information about accessing the configuration screens.

The following example names all operations for the Web Service named "CartService":

Mew Business Transaction Match Rule - Web Service

Mame CartService -

Enabled

Business Transaction Match Criteria

‘ Web Service Mame l Equals - J CartService ‘
‘ Cperation Mame l Is Mot Empty v J ‘
l Cancel J l Create Gustom Match Rule I

Exclude Rules

To exclude specific Web Services or operation names from detection, add an exclude rule. See Ex
clude Rules. The criteria for Web Service exclude rules are the same as those for custom match
rules.
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Transaction Splitting for Web Services Based on Payload
1. Disable the Web Service automatic transaction discovery.
2. Disable the following default exclude rules:

® Apache Axis Servlet
® Apache Axis2 Servlet
® Apache Axis2 Admin Servlet

3. Add the custom match rule for Axis or Axis2 Servlet (based on the version being used) and split
the transaction using payload or request depending on the pattern in your scenario.

POJO Entry Points

® Considerations for Defining a POJO Entry Point
® Defining a POJO Entry Point
® To define a POJO Entry Point
® Defining an Entry Point for a Method Using the Fully-Qualified Class Name
® Defining an Entry Point for Classes that have Methods with Multiple Parameters
Defining an Entry Point for a Method that Extends a Super Class
Defining an Entry Point for a Method Using an Interface
Defining an Entry Point for a Method Using Annotations
Dynamically Identifying POJO Transactions Using Transaction Splitting
® Defining an Entry Point based on a Parameter Value
® To configure transaction splitting
® Using a Method parameter for dynamically naming the transactions
® Exclude Rules for POJO Transactions
® |dentifying a POJO Transaction as a Background Task
® | earn More

Not all business processing can be implemented using Web entry points for popular frameworks.
Your application may perform batch processing in all types of containers. You may be using a
framework that AppDynamics does not automatically detect. Or maybe you are using pure Java.

In these situations, to enable detection of your business transaction, configure a custom match
rule for a POJO (Plan Old Java Object) entry point. The rule should be defined on the
class/method that is the most appropriate entry point. Someone who is familiar with your
application code should help make this determination. See Considerations for Defining a POJO
Entry Point.

AppDynamics measures performance data for POJO transactions as for any other transactions.
The response time for the transaction is measured from the POJO entry point, and the remote
calls are tracked the same way as remote calls for a Servlet's Service method.

Considerations for Defining a POJO Entry Point
The POJO entry point is the Java method that starts the transaction.

The most important consideration in defining a POJO entry point is to choose a method that
begins and ends every time the specific business transaction is invoked.

For example, consider the method execution sequence:
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com f 0o. t hr eadpool . Wor ker Thr ead. run()
calls com foo.threadpool . Wrker Thread. runl nt ernal ()
calls com foo.Job. run()

The first two calls to run() method are the blocking methods that accept a job and invoke it.

The Job.run() method is the actual unit of work, because Job is executed every time the business
transaction is invoked and finishes when the business transaction finishes.

Methods like these are the best candidates for POJO entry points.
Defining a POJO Entry Point

To define a POJO Entry Point

1. Click Configure -> Instrumentation.

2. In the Transaction Detection tab select the tier.

3. Click Use Custom Configuration for this Tier.

4. Scroll down to the Custom Rules panel and click Add (the plus sign).

5. From the Entry Point Type dropdown menu select POJO and click Next.

6. In the New Business Transaction Match Rule - POJO window set the criteria for identifying
the entry point.

7. Save the configuration.

@ f you are running on IBM JVM v1.5 or v1.6, you must restart the JVM after defining the custom
match rules.

You may optionally refine the naming of a POJO-based transaction by transaction splitting.
See the following sections for examples:

Defining an Entry Point for a Method Using the Fully-Qualified Class Name
Defining an Entry Point for a Method Using a Superclass

Defining an Entry Point for a Method Using an Interface

Defining an Entry Point for a Method Using Annotations

Identify a POJO Transaction as a Background Task

See also Custom Match Rules.

Defining an Entry Point for a Method Using the Fully-Qualified Class Name

For the class named "Foo" and method doWork(), match on the fully-qualified class name and
method name:
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New Business Transaction Match Rule - POJO

Mame |ProcessOrder

Enabled |4

Background Task

Transaction Match Criteria Transaction Splitting Exclude Rule

Define match criteria for a POJO method which be will an entry point for a Business Transaction

v Match Classes * | with a Class Name that v Equals w | | com.acme.Foo

o Mathod Name * | Equals w | doWork &,

MOT Condition

Selecting this will reverse the condition and return true if
MOT {condition)

Click to create a
Not Equal
condition

Cancel Create Custom Match Rule

After you define and save the custom match rule for the POJO transaction, performance data for it
displays in the Business Transactions List.

Hame Sarvice Lev...| Time (ms) Callz Calls ! min | Emors | Error % | Slow Reque... | Viery Slow ... | Stalled ... Tiar Type

E 3mcca€rﬂer @ 678 260 130 | 0 G2 22 0 ACMETier POJO

Business transaction is identified using the
custom rule.

The name of the POJO-based business transaction is the name of the custom match rule or entry
point definition.

In the example above. AppDynamics shows that the "doWork™" method of class "Foo" was invoked
260 times and had an average response time of 678 ms (for the selected time range). Out of the
total invocations, 62 invocations were slow and 22 invocations were very slow (these slow or very
slow identification is based on the thresholds set for the business transaction).

Defining an Entry Point for Classes that have Methods with Multiple Parameters

For example, we want to instrument one of more methods in the following class:

class A

{
public void nmil();

public void nml(String a);
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public void ml(String a, com nmyconpany. MyQbj ect b);

® To instrument all the methods in the class, create a POJO-based business transaction
match rule as follows:

Match Classes with a Class Name that Equals A
Method Name Equals ml(java.lang.String)

® To instrument only the method with one parameter, create a POJO-based business
transaction match rule as follows:

Match Classes with a Class Name that Equals A
Method Name Equals ml(java.lang.String)

® To instrument only the method with two parameters, create a POJO-based business
transaction match rule as follows:

Match Classes with a Class Name that Equals A
Method Name Equals ml(java.lang.String, com.mycompany.MyObiject)

Defining an Entry Point for a Method that Extends a Super Class

For example, the entry point is based on the com.acme.AbstractProcessor super class, which
defines a process() method, which is extended by its child classes: SalesProcessor,
InventoryProcessor, BacklogProcessor.

Define the custom rule on the method defined in the super class:

New Business Transaction Match Rule - POJO

Mame Process

Enabled |4
Background Task
Transaction Match Criteria Transaction Splitting Exclude Rule
Define match criteria for a POJO method which be will an entry point for a Business Transaction
v Match Classes * | that extends a Super Class that - Equals w |  com.acme AbstractProcessor
"] Method Name * | Equals w | process &.

'Jﬂ.j""""“'*ﬁ‘._}”"d#u’r ﬁm‘j"-&‘.—-’“r

Cancel Create Custom Match Rule

Defining an Entry Point for a Method Using an Interface

Define a custom rule matching on an interface named com.acme.lProcessor, which defines a
process() method that is implemented by the SalesProcessor, InventoryProcessor,
BacklogProcessor classes.
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New Business Transaction Match Rule - POJO

Mame  Process
Enabled |
Background Task
Transaction Match Criteria Transaction Splitting Exclude Rule

Define match criteria for a POJO method which be will an entry point for a Business Transaction

-./ Match Classes * | that implements an Interface which v Equals v | | com.acme.|Processor

o Method Name * Equals » process [-

P bt ol N g ot sl el

Cancel Create Custom Match Rule

Defining an Entry Point for a Method Using Annotations

For example, if all processor classes are annotated with "@com.acme.Processor"”, a custom rule
should be defined using annotation.

New Business Transaction Match Rule - POJO

Mame  Process
Enabled |4
Background Task
Transaction Match Criteria Transaction Splitting Exclude Rule

Define match criteria for @ POJO method which be will an entry point for a Business Transaction

v Match Classes * | that has an Annotation which v Equals w | com.acme.Process

o Method Name * Equals w | process [-

N#-FM’J*,‘W’#’J_J‘MO’M/ .

Cancel Create Custom Match Rule

By default, in these cases the business transaction started when any process() is invoked is
named Process, based on the name of the custom rule. To refine the transaction name to reflect
the specific method called (Process.SalesProcessor, Process.InventoryProcessor,
Process.BacklogProcessor) use transaction splitting.

Dynamically Identifying POJO Transactions Using Transaction Splitting

By default, when you create a custom match rule for POJO transactions, all the qualifying requests
are identified by the name of the custom match rule.

However, in many situations it is preferable to split POJO-based transactions, especially for nodes
that execute scheduled jobs.

For example, if multiple classes have the same method and are instrumented using the same rule,
when the method is invoked the class name of the instance being invoked can be used to classify

the request.
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If you split the transaction based on the simple class name, instead of one business transaction
named Process, the transaction that is started when the process() method is invoked is named
based on the rule name combined with the class name: either Process.SalesProcessor,
Process.InventoryProcessor, or Process.BacklogProcessor.

Defining an Entry Point based on a Parameter Value

In some cases you want to split the transaction based on the value of a parameter in the entry
point method. For example, you could configure the split on the following process() method:

public void process(String jobType, String otherParaneters...)

where the jobType parameter could be Sales, Inventory or Backlog.

New Business Transaction Match Rule - POJO

Mame

Enabled |
Background Task
Transaction Match Criteria Transaction Splitting Exclude Rule
w | Use a method parameter to name Transactions -~
Parameter index o Getter Chain to run on method parameter  toString() +

Use the POJO Object Instance to name Transactions

Use the Full Class Name in Transaction names

Use the Simple Class Mame in Transaction names

Use the Thread ID in Transaction names

Use the Thread Mame in Transaction names

Use the Method MName in Transaction names

Use the Simple Class Mame and Method Mame in Transaction names

Use the Full Clas Name and Method Name in Transaction names e

Cancel Create Custom Match Rule

You can name POJO transactions dynamically using the following mechanisms:

method parameter

POJO object instance

fully qualified class name

simple class name

thread ID

thread name

method name

simple class name and method name
full class name and method name

In all cases, the name of the rule is prepended to the dynamically-generated name to form the
business transaction name.
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To configure transaction splitting

1. In the Transaction Splitting tab of the New Business Transaction Match Rule - POJO window,
click Split POJO Transactions using one of the following mechanisms...

2. Click the mechanism to use to split the transaction.

® |f you are specifying a method parameter, enter the zero-based parameter index of the

parameter.
* |f the parameter is a complex type, specify the getter chain to use used to derive the

transaction name.
* |f you are specifying a POJO obiject instance, specify the getter chain. See Getter Chains in

Java Configurations.

3. Click Save.

New Business Transaction Match Rule - POJO

Mame
Enabled |

Background Task

Transaction Match Criteria Transaction Splitting Exclude Rule

Use a method parameter to name Transactions

Use the POJO Object Instance to name Transactions

Use the Full Class Name in Transaction names

w lse the Simple Class Mame in Transaction names

For example, when selected, the
business transaction list
dashboard displays the following
business transactions:

* Process.SalesProcessor

® Process.InventoryProcessor

* Process.BacklogProcessor

Use the Thread ID in Transaction names

Use the Thread Mame in Transaction names

Use the Method Name in Transaction names

Use the Simple Class Mame and Method Mame in Transaction names

Use the Full Clas Name and Method Name in Transaction names e

Cancel Create Custom Match Rule

Using a Method parameter for dynamically naming the transactions

Suppose in the ACME Online example, instead of the super-class or interface, the type of the
processing is passed in as a parameter.

For example:

public void process(String jobType, String otherParaneters...)

In this case, it would be appropriate to name the transaction based on the value of Job type. This
Job type is passed as the parameter.
To specify a custom rule for method parameter:

1. Specify the details for the custom rule in the Transaction Match Criteria tab.
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2. Click the Transaction Splitting tab.

3. Click Split POJO Transactions using one of the following mechanisms...
4. Select the option for the method parameter.

5. Specify the details for the parameters.

You can use a getter chain if the parameter is of complex type in order to derive a string value,
which can then be used for the transaction name. See Getter Chains in Java Configurations.

New Business Transaction Match Rule - POJO

Mame
Enabled |

Background Task

Transaction Match Criteria Transaction Splitting Exclude Rule

w | Use a method parameter to name Transactions

Parameter index o Getter Chain to run on method parameter  toString() +

Use the POJO Object Instance to name Transactions

Use the Full Class Name in Transaction names

Use the Simple Class Name in Transaction names

Use the Thread ID in Transaction names

Use the Thread Mame in Transaction names

Use the Method Name in Transaction names

Use the Simple Class Mame and Method Mame in Transaction names

Use the Full Clas Name and Method Name in Transaction names e

Cancel Create Custom Match Rule

Exclude Rules for POJO Transactions

To prevent configured transaction splitting from being applied in certain situations, create an
exclude rule defined on the output of the transaction splitting.
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Tranaacticn Mych Crileris Tramaacticn Splitling Exclude Rubs

Tha Tolleweng condston will be appled 1o the culput of the Transaction Splitting configuration. All irn®:
maiching #his Exclede Rulke will be regisiered with a singie Business Trensacton waih the sama nams as Jis Makch
Ruls (splitting wall nok happaen’, This ks o way 1o defing a cusiom ke io split Transactions in all buf cefaln specids
condibons

Exluiida Crifloris

o Transacton Spiting Outpu! | Equals - a.
jual Sl
>lars Wi
s With
Conbainsg
Salchas Rasg Ex L

Identifying a POJO Transaction as a Background Task

When you want to specify that a POJO transaction is a background task, check Background Task

Mame  JCronTan
Enabled /

Binckgroissd Task -

Business Transaction Malch Rule - POJ0

Transactian Match Cr... Transachon Spting Excluds Rule

Deding maich erileria Tor a POUO mathod whech b will an ensng i for 0 Businass Transachon

o Match Classes ®  wigh a Class Mame that »  Equails w | off el CronTaak

- Methiod Mama © Equails w | unTask &,

When a request runs as a background task, AppDynamics reports only Business Transaction
metrics for the request. It does not aggregate response time and calls metrics at the tier and
application levels for background tasks. This is ensures that background tasks do not distort the
baselines for the business application. Also, you can set a separate set of thresholds for
background tasks. See Background Task Monitoring.

Learn More

Identify Transactions Based on POJO Method Invoked by a Servlet
Spring Bean Entry Points
® Spring Bean-based Transactions
¢ Default Naming for Spring Bean Requests
® To Enable Auto-discovery for Spring Bean entry points
® Custom Match Rules for Spring Bean Requests
® Exclude Rules Spring Bean Transactions

This topic describes how to configure transaction entry points for Spring Bean requests.
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Spring Bean-based Transactions

AppDynamics allows you to configure a transaction entry point for a particular method for a
particular bean in your environment. The response time is measured from when the Spring Bean
entry point is invoked.

Default Naming for Spring Bean Requests

When the automatic discovery for a Spring Bean based request is turned on, AppDynamics
automatically identifies all the Spring Beans based transactions and names these transactions
using the following format:

BeanNane. Met hodName

By default, the transaction discovery for Spring Bean-based requests is turned off.

To Enable Auto-discovery for Spring Bean entry points

1. Access the transaction detection configurations screen and select the tier to configure. See To
Access Business Transaction Detection Configuration

2. In the Spring Bean entry in the Entry Points section check the Automatic Transaction Detection
check box.
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Custom Match Rules for Spring Bean Requests

If you are not getting the required visibility with the auto-discovered transactions, you can create a
custom match rule for a Spring Bean based transaction. See Custom Match Rules.

The following example creates a custom match rule for the placeOrder method in the
orderManager bean.

MNew Business Transaction Match Rule - Spring Bean

MWame | ACME <
Enabled

Business Transaction Match Criteria
‘ Bean ID l Contains "J orderManager ‘
‘ Method l Equals -J place Order ‘
L] Clazz Name v
L] Extands v
L] Implements -

- | l Cancel ] l Create Custom Match Rule ]

/!
This custom rule will name all the
qualifying requests as “ACME.orderManager.placeOrder”.

Exclude Rules Spring Bean Transactions

To exclude specific Spring Bean transactions from detection add an exclude rule. See Exclude
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Rules. The criteria for Spring Bean exclude rules are the same as those for custom match rules.
EJB Entry Points

® EJB-Based Business Transactions
¢ Default Naming for EJB Entry Points

® To Enable the Auto-discovery for EJB Transactions
Custom Match Rules for EJB based Transactions
Exclude Rules for EJB Transactions

This topic describes how to configure transaction entry points for the EJB based requests.

EJB-Based Business Transactions

AppDynamics allows you to configure an EJB-based transaction entry point on either the bean
name or method name. The response time for the EJB transaction is measured when the EJB
entry point is invoked.

Procccmcecceennaaaaas Response TIME ——cececmcnscrscnsencncasencncesnnnnnennnneens -

Default Naming for EJB Entry Points

AppDynamics automatically names all the EJB transactions <EJBName>.<MethodName>. By
default, automatic transaction discovery for EJB transactions is turned off. To get visibility into
these transactions, enable the auto-discovery for EJB based transactions explicitly.

Keep in mind the following before you enable auto-discovery for EJB based transactions:

® |f the EJBs use Spring Beans on the front-end, the transaction is discovered at the Spring
layer and the response time is measured from the Spring Bean entry point. This is because
AppDynamics supports distributed transaction correlation.

* AppDynamics groups all the participating EJB-based transactions (with remote calls) in the
same business transaction. However, if your EJBs are invoked from a remote client where
the App Server Agent is not deployed, these EJBs are discovered as new business
transactions.

To Enable the Auto-discovery for EJB Transactions

1. Access the transaction detection configurations screen and select the tier to configure. See To
Access Business Transaction Detection Configuration.

2. In the EJB entry in the Entry Points section check the Automatic Transaction Detection check
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Custom Match Rules for EJB based Transactions

If you are not getting the required visibility with auto-discovered transactions, create a custom
match rule for a EJB based transaction. See Custom Match Rules.

The following example creates a custom match rule for the receiveOrder method in the TrackOrder
bean. The transactions are named " ACME_EJB.TrackOrder.receiveOrder".
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Mew Business Transaction Match Rule - EJB

Mame WACME_EJB

Enabled '

tuginess Transaction Match Criteria

o EJB Name | Equals w | TrackOrder &.

o Method | Equals v .

EJB Type
Class Mame
Extends

Implements
4 2

Cancel Create Custom Match Rule

In addition to the bean and method names, other match criteria that could be used to define the
transaction are the EJB type, class name, superclass hame and interface name.

Exclude Rules for EJB Transactions

To exclude specific EJB transactions from detection add an exclude rule. See Exclude Rules. The
criteria for EJB exclude rules are the same as those for custom match rules.

JMS Entry Points

® Messaging Entry Points
® Default Naming Conventions
® To Access the Default Configuration for Messaging Entry Points
® Custom Match Rules for Messaging Entry Points
® Grouping Example
®* Message Payload Example
® Learn More

This topic discusses messaging entry points configuration.

Messaging Entry Points

When an application uses asynchronous message listeners or message driven beans, such as
JMS or equivalent MQ providers as the primary trigger for business processing on the entry point
tier AppDynamics can intercept the message listener invocations and track them as business
transactions. This is relevant only for the entry point tier.
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Messaging Backbone

First Significant application
code to handle business
logic

MDB/
Message Listener

A

Message

Poller MDB/ )
Message Listener

You can define messaging entry points for queue listeners to monitor Service Level Agreements
(SLASs). An SLA is often reflected in the rate of processing by a queue listener. When you monitor
a messaging entry point, you can track the rate of processing by a particular queue listener.

Default Naming Conventions

AppDynamics automatically detects and names the messaging entry points. When a message
listener is invoked, the transaction is named after the destination name (the queue name) or the
listener class name if the destination name is not available.

To Access the Default Configuration for Messaging Entry Points

1. Access the business transaction configuration page.
See To Access Business Transaction Detection Configuration.

2. Scroll down to message entry point entry for your framework.
Custom Match Rules for Messaging Entry Points

If you want finer control over naming messaging requests, you can use custom match rules either
to specify names for your messaging entry points or to group multiple queue invocations into a
single business transaction.

See To Create Custom Match Rules for general information about configuring custom match rules.
Grouping Example

The following custom match rule groups all transactions to queues starting with the word "Event"
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Mew Business Transaction Match Rule - JMS

Mame EventQueuas

Enabled ﬂ

Business Transaction Match Criteria

|| Starts With

| Message Destination queus

L Message Property

Meszage Content

J

| Cancel J | Create Custom Match Rule

Message Payload Example

The following custom rule uses message properties (headers) to define the custom match rule.
You can also use the message content. You can also use message properties or message content

to define custom exclude rules to exclude certain messaging entry points from detection.

Mew Business Transaction Match Rule - JMS

Mame Eventluesues
Enabled
Business Transaction Match Criteria
hMeszage Destination l Queus 'J l Startz With 'J Event
£ N
Meszage Property [ Check for property value | » ]
Froperty Type | BOOLEAN v |
Froperty Mame | customerType
Property Value | Priority
F
L] Meszage Content
l Cancel ] l Create Cuztom Match Rule ]
Learn More

® Configure Business Transaction Detection
Binary Remoting Entry Points for Apache Thrift
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® Default Naming for Binary Remoting (Thrift) Entry Points
® Enabling Auto-discovery for Binary Remoting (Thrift) Entry Points
® Creating Custom Match Rules for Binary Remoting (Thrift) Requests

Apache Thrift is a binary remoting protocol. Cassandra uses the Thrift protocol to achieve

portability across programming languages. Applications written in many different languages can
make calls to the Cassandra database using the Thrift protocol.

AppDynamics is preconfigured to detect transaction entry points for Cassandra with Thrift
framework applications.

CassandraClient

‘ - Dashboard Modes (1) Events Slow Response Times Errors Transaction Snapshots Transaction Analysis

Tier Flow Map S E X o4 0O

29 calls / min, 1013 ms
Thrift 202 callsimin, 3 ms

(& - &

CassandraClient RemoteServer

Explain this View Mot comparing against Baseline data

AppDynamics measures performance data for Thrift transactions as for any other transaction.
Thrift entry points are POJO-based. The response time for the transaction is measured from the

POJO entry point, and the remote calls are tracked the same way as remote calls for a Servlet's
Service method.

Default Naming for Binary Remoting (Thrift) Entry Points

When the automatic discovery for a request using Binary Remoting (Thrift) protocol is enabled,

AppDynamics automatically identifies all the transactions and names them using the following
format:

Renot el nt er f aceC assNane: Met hodNane

By default, transaction discovery for Binary Remoting (Thrift)-based request is enabled.
Enabling Auto-discovery for Binary Remoting (Thrift) Entry Points

Binary Remoting (Thrift) entry points are enabled by default, but if you are not seeing them inthe T
ier Flow Map, you should ensure they have been enabled as follows.

1. Access the transaction detection configuration window and select the tier to configure. See To
Access Business Transaction Detection Configuration.
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2. In the Binary Remoting entry of the Entry Points section, click Automatic Transaction
Detection.

‘ o Transaction Detection Backend Detection End User Experience Error Detection Diagnostic Data Collectors Call Graph Settings JMX Memary Monite
Select Application or Tier 4
Bustdized? v Entry Points
4 .3! ACME Book Store Application
Type Transaction Automatic Transaction Detection
'_ ECommerce Server ' Manitoring

Inventory Server . s .
" e w| Discover Transactions automatically for all Serviet requests  Configure Maming

Servlet « | Enabled
o Sarw
[ Order Processing Server n Enable Servlet Filter Detection
. « Discover Transactions automatically for all Struts Action invocations
n Struts Action & Enabled
Transactions will be named: ActionName.MethodName
. w | Discover Transactions automatically for all Web Service requests
Web Sarvice | Enabled
Transactions will be named: ServiceName. OperationMNama
Any Java method can be the entry point for a Business Transaction. The class to which the method belongs to can b
E Fodo +| Enabied annctations it has

Discowver Transactions automatically for all Spring Bean invocations
. Spring Bean «| Enabled
Transactions will be named: BeanMName MethodName

Binary Remoting
requests are

Discover Transactions automatically for all EJB invocations
= 2] | Enabled
Transactions will be named: EJEName.MeathodName

enabled by default

«* Discover Transactions automatically for all incoming JMS Messages
B ms | Enabled
Transactions will be named: Destination Mame or Listener Class Name (If Destination Mame not available )

E Binary Enabled & Discover Transactions automatically for all Binary Remoting requests (Thrift)
4 | Enable:
Remoting Transactions will be named: Remote|nterfaceClassName.methodMame

When enabled, you can see Thrift calls from calling tiers to the Cassandra database in the List
View of the Tier Dashboard. Since the transactions using the Thrift protocol are POJO-based,
they appear as POJO in the Type column.

o] [#:ECLWEIEGILEIGG R Business Transactions last 15 minutes

Al ‘ = E' I\ What is a Business Transaction?

Showing 2 of 2 Transactions  Filters On » O

View Dashboard More Actions  View Options  Configure

MName - Health Server Calls Calls / min Errors Slow Wery Slow CPU Used {ms) Tier Type

Time {ms)} Transactions| Transactions
CassandraClient [ 1018 198 50 4} 4} 0 3 CassandraClient POJO
n All Other Traffic - CassandraClient 3 1002 58 g 0 0 0 1 CassandraClient POJO

Creating Custom Match Rules for Binary Remoting (Thrift) Requests

If you are not getting the required visibility with the auto-discovered transactions, you can
configure custom match rules and transaction splitting for specific classes and methods.

To enable detection of your binary remoting business transactions, configure a custom match rule.
The rule should be defined on the class/method that is the most appropriate entry point. Someone
who is familiar with your application code should help make this determination.

A custom match rule lets you specify customized names for your Binary Remoting (Thrift) based
requests. You can also group multiple Thrift invocations into a single business transaction using
custom match rules. See Custom Match Rules for information about accessing the configuration
windows.
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The matching criteria for creating the custom entry point rule for a Thrift request are the POJO
class name and method name of the business transaction initiating the binary remote call.
Transaction splitting and exclude rules are also supported. For information about and examples of
the various POJO-based business transaction match rules you can create for Binary Remoting
(Thrift), see POJO Entry Points. The rules for Binary Remoting (Thrift) entry points are consistent

with those for POJO entry points.

New Business Transaction Match Rule - Binary Remoting

Name  ProcessOrder
Enabled |

Background Task

Transaction Match Criteria Transaction Splitting Exclude Rule

Define match criteria for a POJO method which be will an entry point for a Business Transaction

v Match Classes * | with a Class Mame that v Equals w  com.acme.Foo

o Method Name * | Equals w || doWWork [-

Cancel Create Custom Match Rule

CometD Support

CometD is a scalable HTTP-based event routing bus for transporting asynchronous messages
over HTTP. CometD provides both a JavaScript APl and Java API and is used for applications
such as multi-player games and chat rooms. AppDynamics supports both the

WebSocket and HTTP long-polling client transports. CometD sends messages to channels and we
can now track messages through the channels.

New rules defined in the agent:

®* New POJO rules to gather message activity
® Business transaction split configuration on the POJO rules to determine which channel the

message was published to, tracks business transaction per channel
®* New servlet exclude rules - since the CometD Servlet implements the different transports

activity, you need to exclude the Servlets implementing the CometD transports. CometD is
generally contained within a Jetty container, you need to exclude the Jetty container tracking
in order to see the CometD messages contained within the transaction. CometD servlets are
excluded by default. The following are the Jetty Servlet exclude rules:

® EQUALS, org.eclipse.jetty.server.handler.ContextHandler

® EQUALS, org.eclipse.jetty.servlet.ServletContextHandler

* ENDSWITH, jetty.plugin.JettyWebAppContext
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Mule ESB Support
Mule ESB 3.4 and previous releases are supported.

Mule ESB (Enterprise Service Bus) is an integration platform with many different connectors for
integrating applications and supporting service oriented architectures. By default, AppDynamics
detects the Mule ESB endpoint. However, in some situations, you may need to create a servlet
exclude rule.

The App Agent for Java supports Mule ESB as follows:
Tracks Business Transactions to Remote Services and Tiers

No configuration required: The App Agent for Java detects business application calls through
Mule ESB service connections to remote services and tiers. Mule ESB is automatically detected
and continuing tiers are recognized. Asynchronous correlation is enabled by default. Business
transaction naming is dependent on business transaction discovery.

Detects incoming HTTP to the Mule ESB HTTP endpoint when it performs as a servlet

No configuration required: If your application takes the output of the Mule ESB HTTP endpoint
and makes it perform like a servlet, the App Agent for Java detects incoming HTTP to the Mule
HTTP Endpoint as a servlet.

Detects SOAP or RESTful operations beyond the Mule ESB HTTP Endpoint

Servlet Exclude Rule Required: Mule ESB can function as a transport connector.In some cases
the Mule ESB HTTP endpoint is an entry point to another application component. For example, the
Mule ESB HTTP endpoint can be an entry point to an application that ends with a CXF SOAP
service or a JAX-RS RESTful endpoint further in the tier. By default, the App Agent for Java treats
the Mule ESB HTTP output as a servlet, an endpoint in the application and doesn't see the the
CXF SOAP or JAX-RS RESTful operation further in the flow. In order to see the SOAP or RESTful
operation, we need to exclude the Mule ESB HTTP servlet.
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For example, we have an application using Mule ESB services at this URI: http://muleapp1:8080/
There are some HTTP response servlets on: http://muleappl1:8080/httpResponseService/

and there is a CXF SOAP endpoint
on: http://muleapp1:8080/webservicenedpoint/

To see the CXF SOAP endpoint, we need to create a servlet exclude rule on
uri:http://muleapp1:8080/webservicenedpoint/

We do not need to create a servlet exclude rule when the Mule ESB HTTP endpoint continues to
another tier or for exit points within Mule ESB.

See also, Mule ESB Startup Settings.
JAX-RS Support

AppDynamics Agent for Java supports Jersey 1.x and 2.x by default. Business transaction entry
points are named using the following app agent node properties:

® rest-num-segments
® rest-transaction-naming
® rest-uri-segment-scheme

Examples
Using Default Settings

By default the business transaction is named using the first two segments of the REST URI and
the name of the HTTP method, separated by a period. The application name part of the URI is not
used.

rest-transaction-nam ng={rest-uri}.{http-nethod}

For example, using default settings, when the App Agent for Java detects this REST resource as
an entry point,

/IREST/MyApplication/MyResource/resource
The agent uses the URI of the REST resource to name the business transaction.

The REST resource is accessible using the HTTP method GET.
So, the business transaction name would be,
MyResource/resource.GET

where MyResource/resource is the first two segments of the REST URI
and GET is the HTTP method.

Using rest-transaction-naming Properties

Using the rest-transaction-naming property, you can name the business transaction using a

Copyright © AppDynamics 2012-2014 Page 147


http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties+Reference#AppAgentNodePropertiesReference-rest-num
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties+Reference#AppAgentNodePropertiesReference-rest-transaction
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties+Reference#AppAgentNodePropertiesReference-rest-uri

APPDYNAMICS

number of properties. For this example, we'll use the following agent node property:

rest-transaction-nam ng={cl ass- nane}/{ net hod- nane}

So, when the App Agent for Java sees a REST resource with a class hame of com.company.rest.r
esources.Employees with a CreateNewEmployee method, it names the business transaction com.
company.rest.resources.Employees/CreateNewEmployee.

Learn More

App Agent Node Properties Reference

Spring Integration Support

In Spring-based applications, Spring Integration enables lightweight messaging and supports
integration with external systems via declarative adapters.

The App Agent for Java by default automatically discovers exits for all Spring Integration Release
2.2.0 channels except 'DirectChannel.’

Transaction Flow Map =

dispatchProcess

5000 ms(100-%

Spring Integration message
channels automatically

recognized

856.9 ms (17.1 %)

MessageSend( ) exit

points in JVM

N
START

Tier1

0 ms(0 %)

checkoutProcess

See the Sample Application Flow XML below.

AppDynamics Pro Agent for Java supports tracking application flow through Spring Integration me
ssaging channels. The App Agent for Java Spring Integration support is based on the
MessageHandler interface.
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For pollable channels:

® A continuing transaction is tracked if the Spring Integration framework is polling for
messages.

® |f the application code polls for messages in a loop, the span of each loop iteration is tracked
as a transaction. Tracking begins when the loop begins and end it when the iteration ends.

Entry points

Originating transactions begin with MessageHandler.handleMessage() implementations. If the
incoming message is already recognized by the App Agent for Java then a continuing transaction
is started.

Exit points

Exit points are based on MessageChannel.send(). Most of these message channels are typically
inside the JVM so the Application Flow Maps shows a link from the tier to the message channel
component name (bean name) and back.

Spring Integration Support Customizations
Track Application Flow Before Message Handler is Executed

In cases where a lot of application flow happens before the first MessageHandler gets executed,
you should enable tracking the application flow as follows:

®* Find a suitable POJO entry point and configure it.

® Set the enable-spring-integration-entry-points node property to ‘false'. This property is set to
'true’ by default.

® Restart the application server

Limit Tracking of Looping Pollable Channels

To safeguard against cases where pollableChannel.receive() is not called inside a loop, you

can ensure that the App Agent for Java tracks a pollable channel loop only if it happens inside a
class/method combination similar to that defined in the following example. Configure the spring-int
egration-receive-marker-classes node property for each class/method combination that polls
messages in a loop, then only those class/methods identified in this node property are tracked.

cl ass MessageProcessor

{

voi d process()

{
whi | e(true)

{

Message nmessage = pol | abl eChannel . recei ve()

}

For example, for the loop above, set the spring-integration-receive-marker-classes node property
as follows and restart the application server:
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spring-integration-receive-narker-cl asses=MessagePr ocessor/ process

Note: The spring-integration-receive-marker-classes node property must be configured before the
method process() gets executed for any changes to take effect. Restart the application server after
setting this property.

Sample Application Flow XML

The following XML specifies the integration flow configuration of the application tracked in the
image above.
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<?xm version="1.0" encodi ng="UTF-8"?>
<beans: beans xm ns="http://ww. spri ngfranmework. org/schena/integration"
xm ns: xsi="http://ww. w3. org/ 2001/ XM_Schena- i nst ance"
xm ns: beans="http://ww. spri ngfranewor k. or g/ schema/ beans"
xsi : schemalLocati on="http://ww. spri ngfranewor k. or g/ schena/ beans
http://ww. springfranmework. or g/ schena/ beans/ spri ng- beans. xsd
http://ww. springfranmework. org/ schena/integration
http://wwv. springframework. org/ schena/ i ntegration/spring-integration.xsd">

<channel id="input Channel ">
<gqueue capacity="100"/>
</ channel >

<channel id="out"/>

<bri dge input-channel ="i nput Channel " out put - channel ="out ">
<pol | er max- nessages-per-pol|="10" fixed-rate="5000"/>
</ bri dge>

<channel i d="out put Channel ">
<queue capacity="100"/>
</ channel >

<servi ce-activator input-channel ="out"
out put - channel =" out put Channel "
ref="hel | oService"
net hod="sayHel | 0"/ >

<channel id="out2">
<gqueue capacity="100"/>
</ channel >

<bri dge input-channel =" out put Channel " out put - channel =" out 2" >
<pol | er max- nessages-per-pol|="10" fixed-rate="5000"/>
</ bri dge>

<beans: bean i d="hel | oService"
cl ass="org. springframework.integration.sanpl es. hel |l owor| d. Hel | oServi ce"/ >

</ beans: beans>

In the following statements, you can see Spring Integration channels that are recognized and
identified in the Application Flow Map visualized above:

<channel id="out">

<channel id="outputChannel">
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Instrumenting Apple WebObjects Applications

This document helps you instrument applications written with WebObjects 5.4.3 on OSX 10.9
systems.

After installing WebObjects, you can find most of the artifacts in the following directories:

/ Devel oper/ Exanpl es/ JavaWbhj ect s
/ Devel oper/ Appl i cati ons/ WebOhj ect's

We will use one of the developer examples in the following section to illustrate how to instrument
an application created with Apple WebObjects.

Instrumenting a Sample App

When you run the HelloWorld application,
/Developer/Examples/JavaWebObjects/HelloWorld,

a script file is generated
/Developer/Examples/JavaWebObjects/HelloWorld/dist/legacy/HelloWorld.woa/HelloWorld.

Open up the generated script
file, /Developer/Examples/JavaWebObjects/HelloWorld/dist/legacy/HelloWorld.woa/HelloWorld, an
d towards the end of the file, line 310 in the following example, you'll see the Java execute line:

Add the standard App Agent for Java arguments to the Java execution script for the HellowWord
applicaiton:

You can configure business transaction name using getter-chains. For more information, see

® Getter Chains in Java Configurations
® |dentify Transactions Based on POJO Method Invoked by a Servlet

Exclude Rule Examples for Java

® Exclude Business Transactions Using Exclude Rules
® Change the Default Exclude Rule Settings
® Use the Next Layer of Application Logic
® Use an Exclude Rule as a Filter
® Exclude Spring Beans of Specific Packages
® |earn More

Exclude Business Transactions Using Exclude Rules

Exclude rules prevent detection of business transactions that match certain criteria. You might
want to use exclude rules in the following situations:

* AppDynamics is detecting business transactions that you are not interested in monitoring.
® You need to trim the total number of business transactions in order to stay under the agent
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and controller limits.
® You need to substitute a default entry point with a more appropriate entry using a custom
match rule.

You can customize existing rules:
® Change the Default Exclude Rule Settings
and/or setting up new rules:

® Use the Next Layer of Application Logic
® Use an Exclude Rule as a Filter
® Exclude Spring Beans of Specific Packages

Change the Default Exclude Rule Settings

AppDynamics has a default set of exclude rules for Servlets. Sometimes you need to adjust the
default exclude rules by disabling a default rule or adding your own exclude rules.

Several entry points are excluded by default as shown here:

Exclude Rules

If @ Transaction matches any of the following rules, it will not be discovered.

+ \ - p
Type Mame Enable a

% Serviet XFire web-services serviet o ‘
% sServiet Apache Axis2 Serviet o

% sServiet Apache Axis2 Admin Serviet o

% Servlet Struts Action Serviet o

% sServiet Websphere web-services Serviet o

% sServiet VWebsphere web-services axis Serviet o

% sServiet JBoss web-services servlet o

) Serviet Apache Axis Serviet o

Use the Next Layer of Application Logic

When the incoming request starts at some control logic in your code that triggers different
business logic based on payload data, you may prefer the business logic class and method as
your business transaction names. You can exclude the control logic from being identified as the
business transaction, and have the business logic be identified instead.

For example, when the control logic and business logic are built as EJBs, enabling EJB discovery
will result in business transactions based on the control class and method. Instead, you can create
an EJB exclude rule using the match criteria Class Name Equals the control class name and then
the business logic APIs can be discovered as business transactions. This type of exclude rule
looks similar to this:
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MNew Exclude Business Transaction Match Rule - EJB

Name

Enabled o

Business Transaction Match Criteria

EJB Name

hethod

EJB Type

I Class Name | Equals P ourClasshame &.

Extends

Implements

Cancel Create Exclude Rule

Use an Exclude Rule as a Filter

Another reason to use an exclude rule is to use it like a filter, where you allow the eligible requests
and ignore everything else.

For example, you want to use default discovery rules. Your application is receiving URI ranges that
start with : /a, /b ... /z, however you want to monitor URIs only when they start with /a and /b. The
easiest way to achieve this is to create a Servlet exclude rule that does a Match : Doesn't Start
With /a or /b as shown here:

New Exclude Business Transaction Match Rule - Servlet - 0O >

Name  my-exclude-rule

Enabled |

Transaction Match Criteria Split Transactions Using Request Data Split Transactions Using Payload

Method ~

v URI | starts With v &.

@ NOT Condition
Selecting this will reverse the condition and return true if
NOT (condition)

Click here to
enable the NOT
condition

Hostname
Port
Class Name
Serviet Name
Cookie
A4
Cancel Create Exclude Rule
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Exclude Spring Beans of Specific Packages

In this scenario, an application has a couple of Spring Beans of the class java.lang.String and
java.util.ArrayList. Because of this, all instances of these classes are being mismarked as Spring
Beans with the same IDs. To fix this behavior and exclude specific Spring Bean IDs, you can
define an exclude rule as follows:

1. In the left navigation panel, click Configure -> Instrumentation.

2. Select the Transaction Detection tab.

3. Select your tier.

4. Navigate to the Exclude Rules section.

5. Click on "+" to create a new rule and select Spring Bean from the Entry Point Type menu.
6. Provide a name for the exclude rule.

7. In the popup, enable the Bean ID match criteria, use the Equals option and type the Spring
Bean ID that you want to exclude from discovery as a business transaction.

Mew Exclude Business Transaction Match Rule - Spring Bean

MName Exclude-yourlD

Enabled o

Business Transaction Match Criteria

‘ o Bean ID | Equals w | vourlD o.
% Method
Class Mame
| Extends
Implements
Cancel Create Exclude Rule
Learn More

® Business Transaction Configuration Methodology for Java
® Configure Business Transaction Detection

® Match Rule Conditions

® Regular Expressions In Match Conditions

Configure Multi-Threaded Transactions for Java

® Default Configuration
® Custom Configuration
® Managing Thread Correlation Using a Node Property
® Enabling and Disabling Asynchronous Monitoring
®* To Disable the New Method of Asynchronous Monitoring
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® To Disable all Asynchronous Monitoring
® To Enable Asynchronous Monitoring
® |earn More

AppDynamics collects and reports key performance metrics for individual threads in multi-threaded
Java applications. See Trace MultiThreaded Transactions for Java for details on where these
metrics are reported.

In addition to support for applications written in Java, applications running in the JVM that are
written with Groovy are also supported. Groovy classes can be intercepted, servlets are detected
by default, and exit calls and thread correlation are supported without any additional configuration.

Default Configuration

Classes for multi-threaded correlation are configured in the <excludes> child elements of the
<fork-config> element in the
<App_Server_Agent_Installation_Directory>/conf/app-agent-config.xml file.

The default configuration excludes the java, org, weblogic and websphere classes:
<fork-config>
<!-- exclude java and org -->
<excludes filter-type="STARTSW TH"' filter-value="com singularity/"/>
<excludes filter-type="STARTSW TH'
filter-value="javal/,javax/,comsun/,sun/,org/"/>
<!-- exclude webl ogi c and websphere -->

<excludes filter-type="STARTSW TH'
filter-val ue="com bea/, com webl ogi ¢/, webl ogi ¢/, com i bm , net/sf/, com nthange/""/>

Note: The agent supports package names where the levels in the hierarchy are either separated
by dots (.) or slashes €9 . The agent converts the dots to slashes internally.
Custom Configuration

You can edit the app-agent-config.xml file to exclude additional classes from thread correlation. All
classes not excluded are by default included.

You can also explicitly include sub-packages and subclasses of excluded packages and classes.
Use the <includes> or <include> child element to specify the included packages and classes.

Use the <excludes> and <includes> elements to specify a comma-separated list of classes or
packages. Use the <exclude> and <include> elements to specify a single class or package

Managing Thread Correlation Using a Node Property

You can also configure which classes or packages to include or exclude using a node property.
See thread-correlation-classes and thread-correlation-classes-exclude.

Enabling and Disabling Asynchronous Monitoring

1. You should disable monitoring of multi-threaded transactions on all agents if all of your agents
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and your controller are not at AppDynamics version 3.6 or higher. The previous methodology for
monitoring asynchronous communications was problematic. You can enable the feature after all of
your agents have been upgraded.

You must restart the agent after you enable or disable this feature.
To Disable the New Method of Asynchronous Monitoring
1. In the left navigation pane click Configure->Instrumentation->Transaction Detection.

2. From the Actions menu in the upper left corner click Disable Async Monitoring.

* bt Transaction Detection

Dizable Async. Monitoring

To Disable all Asynchronous Monitoring

Set the App Agent Node property, thread-correlation-classes-exclude to disable asynchronous
monitoring for all the relevant classes.

t hread-correl ati on-cl asses-excl ude=a, b,c,d,e,f,...z

or

Add the following line under the fork-config section of the app-agent-config.xml file.

<exclude filter-type="REGEX" filter-value=".*"/>

To Enable Asynchronous Monitoring
1. In the left navigation pane click Configure->Instrumentation->Transaction Detection.

2. From the Actions menu in the upper-left corner click Enable Async Monitoring.

*' Transaction Detection

Enable Asyne, Manitoring

Learn More

® Configure Business Transaction Detection
®* App Agent Node Properties

Configure End-to-End Message Transactions for Java

® About End-to-End Message Monitoring
® Configure End-to-End Performance Monitoring
® To enable end-to-end message transaction monitoring
® End-to-End Performance Metrics
® | earn More
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About End-to-End Message Monitoring

As described in Configure Multi-Threaded Transactions for Java, AppDynamics can automatically
detect and monitor asynchronous threads spawned in Java and .NET applications as part of a
business transaction. The request response times for such business transactions reflect the length
of time from when the entry point thread receives the request until it responds to the client. In a
highly distributed, asynchronous application, however, this response time doesn't always reflect
the actual amount time it takes to fully process a request.

For example, consider an asynchronous application with an entry point method in a request
handler that spawns multiple threads, including one to serve as the final response handler. The
request handler thread then returns a preliminary response to the client, stopping the clock for
purposes of measuring the response time of the business transaction.

Meanwhile the spawned threads continue to execute until completion, at which point the response
handler generates the final response to the client. In this case, the time it takes for the complete,
logical transaction that the AppDynamics user wants to monitor does not match the reported
response time metric for the business transaction.

End-to-end metrics give you a way to measure the processing time for business transactions for
which response time alone does not reflect the entire request processing workflow. The
end-to-end message metrics show how long it takes to process the end-to-end transactions, the
number of end-to-end transactions per minute, and the number of slow end-to-end message

processing events.

Configure End-to-End Performance Monitoring

To use end-to-end message monitoring, you need to identify a method in your application that acts
as the logical end point in the transaction processing sequence. For our sample response handler,
this could be the method in the response handler that waits for threads to complete, assembles the
response and sends it to the client.

To enable end-to-end message monitoring in AppDynamics:

®* Make sure that the threads in the logical transaction processing flow are traced by
AppDynamics, including the thread that contains the end-point method. If needed, configure
custom correlation to ensure that all threads are properly traced. For more information, see
in Configure Multi-Threaded Transactions for Java.

® Configure the end-to-end message settings in the App Agent for the node that contains the
business transaction entry point, as described here

To enable end-to-end message transaction monitoring

1. In the application navigation tree, navigate to the node that contains the entry point for the
messages for which you want to measure end-to-end performance.

2. Click the Agents tab.
If the Agents item is not visible in the tab bar, expand the tab bar, as shown:
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ACME Book Store Application Inventory Server » Node_8002 last 15 minutes

Dashboard Hardware: Memaory JYM Events Slow Response Times >

App Server Agent Machine Agent Agent Diagnostic Stats Errors e
Transaction Snapshots
Agentis:| on Reset Configure Transaction Analysis
Agents N
Properties

Varsion  Server Agentv3.8.0.0 GA DEV-BUILD Date 2014-04-18 11:08
JVM Version  OpenJDK 84-Bit Server VM 1.6.0_30 Sun Microsystems Inc.
Last Agent Restart  04/18/14 11:11:41 AM
Reporting  +
Uptime 100 %

Install DI Jroctiappdynamics/can-mpTIER3TOMCAT/appagent

Click the Configure button.

Click Use Custom Configuration.

Set values for the following agent properties by double-clicking the property and entering
new values for each:

a. async-transaction-demarcator: Specifies the class name and name for the method
that serves as the termination point for the end-to-end transaction. It should be in the
format: class_name/method_name

b. end-to-end-message-latency-threshold-millis: Optionally, set a value in milliseconds
that, if exceeded by the time it takes to process an end-to-end message, causes the
transaction to be considered a slow end-to-end message and sends an event to the
Controller.

You can navigate to the settings quickly by filtering the view with "async". For example:

aprw

Select Application, Tier, Hode .
Customized? Node_8002
¥ @8 ACME Book Store Applicat
Use Parent Gonfiguration (Tier or Application)
» @ ECommerce Server
@ Use Custom Configuration
» @ Inventory Server
* Save Copy to Overwrite with Inventory Server Configuration
» @ order Processing Serve EY 2t/ J
* Unzaved Changes

Showing 2 of 46 properties O async
Nams Dascription value
async-transaction-demarcator This Class Name/method name combination marks the end of an async  myCartisendlitems

distributed transaction

Use the format ClassName/Method Name e.q. foo/bar where foo is class

name and bar Is method name
end-to-end-message-latency-threshold-millis  Enable end to end message latency monitoring for distributed 35

asynchronouse systems by setting up a threshold any message taking
more than the threshold is viewable through Event Viewer.

6. Click Save to apply your changes.

End-to-end latency metrics should now appear for any business transactions that has an entry
point on the configured node and invokes the transaction demarcator method. Values for
end-to-end message transaction performance should also appear in the metric browser view for
the node and for the overall application.

End-to-End Performance Metrics

The overall application performance metrics for end-to-end message transactions are:

® Average End to End Latency: The average time in milliseconds spent processing
end-to-end message transactions over the selected time frame.

®* End to End Messages per Minute: The average number of transactions that are measured
as end-to-end message transactions per minute over the selected time frame.
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®* Number of Slow End to End Messages: The number of end-to-end message transactions
that exceeded the configured end-to-end latency threshold over the selected time frame.

For information on how to accessing the overall application performance metrics, see Metric
Browser.

Learn More

® Measure Distributed Transaction Performance
® Configure Multi-Threaded Transactions for Java

Configure Backend Detection for Java

®* Types of Exit Points
® View the Discovery Rules
Revise Backend Discovery Rules
® Change the Default Discovery Rules
® Add Backend Discovery Rules
® Add Custom Exit Points
® Propagate Changes to Other Tiers or Applications
® Learn More

To review general information about monitoring databases and remote services (collectively
known as backends) and for an overview of backend configuration see Backend Monitoring.

Types of Exit Points

Each automatically discovered backend type has a default discovery rule and a set of configurable
properties. See the following:

Configure Custom Exit Points for Java
Configurations for Custom Exit Points for Java
HTTP Exit Points for Java

JDBC Exit Points for Java

Message Queue Exit Points for Java

Web Services Exit Points for Java

Cassandra Exit Points for Java

RMI Exit Points for Java

Thrift Exit Points for Java

View the Discovery Rules

To view the discovery rules for an automatically discovered backend, access the backend
configuration window using these steps:

1. Select the application.

2. In the left navigation pane, click Configure -> Instrumentation.

3. Select the Backend Detection tab.

4. Select the application and the tab corresponding to your agent platform (Java, .NET, PHP).
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q ABaEhi desnt b BT nsirumentation _
‘ bt Transaction Detection Backend Detection End User Experignce Error De ftic Data Collectors Call Graph Settings
Select Application ar Tier L] ‘i
‘ ‘ ACME Online Bookstore

Customized?

¥ gy ACME Online Bookstare
Java - Backend Detection -NET - Backend Detection PHP - Backend Detection

I E-Commerce

l. Inventary Copy Configure all Tiers to use this Configuration

. Order Processing

The Automatic Backend Discovery default configurations for that agent are listed.

5. In the Automatic Backend Discovery list, click the backend type to view.
A summary of the configuration appears on the right. For example, the following figure shows that
JMS backends are auto-discovered using the Destination, Destination Type, and Vendor.

v Automatic Backend Discovery

Type Enabled JMS
IBM MQ -
=i = Automatic Discovery

HTTP

4 Enabled
JOBC o

Caorrelation Enabled v
JMS o
Mame JMS Backends Using  Destination, DestinationType, Vendar

Cassandra o
RABBITMQ o Edit Automatic Discovery \ﬁ_r’
RMI L

Revise Backend Discovery Rules

If the default settings don't give you exactly what you need, you can refine the configuration in the
following ways:

® Change the default discovery rules:
® Enable or disable one or more of the properties
® Use one or more specified segments of a property
® Run aregular expression on a property
® Execute a method on a property

® Add new discovery rules
® Add custom exit points

The precise configurations vary according to the backend type. These general features are
configurable:

* Discovery Enabled - You can enable and disable automatic discovery for the backend type.
Undiscovered backends are not monitored.

® Correlation Enabled - You can enable and disable correlation. Correlation enables
AppDynamics to tag, trace, and learn about application calls to and through the backend to
other remote services or tiers. For example, if a call is made from Tierl -> Backendl ->
Tier2, Tier2 knows about the transaction flow because the agent "tags" the outbound call
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from Backendl to identify it as related to the same transaction that called Backendl from
Tierl. If you do not care about activity downstream from the backend, you may want to
disable correlation.

® Backend Naming - You can configure how backends are named.

Change the Default Discovery Rules

When you need to revise the default set of discovery rules, in many cases, you can achieve the
visibility you need by making adjustments to the default automatic discovery rules. For some

scenarios, you might want to disable some or all of the default rules and create custom rules for
detecting all your backends. AppDynamics provides flexibility for configuring backend detection.

For example, detection of HTTP backends is enabled by default. In Java environments, HTTP
backends are identified by the host and port and correlation with the application is enabled. To
change the discovery rule for HTTP backends in some way, such as disabling correlation, omitting
a property from the detected name, or using only certain segments of a property in the name, you
edit the HTTP automatic discovery rule.

Review the rules for each exit point to determine the best course of action for your application if
the default discovery rules do not give the results you need for your monitoring strategy.

To change default backend automatic discovery rules

1. From the left-hand navigation panel, select Configure -> Instrumentation. Then select the Bac
kend Detection tab and the application or tier you want to configure.

2. In the Automatic Backend Discovery list, select the backend type to modify.
The rule summary appears in the Automatic Discovery panel on the right.

3. Click Edit Automatic Discovery.
The Edit Automatic Backend Discovery Rule window appears.

4. For each property that you want to configure:

® Select the property in the property list.

® Check the property check box to use the property for detection; clear the check box to omit
it.

® |f you are using the property, choose how the property is used from the drop-down list.
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Use itas is

Use it as is

Use a segment of it

Run a Reqular Expression on it

Execute methods on it igetter chain)

* |f you have a complex property, such as the URL, destination, or a query string, and you
want to eliminate some parts of it or need some additional manipulation you can use an
option from the second drop-down list such as Run a Regular Expression on it or Execute
methods on it (getter chain). Each option has associated configuration parameters. For
example, you have options for manipulating the segments of the URL.

B L s B e T i W WO L P A e A i L S, TR e

URL

Use URL in the Backend Name

How will URL be used in the Backend Mame? | Use a segment of it -

| Use the Specified Segments: - | (Comma Separated Lis

e the Last N Segments:

Use the Specified Segmeants: !}'

; Use the First N Seagments:
} <
4

| Cancel || oK |

5. Check Enabled to enable the rule; clear the check box to disable it.
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6. Check Correlation Enabled to enable correlation.

7. Click OK.

Add Backend Discovery Rules

AppDynamics provides the additional flexibility to create new custom discovery rules for the
automatically discovered backend types. Custom rules include the following settings:

Name for the custom rule.

Priority used to set precedence for custom rules.

Match Conditions used to identify which backends are subject to the custom naming rules.
Backend Naming Configuration used to name the backends matching the match
conditions.

The window for adding custom discovery rules looks like this:

Create Custorm HTTP Backend Discovery Rule

Mame

Enabled v

Correlation Enabled |«

L]

Pricrity 1

Match Conditions

Backends that match ALL of the enabled match conditions below will be discoverad and named accoring to the 'Backend Maming Configuration® below. You must configure
at lgast one condition.

Host
Port
URL
Cuery String

Backend Naming Configuration

Configure how Backends will be named, what properties to use in the name, and how to use those properies. All of the properties used will be concatenated together in
the Backend name.

Property Use in Mame Host
Host o =
« Use Hostin the Backend Name
Fort o
URL * How will Host be used in the Backend Name? Use it as is b
Query String b4 o
Close Cancel OK

To create a custom discovery rule for an automatically discovered backend type, use these steps:

1. In the Automatic Backend Discovery list, select the backend type.
The Custom Discovery Rules editor appears in the right panel below the Automatic Discovery
panel.

2. Click Add (the + icon) to create a new rule or select an existing rule from the list and click the
edit icon to modify one.
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» Automatic Backend Discovery

Type Enabled JDBC
1B G L
o - Automatic Discovery

HTTF o
JOBC

° Correlatiol
JE o

Mame JOBC Backe

Cassandra o
RRAI o
Binary Remaoting o
Web Service o Custom JDBC Discover

These Custom Rules can i
configuration will.

+

Ng:r?r-

Add

3. Enter a name for the custom rule.
4. Confirm the settings for Enabled and Correlation Enabled (if applicable).

4. Enter the priority for the custom rule compared to other custom rules for this backend type. The
higher the number, the higher the priority. A value of O (zero) indicates that the default rule should
be used.

5. In the next section, configure the match conditions.
Match conditions are used to identify which backends should use the custom rule. Backends that
do not meet all the defined match conditions are discovered according to the default rule.

7. In the next section, configure the naming for the backends matching the rule. The naming
configuration must include the property used by the match condition.

8. Save the configuration.
See specific exit points for examples.

Add Custom Exit Points

When your application has backends that are not automatically discovered, you can enable
discovery using custom exit points. To do this, you need to know the class and method used to
identify the backend. See Configure Custom Exit Points for Java.

Propagate Changes to Other Tiers or Applications

When you have made changes to the backend detection rules, you may want to propagate your
changes to other tiers or applications.

To copy an entire backend detection configuration to all tiers
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1. Access the backend detection window. See View the Discovery Rules.
2. In the left panel select the application or tier whose configuration you want to copy.

3. Click Configure all Tiers to use this Configuration.

To copy an entire backend detection configuration to another tier or application

1. Access the backend detection window. See View the Discovery Rules.

2. In the left panel select the application or tier whose configuration you want to copy.

3. Click Copy.

4. In the Application/Tier browser, choose the application or tier to copy the configuration to.

5. Click OK.

Learn More

Backend Monitoring

Monitor Databases

Monitor Remote Services

Hierarchical Configuration Model

Configure Custom Exit Points

Configurations for Custom Exit Points for Java

Configure Custom Exit Points for Java

® Default Backends Discovered by the App Agent for Java
® Configure Custom Exit Points for Java Backends
To create a custom exit point
To split an exit point
To group an exit point
To define custom metrics for a custom exit point
® To define transaction snapshot data collected
® Learn More

AppDynamics provides default automatic discovery for commonly-used backends. If a backend
used in your environment is not discovered, first compare the list of default backends to determine
whether you need to modify the default configuration. If it is not on the list then configure a custom
exit point according to these instructions.

Default Backends Discovered by the App Agent for Java

The default backends for Java are:

HTTP
JDBC

JMS
Cassandra
IBM MQ
RABBITMQ
RMI

Thrift

Copyright © AppDynamics 2012-2014 Page 166


http://docs.appdynamics.com/display/PRO14S/Backend+Monitoring
http://docs.appdynamics.com/display/PRO14S/Monitor+Databases
http://docs.appdynamics.com/display/PRO14S/Monitor+Remote+Services
http://docs.appdynamics.com/display/PRO14S/Hierarchical+Configuration+Model
http://docs.appdynamics.com/display/PRO14S/Configure+Custom+Exit+Points

APPDYNAMICS

®* Web Service

To configure a default backend see Configure Backend Detection for Java.
Configure Custom Exit Points for Java Backends

Configure Custom Exit Points

Use custom exit points to identify backend types that are not automatically detected, such as file
systems, mainframes, and so on. For example, you can define a custom exit point to monitor the
file system read method. After you have defined a custom exit point, the backend appears on the
flow map with the type-associated icon you selected when you configured the custom exit point.
You define a custom exit point by specifying the class and method used to identify the
backend. If the method is overloaded, you need to add the parameters to identify the
method uniquely.

You can restrict the method invocations for which you want AppDynamics to collect
metrics by specifying match conditions for the method. The match conditions can be
based on a parameter or the invoked object.

You can also optionally split the exit point based on a method parameter, the return
value, or the invoked object.

You can also configure custom metrics and transaction snapshot data to collect for the
backend.

To create a custom exit point

1. From the left navigation pane, click Configure -> Instrumentation and select the Ba
ckend Detection tab.

2. Select the application or tier for which you are configuring the custom exit point.

3. Ensure Use Custom Configuration for this Tier is selected.
Backend detection configuration is applied on a hierarchical inheritance model. See Hier
archical Configuration Model.

4. Scroll down to Custom Exit Points and click Add (the + icon).

5. In the Create Custom Exit Point window, click the Identification tab if it is not
selected.

6. Enter a name for the exit point. This is the name that identifies the backend.
7. Select the type of backend from the Type drop-down menu.

This field controls the icon and name that appears on the flow maps and dashboards.
Some of the values are shown in this screen shot:
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4

Select...
MET Directory Services o~
[ ADD.MET
' Y avro
CORBA
sd P cusTom
- Cachea
[## Cassandra
[ DB
3 ERP
ESB
0 File Server
— HTTF
P Buma
W JoBC
JMS
ol LDAP ik
MS MQ
= Mail Server
l mainframe

Massaging e

If the type is not listed, you can check Use Custom and enter a string to be used as the
name on the dashboards.

8. Configure the class and method name that identify the custom exit point.
If the method is overloaded, check the Overloaded check box and add the parameters.

9. If you want to restrict metric collection based on a set of criteria that are evaluated at
runtime, click Add Match Condition and define the match condition(s).

For example, you may want to collect data only if the value of a specific method
parameter contains a certain value.

10. Click Save.

The following screenshot shows a custom exit point for a Cache type backend. This exit
point is defined on the getAll() method of the specified class. The exit point appears in
flow maps as an unresolved backend named CoherenceGetAll.
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Create Custom Exit Point

Name: CoherenceGetall Type: Cache - Use custom

Identification Custom Metrics Snapshot Data

Define the class and method name which, when called, will be identified as a Custom Exit Point:

Class with a Class Name that » | ©quals | com Tangosol.netNamedCache

Method Mame getall Is this Method Cverloaded?

Match Conditions {optional)

Add Match Condition
Calls to the specified class and method name can be further split based by a combination of method parameters and return value:

Mame Diescription

Add

Cancel Save

To split an exit point

1. In the Backend Detection configuration window, click Add.

2. Enter a display name for the split exit point.

3. Specify the source of the data (parameter, return value, or invoked object).

4. Specify the operation to invoke on the source of the data: Use toString() or Use
Getter Chain (for complex objects).

5. Click Save.

The following example shows a split configuration of the previously created
CoherenceGetAll exit point based on the getCacheName() method of the invoked
object.
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dit Custom Exit Point ldentmer

Specify the parameter index or indicate if it the return value of the diagnostic data to be collectad.
Simple getters without parameters can be used on the paramter or the return value to be displayed against the display name spes

here.

Display Name Cachename

Create your own name for the data collected. This will be the display name for the data in Request Snapshat;

Collect Data From (_) Method Parameter @ Index:
( ) Return Value
o
@ Invoked Object

Cperation on Invoked Chject ) Use toString()

@ Use Getter Chain  getCacheMame()
for example: getAccount().getBalance()

'l Cancel [l Save

To group an exit point
You can group methods as a single exit point if the methods point to the same key.

For example, ACME Online has an exit point for NamedCache.getAll. This exit point has
a split configuration of getCacheName() on the invoked object as illustrated in the
previous screen shot.

Suppose we also define an exit point for NamedCache.entrySet. This is another exit
point, but it has the split configuration that has getCacheName() method of the invoked

object.
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dit Custom Exit Foin

MName: | CoherenceCachefscess Type: | Gache

Identification Custom Metrics Snapshot Data

Define the class and method name which, when called, will be identified as a Custom Exit Point:

Class | that implements an Interface which i) equals | com.tangosol netNamedCach:

Method Mame entrySet [=] Is this Method Overloadad?

Match Conditions (optional)

[ Add Match Condition [

Calls to the specified class and method name can be further split based by a combination of method parameters and i

Marme Diescription
CacheMame Collect data from the invoked object and capture the result of getCacheMNamea().

|Add|

If the getAll() and the entrySet() methods point to the same cache name, they will point
to the same backend.

Matching name-value pairs identify the back-end. In this case, only one key, the cache
name, has to match. So, here both exit points have the same name for the cache and
they resolve to the same backend.

To define custom metrics for a custom exit point
Custom metrics are collected in addition to the standard metrics.

The result of the data collected from the method invocation must be an integer value,
which is either averaged or added per minute, depending on your data roll-up selection.

To configure custom business metrics that can be generated from the Java method
invocation:

1. Click the Custom Metrics tab.
2. Click Add.
3. In the Add Custom Metric window type a hame for the metric.

4. Select Collect Data From to specify the source of the metric data.
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5. Select Operation on Method Parameter to specify how the metric data is processed.

6. Select how the data should be rolled up (average or sum) from the Data Rollup
drop-down menu.

7. Click Create Custom Metric.

To define transaction snapshot data collected

1. Click the Snapshot Data tab.

2. Click Add.

3. In the Add Snapshot Data window, enter a display name for the snapshot data.

4. Select the Collect Data From radio button to specify the source of the snapshot data.

5. Select the Operation on Method Parameter to specify how the snapshot data is
processed.

5. Click Save.

Learn More

Configurations for Custom Exit Points for Java

Configurations for Custom Exit Points for Java

This topic describes custom exit point configurations for specific backends in Java environments.

Caching System Backends
® Coherence Exit Points
¢ Sample Coherence Exit Point Configuration
® Memcached Exit Points
® Sample Memcached Exit Point Configuration
® EhCache Exit Points
® Sample EhCache Exit Point Configuration
SAP Exit Points
® Sample SAP Exit Point Configuration
Mail Exit Points
® Sample Mail Exit Point Configuration
LDAP Exit Points
¢ Sample LDAP Exit Point Configuration
MongoDB Exit Points
® Sample MongoDB Exit Point Configuration
Learn More

To implement these exit points, create custom exit points using the configuration described. To
learn how to create custom exit points, see To create a custom exit point.

Caching System Backends

Coherence Exit Points
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Name of the
Exit Point

Coherence.P
ut

Coherence.P
utAll

Coherence.E
ntrySet

Coherence.K
eySet

Coherence.G
et

Coherence.R
emove

Type

Cache

Cache

Cache

Cache

Cache

Cache

Method
Name

put

putAll

entrySet

keySet

get

remove

Sample Coherence Exit Point Configuration

Match
Criteria for
the Class

that
implements
an
interface
which

that
implements
an

interface
which

that
implements
an

interface
which

that
implements
an

interface
which

that
implements
an

interface
which

that
implements
an

interface
which
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net.NamedCa
che

com.tangosol.
net.NamedCa
che

com.tangosol.
net.NamedCa
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Splitting
Configuratio
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me()
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5 U

Class / Interface /
Superclass /
Annotation Name

Match Criteria
for the Class
| Add Custom Exit Point IdaW

Specify the parameter index or indicate if itis'the value of the diagnostic data to be collected
Simple getters without parameters can be used on the parameter or the return value to be displayed against the display name specified here

Display Name
Create your own name for the data collected. This will be the display name for the data in Transaction Snapshots

Collect Data From g Method Parameter @ Index: 0

Splitting
Return Valus Configuration

Invoked Object

Operation on Method Parameter Use toString()

@ Use Getter Chain | getCacheNamei)

for example: getAccount().getBalancer)
more help

Memcached Exit Points

Name of the Type Method Name Match Criteria Class/Interface/
Exit Point value Superclass/Ann
for the Class otation Name
Memcached.Add Cache add With a class net.spy.memcac
name that hed.Memcached
Client
Memcached.Set Cache set With a class net.spy.memcac
name that hed.Memcached
Client
Memcached.Rep  Cache replace With a class net.spy.memcac
lace name that hed.Memcached
Client
Memcached.Co Cache cas With a class net.spy.memcac
mpareAndSwap name that hed.Memcached
Client
Memcached.Get = Cache get With a class net.spy.memcac
name that hed.Memcached
Client
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Memcached.Re

move

Cache

remove

Sample Memcached Exit Point Configuration

EhCache Exit Points

Name of the
Exit Point

EhCache.Ge
t

EhCache.Put

EhCache.Put
IfAbsent

EhCache.Put
Quiet

Create Custom Exit Point i

Mame: | Memcached Add

With a class
name that

Type:

| Identification

Match Conditions (optional)

Class with a Class Name that

Add Parameter

Custom Metrics | Snapshot Data |
Bafimasthe class and method name which, when called, will be identified as a Custom Exit Point:

Match Criteria

for the Class

Method Name

Add Match Condition

Description

Cache

net.spy.memcac
hed.Memcached

Client

+ Bquals netspy.memcached MemcachedCliznt

Class / Interface /
Superclass /
Annotation Name

Is this Method Overloaded?

Calls to the specified class and method name can be further split based by a combination of method parameters and return value:

Type Method Match Class/Interfa = Splitting
Name Criteria cel Configuratio
value Superclass/ n
for the Class Annotation
Name
Cache get With a class net.sf.ehcach getName()
name that e.Cache
Cache put With a class net.sf.ehcach  getName()
name that e.Cache
Cache putlfAbsent With a class net.sf.ehcach = getName()
name that e.Cache
Cache putQuiet With a class net.sf.ehcach getName()
name that e.Cache
Copyright © AppDynamics 2012-2014 Page 175



APPDYNAMICS

EhCache.Re  Cache remove With a class net.sf.ehcach getName()
move name that e.Cache
EhCache.Re  Cache removeAll With a class net.sf.ehcach = getName()
moveAll name that e.Cache
EhCache.Re  Cache removeQuiet  With a class net.sf.ehcach getName()
moveQuiet name that e.Cache
EhCache.Re  Cache replace With a class net.sf.ehcach getName()
place name that e.Cache

Sample EhCache Exit Point Configuration

5

&

Class / Interface /
Superclass /
Annotation Name

Match Criteria
for the Class
Add Custom Exit Point IdanW

Specify the parameter index or indicate if it is The're value of the diagnostic data to be collected.
Simple getters without parameters can be used on tne parameter or the return value to be displayed against the display name specified here

Display Name
Create your own name for the data collected. This will be the display name for the data in Transaction Snapshots
Gollact Data From g Method Parameter @ Index: Iy
Splitting
Configuration

Return Value
Invoked Object

Operation on Method Parameter Use toString ()

@ Use Getter Chain getMame()
for example: getAccount() getBalance(}
more help

SAP Exit Points

Name of the Type Method Name Match Criteria Class/Interface/
Exit Point value Superclass/Ann
for the Class otation Name
SAP.Execute SAP execute With a class com.sap.mw.jco
name that .rfc.MiddlewareR
FC$Client
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SAP.Connect SAP
SAP.Disconnect  SAP
SAP.Reset SAP
SAP.CreateTID SAP
SAP.ConfirmTID  SAP

Sample SAP Exit Point Configuration

Create Custom Exit Point

Mail Exit Points

connect

disconnect

reset

createTID

confirmTID

Name:

SAP Execute

| Identification Custom Metrics

and method name which, when called, will be identified as a Custom Exit Point:

Match Criteria - s
for the Class
Method Name

Method Parameters (optional)

Match Conditions (optional)

Calls to the specified class and method name can be further split based by a

Name

Delete

| Snapshot Data ‘

with a Class Name that

Add Parameter

Add Match Condition

Description

With a class
name that

With a class
name that

With a class
name that

With a class
name that

With a class
name that

+ | equals  com.sap.mw.jco.rfc.MiddlewareRFCSClient

ion of method

com.sap.mw.jco
.rfc.MiddlewareR
FC$Client

com.sap.mw.jco
.rfc.MiddlewareR
FC$Client

com.sap.mw.jco
.rfc.MiddlewareR
FC$Client

com.sap.mw.jco
.rfc.MiddlewareR
FCS$Client

com.sap.mw.jco
rfc.MiddlewareR
FC$Client

Class / Interface /
Superclass /
Annotation Name

rs and return value:
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Name of the Type Method Name Match Criteria Class/Interface/
Exit Point value Superclass/Ann

for the Class otation Name
MailExitPoint.Se  Mail Server send With a class javax.mail.Trans
nd name that port
MailExitPoint.Se  Mail Server sendMessage With a class javax.mail. Trans
ndMessage name that port

Sample Mail Exit Point Configuration

Create Custom Exit Point

Mame: | MailExitPoint Sand

Class / Interface /
Superclass /
Annotation Name

| Identification Custom Metrics | Snapshot Data |

class and method name which, when called, will be identified as a Custom Exit Point:
Match Criteria Class | with a Class Name that ~ | equals | javaxmail Transpor|
for the Class Method Name send |5 this Method Overloaded?

ameters (optional)

LDAP Exit Points

Add Parameter
Match Conditions (optional)
Add Match Condition l
Calls to the specified class and method name can be further split based by a combination of method parameters and return value: ’
Name Description l
Add Edit Delete
Cancel Save
P e T e e A VA

Name of the Type Method Name Match Criteria Class/Interface/
Exit Point value Superclass/Ann
for the Class otation Name
LDAPEXitPoint. LDAP bind With a class javax.naming.dir
Bind name that ectory.InitialDirC
ontext
LDAPEXitPoint. LDAP rebind With a class javax.naming.dir
Rebind name that ectory.InitialDirC
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LDAPEXxitPoint. LDAP search
Search

LDAPEXxitPoint. LDAP modifyAttributes
ModifyAttributes

LDAPEXitPoint. LDAP getNextBatch
GetNextBatch

LDAPEXxitPoint. LDAP nextAux
NextAux

LDAPEXxitPoint. LDAP createPooledCo
CreatePooledCo nnection
nnection

LDAPEXxitPoint. LDAP search
Search

LDAPEXxitPoint. LDAP modify
Modify

Sample LDAP Exit Point Configuration

With a class
name that

With a class
name that

With a class
name that

With a class
name that

With a class
name that

With a class
name that

With a class
name that
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com.sun.jndi.lda
p.LdapNamingE
numeration

com.sun.jndi.lda
p.LdapClientFact
ory
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ory
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Create Custom Exit Point

Mame: | LDAPExitPoint.Bind”

| Identification Custom Metrics ‘ Snapshot Data ‘

Class / Interface /
Superclass /
Annotation Name

i i lass and method name which, when called, will be identified as a Custom Exit Point:
MatCh G”terla with a Class Name that ~ equals javax.naming directory InitialDirContex!
for the Class Method Mame | bind  _ | |5 this Method Overloaded?
cl FJ'J‘V'i.'Zr}!IH' jonal) +|
Add Parameter
Match Conditions {optional)
!
Add Match Condition
Calls to the specified class and method name can be further split based by a ion of method rs and return value:
Name Description
Edit Delete ‘
Cancel Save
—
MongoDB Exit Points
Name of = Type Method  Match Class/Int  Splitting Snapsho
the Name Criteria erface/ configuration/ t Data
Exit value Supercla Custom Exit Point
Point for the ss/Annot Identifier
Class ation
Name
Collect Operatio
Data non
From Invoked
value for Object
the value for
Class the
Class
MongoD  JDBC insert With a com.mon Invoked_  getDB().g Paramete
B.Insert class godb.DB  Obiject. etName() r_0.toStri
name Collection ng()
that
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MongoD
B.Find

MongoD
B.Update

MongoD
B.Remov
e

MongoD
B.Apply

Sample MongoDB Exit Point Configuration

JDBC

JDBC

JDBC

JDBC

find

update

remove

apply
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With a
class

name
that

With a
class

name
that

With a
class

name
that

With a
class

name
that

com.mon
godb.DB
Collection

com.mon
godb.DB
Collection

com.mon
godh.DB
Collection

com.mon
godb.DB
Collection

Invoked
Object.

Invoked
Object.

Invoked_
Object.

Invoked
Object.

getDB().g
etName()

getDB().g
etName()

getDB().g
etName()

getDB().g
etName()

Paramete
r_0.toStri

ng()

Paramete
r_0.toStri

ng()

Paramete
r_0.toStri

ng()

Paramete
r_0.toStri

ng()
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Class / Interface /
Superclass /
Annotation Name
Match Criteria
for the Class

Add Custom Exit Poin Idantifiaw

Specify the paramater index offindicate if it is the return value of the diagnostic data to be collected
Simple getters without paramefers can be used on the parameter or the return value to be displayed against the display name specified here.

Display Namg
Create your own name for the data collected. This will be the display name for the data in Transaction Snapshots
Method Parameter @ Index:
Splitting
Configuration

Return Value
Invoked Cbject

Operation on Invoked Object Use toString()

@ Use Getter Chain| getDB().getNamei)

for example: getAccounty).getBalance()
more help

Add Snapshot Data

Specify the parameter index or indicate if itis the return value of the diagnostic data to be collected.
Simple getters without parameters can be used on the parameter or the return value to be displayed against the display name specified here

Display Name
Create your own name for the dats collected. This will be the display name for the data in Transaction Snapshots
Collect Data From Method Parameter @ Index: O
Return Value
@ Invoked Object
Operation on Invoked Object Use toString()

@ Use Getter Chain | Parameter_0.toString()
for example: getAccount() getBalance()
more help

Cancel Save

Learn More

® Configure Backend Detection (Java)
® Configure Custom Exit Points

HTTP Exit Points for Java

® Automatic Discovery and Default Naming
® HTTP Configurable Properties
® Changing the Default HTTP Automatic Discovery and Naming
® Examples
® HTTP Service
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® HTTP Backends With Different Formats
® | earn More

This topic explains HTTP exit point configuration. To review general information about monitoring
databases and remote services (collectively known as backends) and for an overview of backend
configuration see Backend Monitoring. For configuration procedures, see Configure Backend
Detection (Java).

Automatic Discovery and Default Naming

By default, AppDynamics automatically detects and identifies HTTP exit points (backends). HTTP
exit point activity includes all HTTP calls done outside of a web service call. Web service calls are
not considered an HTTP exit point. The Host and Port properties are enabled in the default HTTP
automatic discovery rule. From the enabled properties AppDynamics derives a display name, for
example: "myHTTPHost:5000". By default, AppDynamics groups HTTP backends together on the
application flow map as shown:

. * q HTTP-BaEkD nd _

* bt Dazhboard Top Business Transactions Transaction Snapshots

Application Flow Map -

<1 calls / min, 5389 ms
0 calls/min, 2.67 ms

f@ - — __I_T'.I'TF"— )

3 acleane
HTTP1 3 HTTPE.H_.I'IJS

Click the HTTP Backends label to see the individual backends listed.
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‘ b Dashboard Top Business Transactions Transaction Snapshots Transaction Analysis

Application Flow Map =

<1 calls /f min, 538 ms
1 0 calls/min, 2.67 ms

% —— '\___IT'I.'TF-'L )
3 HTTP backends

s

HTTP1

Calls To Multiple Backends Discovered

Multiple calls of type HTTP to the following Backends were discovered. When a Backend is —
called by multiple tiers it will occur in this list multiple times. Select a specific Backend to view its  (_nrre )

details.

From  To Backend Calls { min = Calls Resp. Time (ms) Errors /min  Errors
Tier

HTTP  hitp:dlocalhostl: 20 a 3 4 a a

1

HTTF  hitp:flocalhostt:80 0 3 2 a 0

1

HTTP  hitp:dlocalhostz: 20 a 3 2 a a

1

Closa

If you edit the flow map to ungroup the HTTP backends, you can see each separate HTTP
backend and how it uses the default discovery rule for naming.
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L | |
* bt Dashboard

Application Flow Map =

=1 calls / min, 532 ms

——_0 calls/min, 2 ms

HTTP1

Top Business Transactions

Transaction Snapshots

_HTTP )

0 callsimin, 2 ""3 http:/flocalhost: 80

0 calls/min, 4 ms

HTTP |

_HTTR)

http:/flocalhost2:80

HTTP Configurable Properties

http:/flocalhostd: 80

Trans

You can enable or disable the use of the following properties for HTTP exit points.

Configurable Properties

Host
Port
URL

Query String

Used by Default

in Detection and Naming

Yes
Yes
No
No

For procedures, see Configure Backend Detection (Java)

Changing the Default HTTP Automatic Discovery and Naming

Depending on exactly what you need to monitor, there may be times when you want to change the
default HTTP configuration. When you see things such as EC2 host names, file paths, and ports in
the backend name, changing the default discovery rule may help. For example, when all the HTTP
backends for a tier or application have a similar format, such as a prefix like "ec2storage", you can
generate the right name and the correct number of backends to monitor by editing the automatic
discovery rule. Doing this enables you to monitor the key performance indicators (KPIs) that are of

most interest to you.
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Examples

HTTP Service

Consider a scenario with the following HTTP URLSs:

http://ec2-17: 5400/ servi cel
http://ec2-17: 5450/ servi ce2
http://ec2-18: 5400/ servi cel
http://ec2-18: 5450/ servi ce2

In this case, measuring performance based on host name would be of no use since the IP
addresses are transient and all performance numbers would be irrelevant after the IP addresses
recycle. Therefore, you want to monitor by service name. To do this you need to avoid using the
Host and Port properties in your configuration and use only the URL property.

1. Edit the Automatic Backend Discovery rule for HTTP. See Configure Backend Detection
(Java) for details on accessing this screen.

Select Application or Tier 4
Customized?

gpg ACME Book Store Application

¥ &'y ACME Book Store Application
HE Java - Backend Detection .NET - Backend Detection PHP - Backend Detection
f. ECommerce Server

. nventory Server Copy Configure all Tiers to use this Configuration
l. Order Processing Server

+ Automatic Backend Discovery

Typa Enabled HTTP
IBM MO . - .
- Automatic Discovery

I < Enabled
JOBC v .

Correlation Enabled o
JME '

MName HTTP Backends Using  Host, Port

Cassandra o
RMI . Edit Automatic Discovery
Binary Remating v

Custom HTTP Discovery Rules

Web Service .

e ’ These Custom Rules can be used to name backends differently than the Automatic Discovery
will.

2. First select and disable the use of Host and Port.

3. Then select and enable the property you want to use to uniquely identify the backend. In this
case, select URL and check Use URL in the Backend Name.

4. For the field How will URL be used in the Backend name?, select Use a segment of it.

5. From the segment options drop-down list, select Use the first N Segments, then specify that
the first segment should be used. In this case the split delimiter is a / (slash). The backend naming
configuration looks similar to the following:
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Edit Automatic HTTP Backend Discovery

Enabled W
Correlation Enabled o

Backend Naming Configuration

Configure how Backends will be namead, what properties to use inthe name, and how to use those properies. All of the properties usad will be concatenated together in
the Backend name.

Property Use in Mame URL I
Host e €
w| Use URL in the Backend Name
Fort »
URL v Heww will URL be used in the Backend Mame? Use a segment of it -
Query String » e
Use the First M Segments: v 1 (Mumber of Segments)
Split Delimater
MMerge Delimeter
Close Cancel oK

A similar technique can be used to strip out some segment of the URL, such as a user name as in
the following URLSs:

[http://host: 34/ create/usernanel]
[http://host: 34/ create/usernane2]

What you care about in this case is the "create" service, so your configuration is the same as in
the previous screen shot.

6. Once you change the configuration, you should delete all HTTP backends. Then, as the agent
rediscovers the backends according to the changed configuration, you see only the service
backends in the flow map.

HTTP Backends With Different Formats

Consider a set of HTTP backends that have different formats, for example, some are prefixed with
ec2storage, some are salesforce.com or localhost and so on,. In this case, you don't change the
automatic discovery rule. Instead you create a custom rule. This is because you need different
rules for the different URL formats as follows:

® For format "ec2storage/servicename”, you need to use the URL
® For format "salesforce.com”, you want to use the host name
® For the other backends, you might want to use the query string

In some cases, your HTTP backend discovery configuration might consist of a combination of the
default rule and custom rules. A custom rule to handle the "ec2storage” URLs might look similar to
the following:

Copyright © AppDynamics 2012-2014 Page 187



APPDYNAMICS

Create Custom HITF Backend Discovery Rule

MName EC2 Storage

Enabled o

Correlation Enabled |«

Priarity 1 -

Match Conditions

Backends that match ALL of the enabled match conditions below will be discovered and named accoring to the 'Backend Maming Configuration® below. ¥ou must
at least one condition.

v Host | Contains w _ecZstorage &.

Port
URL
Query String

Backend Naming Configuration

Configure how Backends will be named, what properties to use in the name, and how to use those properies. All of the properties used will be concatenated toge
the Backend name.

FProperty Use in Mame URL
Host b e G
w | sz URLin the Backend Name
Port b4
I URL o I Hoow will URL be used in the Backend Mame? Use it as is b4
Cuery String b4 e

Learn More

Configure Backend Detection (Java)
Backend Monitoring

Monitor Remote Services

Configure Backend Detection

®* Flow Maps

JDBC Exit Points for Java

® Auto-Discovery and Default Naming
® JDBC Configurable Properties
® Changing the Default JDBC Automatic Discovery and Naming
® Examples
® Multiple Databases from Same Vendor
* JDBC with Complex URLs
® EC2 Hosted Databases
® |earn More

This topic covers JDBC exit point configuration. To review general information about monitoring
databases and remote services (collectively known as backends) and for an overview of backend
configuration see Backend Monitoring. For configuration procedures, see Configure Backend
Detection (Java).

Auto-Discovery and Default Naming

JDBC backend activity consists of all JDBC calls including inserts, queries, updates, getting
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connections from connection pools, and so on. By default, JDBC backends are identified using the
logical properties of the database:

URL

Host name

Port number
Database schema
Version

Vendor

From these properties AppDynamics derives a display name, for example "XE-Oracle DB". You
can see an Oracle JDBC database on the following flow map.

() ACME Online Bookstore » [BEVEI=LEECEEN Y XE-Oracle DB ;

‘ b Dazhboard Slowest Database Calls

Flow Map - o

) o JOBC 18 calls/min, 1646 ms
w— 3

XE-Oracle DB

E-Commerce

You can see the values of the database properties on the database dashboard.

Backend Properties % |

Host: o~

DEMOCLOUDS SAAS APPDYNAMICS.COM |

Major Version:

Oracle Database 119 Express Edition Release
11.2.0.2.0 - B4bit Production :

Part:
1522

Lrl:

jdbc:oracle:thin: @democloud 4 .saas. appdynamics.
com:1522:XE

Vendar:

Oracle DB s

JDBC Configurable Properties
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You can enable or disable the use of the following properties for JDBC exit points.

Configurable Properties Property Used by Default Description
in Detection and Naming
URL Yes JDBC URL provided to the
driver
Host Yes Database host
Port Yes Database port
Database Yes Database schema
Version Yes Database version as reported

by JDBC driver

Vendor Yes Database vendor as reported
by JDBC driver

Changing the Default JDBC Automatic Discovery and Naming

Depending on exactly what you need to monitor, you may want to change the default JDBC
configuration. When you see the same physical database represented as multiple JDBC
databases, you may need to revise the automatic discovery rule. Doing this enables you to more
effectively monitor the key performance indicators (KPIs) that are of most value to you.

Examples

Multiple Databases from Same Vendor

JDBC connections to the same physical Oracle database (with the same URI) may appear as
multiple backends. In some circumstances, the Vendor property captured for the database is
different. This can happen when different drivers are used to access the database. For example,
you might see JDBC backends with the following vendor names:

® QOracle DB
® Oracle

If the database driver package name matches the standard Oracle database driver, then the
vendor name used is "Oracle DB". If it doesn't match, then the product name from the database
metadata (using the java.sqgl.DatabaseMetaData class) is used as a vendor name. So database
calls that use different drivers to reach the same physical database may be detected as separate
databases. You can fix this by disabling the use of the Vendor property in the discovery rule.

JDBC with Complex URLs

In this example, the database URL is configured for high availability, so it is quite long and
complex. Choosing the Run a regular expression on it URL option is the way to go. Disable the
use of the Host and Port properties for JDBC automatic discovery. Instead enable the use of the
URL that appears in the JDBC call, along with a regular expression to get the correct database
naming and discovery.

For example, to extract all the hosts and all the ports from the following URL:
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j dbc: oracl e: thin: @DESCRI PTI ON_LI ST=( LOAD_BALANCE=C0FF) ( FAI LOVER=ON) ( DESCRI PTI ON=
( ADDRESS_LI ST=( LOAD_BALANCE=ON) ( ADDRESS=( PROTOCOL=TCP) ( HOST=t i t anpf ntl 01) ( PORT=1
521))) ( CONNECT_DATA=( SERVI CE_NAME=t r af r ef pf nD1. gl obal . trafi gura. con))) ( DESCRI PTI
ON=( ADDRESS_ LI ST=( LOAD_BALANCE=0N) ( ADDRESS=( PROTOCOL=TCP) ( HOST=t i t anpf ntl 02) ( POR
T = 1521))) ( CONNECT_DATA=( SERVI CE_NAME=t r af r ef pf nD1. gl obal . trafi gura.con))))

This sample is for a string that contains the host and service hame twice. You can also use port in
your regular expression if needed by your requirements.

The following regular expression applied to the previous high availability URL results in a backend
name similar to this:

titanpfmclO1-trafrefpfm01.global.trafigura.com-titanpfmcl02-trafrefpfm01.global.trafigura.com.

_¥HOST=([ M\ )] *). *SERVI CE_NAVE=([ "\ )] *) . *HOST=([ "\ )] *) . * SERVI CE_NAVE=(["\)]*) . *

Note: the expression starts and end with ".". Set *Regular expression groups to "1,2,3,4".
Set the Merge Delimiter to "-".
This configuration looks like this in the UI:

- Edit Automatic HTTP Backend Discovery

Enabled |«

Correlation Enabled |«

Backend Naming Configuration

Configure how Backends will be named, what properties to use in the name, and how to use those properies. All of the properties used will be concatenated together in the Backend name.

Property Use in Name URL
Host ® o
« Use URL in the Backend Name
Port b4
URL v How will URL be used in the Backend Name? Run a Regular Expression on it v
Query String *xK “
Reqular Expression | *HOST=([")]*).*SERVICE_NAME=(["\)]').*"HOST=(["}]*)."SERVICE_NAME=([")]*).*
Reqular Expression Groups | 1,2,34 (Comma Separated List of list)

Merge Delimiter

Also see Regular Expressions In Match Conditions.
EC2 Hosted Databases

AppDynamics automatically discovers JDBC backends based on host, port, URL, database,
version and vendor values. To monitor all JDBC databases that contain "EC2" in their host names
as a single database, create a JDBC custom discovery rule and use the following match condition:
Host Contains "EC2" as shown in the following screen shot.
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Create Custom JOBC Backend Discovery Rule

MName | ECZ-database

Enabled |w
Correlation Enabled Correlation is not supported for JDBC Backends.
o -
Priority 1 o

Match Conditions

Backends that match ALL of the enabled match conditions below will be discovered and named accoring to the 'Backend Maming Configuration' below. You must configure
at least one condition.

URL

o Host | Contains v | EC2 &,

Port %

Database
Version

Wendor

Assuming host names of the format "EC2-segment2-segment3", use the following naming
configuration:

Backend Naming Configuration

Configure how Backends will be named, what properties to use in the name, and how to use those properizs. All of the properties used will be concatenated togather in
the Backend name.

Property Use in Name Host
URL x -~
«| Use Host in the Backend Name
Host o
Part % » How will Host be used in the Backend Name? Use a segment of it A
Database b4
. Use the First N Segments: - 1 (Mumber of Segments)
Version »
Split Delimet

Vendor % o plit Delimatar

Merge Delimeter

Close Cancel OK

This configuration results in a single database icon on the flow map named "EC2".

Learn More

® Configure Backend Detection (Java)
® Backend Monitoring
® Monitor Databases

Message Queue Exit Points for Java

®* JMS Message Queue Exit Points
JMS Auto-Discovery and Default Naming
JMS Configurable Properties
Changing the Default IMS Automatic Discovery and Naming
Examples
® Monitor the Server by Ignoring the IMS Queue Name
® Temporary Queues
® Session ID in the Queue Name
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®* |BM Websphere MQ Message Queue Exit Points

®* |BM Websphere MQ Auto-Discovery and Default Naming

* |BM MQ Configurable Properties

® Example: Monitor the Server by Ignoring the MQ Queue Name

* RabbitMQ Message Queue Exit Points

®* RabbitMQ Auto-Discovery and Default Naming

® RabbitMQ Configurable Properties

® Changing the Default RabbitMQ Automatic Discovery and Naming

®* Example: Monitor the Server by Ignoring the RabbitMQ Queue Name
® |earn More

This topic covers message queue exit point configuration, including JMS, IBM MQ, and RabbitMQ.
To review general information about monitoring databases and remote services (collectively
known as backends) and for an overview of backend configuration see Backend Monitoring. For
configuration procedures, see Configure Backend Detection (Java).

For a list of supported message-oriented middleware products, see Supported Application Servers
and Portals for the App Agent for Java

JMS Message Queue Exit Points

JMS Auto-Discovery and Default Naming

JMS backend activity includes all IMS message send and publish activity. By default, IMS back
ends are identified using the logical properties of the JMS server, such as: vendor, destination
name, and destination type.

The default configuration uses all three properties of the JMS queue.

From the enabled properties AppDynamics derives a display hame, for example,
ActiveMQ-OrderQueue.

* bt Dashboard Slowest Remate Service Calls

Flow Map =

.,[.@I_MS 378 calls/min, 3 ms i )
T JMS 1011 calls/min, - ms

E-Commerce m —

Active MQ-OrderQueus Order Processing
JMS
Queue

The Backend Properties are visible on the Remote Services dashboard.
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Logout user1

Tl Active MQ-OrderQueue ? G (1 last 15 minutes

‘ v Dashboard Slowest Remote Sarvice Calls

Flow Map + o b | Backend Properties

Backend Properties

Ordgr Processing
Destination Name:

OrderQueue

JMS 6 calls/min, 2 ms JMS 6 calls/gin, - ms

Destination Type:
QUEUE

Active MO

Active MQ-OrderQueue

JMS Configurable Properties

The following properties can be configured to refine the identification of JIMS backends.

Configurable Properties Property Used by Default
in Detection and Naming

Destination Yes

Destination Type Yes

Vendor Yes

Changing the Default JMS Automatic Discovery and Naming

Depending on exactly what you need to monitor, there may be times when you want to change the
default IMS configuration. In most cases, you can generate the right name and the correct number
of backends to monitor by editing the automatic discovery rule. For example, you can disable use
of the Vendor property. If you do, then JMS backends with the same destination and destination
type are identified as the same backend and the metrics for calls with the same destination and
destination type are aggregated into one backend. Changing the default discovery rule can enable
you to monitor the key performance indicators (KPIs) that are of most interest to you.

Examples

Monitor the Server by Ignoring the JIMS Queue Name

In this example, the application is making calls to a message server that handles several queues.
The sample destination names look like this:

AccountQ
AccountReplyQ
AccountRecQ
AccountDebitQ

The default automatic discovery rule detects one backend for each unigue destination and so the
flow map shows one queue backend for each different queue name. In this example, each of the
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above would show as a separate backend on the application flow map. If you are interested in
monitoring the performance of the server and not each queue name, you can modify the
configuration to ignore the Destination property and use just the Type and Vendor. This
configuration looks similar to the following:

‘v

Selact Application or Tier “
Fe—— ‘% Acme Online Book Store

¥ g Acma Online Baok Stare

Tranzaction Datectian Backand Detection End Usar Exparience Error Detaction Diagnostic Oata Collactars Call Graph Satings anx >t

Java - Backend Detection  .NET - Backend Detection ] PHP - Backend Detection
| E-Commerce

B Inventary | Copy | | Configure all Tiers Lo use this Configuration

[ Order Precessing
+ Automatic Backend Discovery
Type Enatied JMs
1B MO

Automatic Discovery
HTTP

Enabled 4
Comalation Enabled  » (@)
Mame JME Backands Using  Deatination, Destination Type, Vendor

Create Custom JMS Backend Discovery Rule Edit Automatic Discovary
Name accounting-queue Custom JMS Discovery Rules
These Custam Rules can be used fo name backends differently than the Automatic Discovery
Enabled s configuration will
+
Correlation Enabled |« {h
me Enabled Friarity
e a Add
Priarity 1 =

B T e

Match Conditions

Backends that match ALL of the enabled match conditions below will be discovered and named accoring to the ‘Backend Naming Configuration’ below.
You must configure at least one condition

Destination
DestinationT ype
Vendor

Backend Naming Configuration

Configure how Backends will be named, what properties to use in the name, and how to use those properies. All of the properties used will s
concatenated together in the Backend name.

Property Use in Name Destination
Destination X "
Use Destination in the Backend Name
Destination Type v
Wendor v ™ How will DEstination be used in the Backend Name? Useitasis v
Close Cancel oK

Temporary Queues

In this example an application creates many temporary JMS response queues that are deleted
after the message is received. By default, Appdynamics discovers these queues separately and
lists each one as a unique remote service. This default behavior probably does not enable
effective monitoring. Instead, you can create a custom JMS discovery rule stating that if the
destination name contains "TemporaryQueue", list it as "WeblogicTempQueue", or whatever name
makes sense in your monitoring environment. In this way, you can monitor the performance that
matters. The configuration to accomplish this is shown in the following screen shot:
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Create Custom JMS Backend Discovery Rule

Name WeblLogicTempQueue
Enabled |«

Correlation Enabled |«

Priority 1

«

Match Conditions

Backends that match ALL of the enabled match conditions below will be discovered and named accoring to the '‘Backend Maming Configuration' below. You must configure
at least one condition.

Destination
DestinationType
Wandaor
Backend Naming Configuration

Configure how Backends will be named, what properties to use in the name, and how to use those properies. All of the properties used will be concatenated together in
the Backend name.

Property Use in Mame Destination o~
Destination v & o
w| Use Destination in the Backend Name
DestinationType o
Yendor o o How will Destination be used in the Backend Mame? Run a Regular Expression on it -
Reqular Expression
Reqular Expression Groups (Comma Separated List of list)
A

Close Cancel OK

Session ID in the Queue Name

If your JMS queues use the session ID in the destination, this causes each session to be identified
as a separate backend. In this case, you might not be interested in seeing each queue separately,
and instead want to aggregate everything for the same host and port to the same backend. You
can generate the right name and the correct number of backends to monitor by editing the
automatic discovery rule. Doing this enables you to monitor the key performance indicators (KPIs)

that are of most interest to you.
IBM Websphere MQ Message Queue Exit Points

IBM Websphere MQ Auto-Discovery and Default Naming

IBM MQ, also known as IBM WebSphere MQ and IBM MQSeries, is IBM's message-oriented
middleware similar to JMS. Several additional properties are configurable, such as host and port.
This is useful where you have lots of queues and you want to monitor them based on a subset of

the properties.

IBM MQ Configurable Properties

You can enable or disable the use of the following properties for IBM MQ exit points.

Configurable Properties Property Used by Default
in Detection and Naming

Destination Yes
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Destination Type Yes
Host Yes
Port Yes
Major Version Yes
Vendor Yes

Example: Monitor the Server by Ignoring the MQ Queue Name

In this example, the application is making calls to a message server that handles several queues.
The sample destination names look like this:

®* MQhostwest-US:1521
® MQhosteast-US:1521
®* MQhostsouth-US:1521

The default automatic discovery rule detects one backend for each unigue destination and so the
flow map shows one queue backend for each different queue name. In this example, each of the
above would show as a separate backend on the application flow map. If you are interested in
monitoring the performance of the server and not each queue name, you can create a discovery
rule that just uses the Host and Port, as follows:

Edit Automatic |1BM MQ Backend Discovery

Enabled -.f

Correlation Enabled -.f

Backend Naming Configuration

Configure how Backends will be named, what properties to use in the name, and how to use those properies. All of the properties used will be
concatenated together in the Backend name.

Property Use in Mame Vendor
Destination » o~
Use Vendor in the Backend Mame

DestinationType >

Hast o How will Vendor be used in the Backend Name? Use it as is v

Part L

Major Version o

Wendor X i
¢ >
Closa Cancel 0K

RabbitMQ Message Queue Exit Points

RabbitMQ Auto-Discovery and Default Naming

RabbitMQ is an open source, commercially supported, messaging middleware that runs on many
different operating systems. By default, the App Agent for Java discovers exit points utilizing the
RabbitMQ Java API, which is usually shipped as an amqgp-client.jar. By default, RabbitMQ
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backends are identified by Host, Port, Routing Key, and Exchange. By default, the name would
resemble this:

angp: // guest @27.0.0. 1: 5672/ exchange/ t ask_queue
RabbitMQ Configurable Properties

You can enable or disable the use of the following properties for RabbitMQ exit points.

Configurable Properties Property Used by Default
in Detection and Naming

Host Yes

Port Yes

Routing Key Yes

Exchange Yes

Changing the Default RabbitMQ Automatic Discovery and Naming

You can change the default RabbitMQ automatic discovery attributes by clicking Edit Automatic
Discovery.

v Automatic Backend Discovery

Type Enabled RABBITMQ
IBM MQ R
L Automatic Discovery
HTTP e Enabled v
JDBC .
Correlation Enabled
JMS v
Name RABBITMQ Backends Using  Host, Port, Routing Key, Exchange
Cassandra v
RABBITMQ 7 Edit Automatic Discovery
RMI .
o Custom RABBITMQ Discovery Rules
Binary Remoting
inafyematng v These Custom Rules can be used to name backends differently than the Automatic Discovery configuration will.
Web Service v
+
MName Enabled Priority

A window appears where you can edit the automatic RabbitMQ backend discovery rules.

Example: Monitor the Server by Ignoring the RabbitMQ Queue Name

Configuring properties, such as host and port, is useful where you have lots of queues and want to
monitor the health of the server and not the message queue. In this situation, a discovery rule
using only host and port might be the most useful strategy as follows:
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Edit Automatic RABBITMQ Backend Discovery

Enabled '

Edlt de‘fault Correlation Enabled w
Backend Naming Con Pabblﬂ\ﬂ()

Configure how Backends will Desnamespsnss |_r-_|_;ru;-m/-use in the name, and how to use those properies. All of the properties used will be concatenated together in
the Backend name.

Froperty Use in Name Host

Host v o~

" U=z Hostinthe Backend Mame

Port o

Routing Key x Hoow will Host be used in the Backend Mame? Use it as is -

Ex=hrnge * Use only Host

and Port
Close Cancel OK
Learn More

® Configure Backend Detection (Java)

® Backend Monitoring

® Monitor Remote Services

® Configure Backend Detection

* Flow Maps

[ ]

AppDynamics eXchange RabbitMQ Monitoring Extension for visibility into the queue.
Web Services Exit Points for Java

® Auto-Discovery and Default Naming
* Web Services Configurable Properties
® Changing the Default Web Service Automatic Discovery and Naming
® Examples
®* Web Services Using HTTP for Transport
® Learn More

This topic covers web services exit point configuration. To review general information about
monitoring databases and remote services (collectively known as backends) and for an overview
of backend configuration see Backend Monitoring. For configuration procedures, see Configure
Backend Detection (Java).

Auto-Discovery and Default Naming

Web service backend activity includes all web service invocations. Web service backends are
identified using the web service name.
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Web Services Configurable Properties

Configurable Properties Property Used by Default
in Detection and Naming

Service Yes

URL No

Operation No

Soap Action No

Vendor No

Changing the Default Web Service Automatic Discovery and Naming

Depending on exactly what you need to monitor, there may be times when you want to change the
default configuration. In most cases, you can generate the right name and the correct number of
backends to monitor by editing the automatic discovery rule.

Examples

Web Services Using HTTP for Transport

You can disable automatic discovery of a backend type entirely if this better suits your monitoring
needs. For example, if your web services use HTTP for transport and you are fine with them being
discovered as HTTP backends, you can disable discovery of the Web Service type backends.

Edit Automatic Web Service Backend Discovery

Enabled

Correlation Enabled '

Backend Naming Configuration
Configure how Backends will be named, what properties to use in the name, and how to use those properies. All of the properties used will be

concatenated together in the Backend name.
Property Use in Mame Service

Service o
« | Use Service in the Backend Name

URL
Operation How will Service be used in the Backend Mame? Use it as is -

Soap Action

X X X X

Vendor

Close Cancel oK

Learn More

® Configure Backend Detection (Java)
® Backend Monitoring
® Monitor Remote Services
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Cassandra Exit Points for Java

® Auto-Discovery and Default Naming

® Cassandra Configurable Properties

® Changing the Default Cassandra Automatic Discovery and Naming

® |earn More

This topic covers Cassandra exit point configuration. To review general information about
monitoring databases and remote services (collectively known as backends) and for an overview
of backend configuration see Backend Monitoring. For configuration procedures, see Configure
Backend Detection (Java).

Auto-Discovery and Default Naming

By default, AppDynamics automatically detects and identifies Cassandra databases and
Cassandra CQL3.

Cassandra Configurable Properties

Configurable Properties for  Configurable Properties Property Used by Default
Database for CQL3 in Detection and Naming
Host Host Yes
Port Port Yes
transport Yes
keyspace Yes

Changing the Default Cassandra Automatic Discovery and Naming

Depending on what you need to monitor, you can change the default configuration by disabling
one or more properties.

Learn More

® Configure Backend Detection (Java)
® Backend Monitoring
® Configure Backend Detection

RMI Exit Points for Java

® Auto-Discovery and Default Naming

®* RMI Properties

® Changing the Default RMI Automatic Discovery and Naming

® Learn More

This topic covers Java Remote Method Invocation (RMI) exit point configuration. To review
general information about monitoring databases and remote services (collectively known as
backends) see Backend Monitoring.

Auto-Discovery and Default Naming

The App Agent for Java automatically discovers backends called using the standard Java RMI
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API. For a list of supported RMI frameworks, see Supported Application Servers and Portals for
the App Agent for Java

RMI Properties

Configurable Properties Property Used by Default
in Detection and Naming

URL Yes

Changing the Default RMI Automatic Discovery and Naming

Depending on what you need to monitor, you can change the default configuration to use a portion
of the URL.

Learn More

® Configure Backend Detection (Java)
® Backend Monitoring
® Monitor Remote Services

Thrift Exit Points for Java

® Automatic Discovery and Default Naming

® Thrift Configurable Properties

® Changing the Default Thrift Automatic Discovery and Naming

® Learn More

This topic explains Thrift exit point configuration. To review general information about monitoring
databases and remote services (collectively known as backends) and for an overview of backend
configuration see Backend Monitoring. For configuration procedures, see Configure Backend
Detection (Java).

Automatic Discovery and Default Naming

By default, AppDynamics automatically detects and identifies Apache Thrift exit points (backends).
See Apache Thrift for details.

Thrift Configurable Properties

You can enable or disable the use of the following properties for Thrift exit points.

Configurable Properties Used by Default
in Detection and Naming
Host Yes
Port Yes
transport Yes

Changing the Default Thrift Automatic Discovery and Naming

Depending on what you need to monitor, you can change the default configuration by disabling
one or more properties.
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Learn More

® Configure Backend Detection (Java)
® Backend Monitoring
® Monitor Remote Services

Configure Memory Monitoring for Java
See:

® Configure and Use Custom Memory Structures for Java
® Configure and Use Obiject Instance Tracking for Java

Configure Automatic Leak Detection for Java

Prerequisites for Automatic Leak Detection
Memory Leaks in a Java Environment
AppDynamics Java Automatic Leak Detection

® Automatic Leak Detection Support

® Conditions for Troubleshooting Java Memory Leaks
® Starting Automatic Leak Detection

® To start automatic leak detection on a node

® |earn More

This topic helps you understand how to configure automatic leak detection.

Prerequisites for Automatic Leak Detection

Automatic leak detection can only be used with specific JVMs. See JVM Support.

Memory Leaks in a Java Environment

While the JVM's garbage collection greatly reduces the opportunities for memory leaks to be
introduced into a codebase, it does not eliminate them completely. For example, consider a web
page whose code adds the current user object to a static set. In this case, the size of the set grows
over time and could eventually use up significant amounts of memory. In general, leaks occur
when an application code puts objects in a static collection and does not remove them even when
they are no longer needed.

In high workload production environments if the collection is frequently updated, it may cause the
applications to crash due to insufficient memory. It could also result in system performance
degradation as the operating system starts paging memory to disk.

AppDynamics Java Automatic Leak Detection

AppDynamics automatically tracks every Java collection (for example, HashMap and ArrayList)
that meets a set of criteria defined below. The collection size is tracked and a linear regression
model identifies whether the collection is potentially leaking. You can then identify the root cause
of the leak by tracking frequent accesses of the collection over a period of time.

Once a collection is qualified, its size, or number of elements, is monitored for long term growth
trend. A positive growth indicates that the collection as potentially leaking!

Once a leaking collection is identified, the agent automatically triggers diagnostics every 30
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minutes to capture a shallow content dump and activity traces of the code path and business
transactions that are accessing the collection. By drilling down into any leaking collection
monitored by the agent, you can manually trigger Content Summary Capture and Access Tracking
sessions. See Configure Automatic Leak Detection for Java

You can also monitor memory leaks for custom memory structures. Typically custom memory
structures are used as caching solutions. In a distributed environment, caching can easily become
a prime source of memory leaks. It is therefore important to manage and track memory statistics
for these memory structures. To do this, you must first configure custom memory structures. See
Configure and Use Custom Memory Structures for Java.

Automatic Leak Detection Support

Ensure AppDynamics supports Automatic Leak Detection on your JVM. See JVM Support.

Conditions for Troubleshooting Java Memory Leaks

Automatic Leak Detection uses On Demand Capture Sessions to capture any actively used
collections (i.e. any class that implements JDK Map or Collection interface) during the Capture
period (default is 10 minutes) and then qualifies them based on the following criteria:

For a collection object to be identified and monitored, it must meet the following conditions:

®* The collection has been alive for at least N minutes. Default is 30 minutes, configurable with
the minimum-age-for-evaluation-in-minutes node property.

®* The collection has at least N elements. Default is 1000 elements, configurable with the mini
mum-number-of-elements-in-collection-to-deep-size node property.

® The collection Deep Size is at least N MB. Default is 5 MB, configurable with the minimum-si
ze-for-evaluation-in-mb property.
The Deep Size is calculated by traversing recursive object graphs of all the objects in
the collection.

See App Agent Node Properties and App Agent Node Properties Reference by Type.

Starting Automatic Leak Detection

To start automatic leak detection on a node

1. In the left navigation pane, click Servers -> App Servers -> <tier> -> <node>. The Node
Dashboard opens.

2. Click the Memory tab.
3. Click the Automatic Leak Detection subtab.
4. Click ON.
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Node_8003

Dashboard Hardware JMX

Events Slow Response Times

Heap & Garbage Collection Automatic Leak Detection Object Instance Tracking Customn Memaory Structures

Automatic Leak Detection How does this work?

gn Off

-

Showing 0 of 0 objects
Class Collection Size Potentially Leaking Object Creation Ti... JVM Start Ti Status Collection Size Trend

Click to enable

Automatic Leak Detection is available for Sun JVM version 1.5 or higher, JRog Autom atiC Leak 6 or higher. The following collection packages are supported - JDK, ™
Apache Commons, backport-utils (edu.emary.”) and concurrent (EDU .oswego .
Detection
Automatic Leak Detection uses On Demand Capture Sessions to capture any 8 jass that implements JDK 'Map’ or 'Collection’ interface) during the
‘Capture’ period {default is 10 minutes) and then qualifies them based on the folloW
- The Collection has been alive for at least N minutes (default is 20 minutes, and is configurable when starting a capture session)
- The Collection has at least N elements (default is 1000 elements, and is configurable at the Node level: Actions - Canfigure App Server Agent)
- The Collection Deep Size is at least N MB (default is 5 MB, and is configurable at the Node level: Actions -> Configure App Server Agent). The Deep Size is calculated by traversing
the recursive object graphs of all objects in the Collection
Once a collection is qualified its size (number of elements) will be monitored for lang term growth trend. A positive growth will mark the collection as potentially leaking!
Once a leaking Collection is identified, the Agent automatically triggers diagnostics every 30 minutes to capture a shallow CGontent Dump and Activity Traces (i.e. code path and BT that
are accessing the collection). Content Summary and Access Tracking sessions can also be triggered manually for any collection that's maonitared by Agent
When to trigger On Demand Capture Sessions
A good time to trigger a short capture session is during periods of growth in heap utilization %.
When to use Automatic Leak Detection vs Custom Memory Structures
Automatic Leak Detection tracks only Map and Collection libraries and the data captured is valid only for a given J¥M Session. Custom Memory Structures can be configured to monitor
any custom object (not just maps and collections) created by app and the size data can be traced across JVM restarts. Automatic Leak Detection is typically used to identify leaks and
Custom Memory Structures is used to track large coarse grained custom cache objects -

AppDynamics begins to automatically track the top 20 application classes and the top 20 system
(core Java) classes in the heap.

‘ &t Dashboard Hardware Memory JVIM JME Events Slow Response Times Errors Transaction Snapshots Transaction Analysis >
Heap & Garbage Collection Automatic Leak Detection Object Instance Tracking Custom Memory Structures
Automatic Leak Detection How does this work? on Off
Drill Down More Actions v Start On Demand Capture Session Showing 1 of 1 objects o
Class Collection Size Potentially Leaking Object Creation Time JWM Start Time Object Instance 1D Stat.. Collection Size Trend
java.util concurrent. Concur 2815 ° Yes 05/08/13 5:38:37 PM 05/08/13 5:32:04 PM 51
rentHashiMap

The Automatic Memory Leak dashboard shows:
® Collection Size: The number of elements in a collection.

® Potentially Leaking: Potentially leaking collections are marked as red. You should start
diagnostic sessions on potentially leaking objects.

¢ Status: Indicates if a diagnostic session has been started on an object.
® Collection Size Trend: A positive and steep growth slope indicates potential memory leak.

# of Elements in a Collection

Class |Collection Size |Potentially Leaking | Object Creation Time | JWh Start Time | Object Insta... | Status | Collection Size Trend

! T

Leak Indicator Diagnostic Session Indicator

©Tip: To identify long-lived collections compare the JVM start time and Object Creation Time.

If you cannot see any captured collections, ensure that you have correct configuration for detecting
potential memory leaks.
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Learn More

® Troubleshoot Java Memory Leaks
Configure and Use Object Instance Tracking for Java

® Prerequisites for Object Instance Tracking
® Specifying the Classpath
® Starting Object Instance Tracking
® To start object instance tracking on a node
® Tracking Specific Classes
® To track instances of custom classes
® Learn More

This topic helps you understand how to configure and use object instance tracking. For more
information about why you may need to configure this, see Troubleshoot Java Memory Thrash.

Prerequisites for Object Instance Tracking

® Object Instance Tracking can be used only for Sun JVM v1.6.x and later.

® |f you are running with the JDK then tools.jar will probably be setup correctly, but if you are
running with the JRE you must add tools.jar to JRE_HOME/lib/ext and restart the JVM for
this feature to start working. You can find the tools.jar file in JAVA_HOME/lib/tools.jar.

® |n some cases In some cases you might also need to copy libattach.so (Linux) or attach.dll
(Windows) from your JDK to your JRE.

® Depending on the JDK version, you may also need to specify the classpath as shown below
(along with other -jar options).

Specifying the Classpath

When using a JDK tool, set the classpath using the -classpath option. This sets the classpath for
the application only. For example:

On Windows

java -cl asspath <conpl ete-path-to-tools.jar>; UCLASSPATHY -j ar nyApp.j ar
OR

On Unix

java -cl asspath <conpl ete-path-to-tools.jar>: $CLASSPATH -jar nyApp.|jar

Alternatively, you can set the CLASSPATH variable for your entire environment. For example:

On Windows

SET CLASSPATH=%CLASSPATHY% %JAVA HOVE% | i b\t ool s. j ar

On Unix

CLASSPATH=$CLASSPATH: $JAVA HOVE/ | i b/t ool s. j ar

Starting Object Instance Tracking

To start object instance tracking on a node
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1. In the left navigation pane, click Servers -> App Servers -> <tier> -> <node>. The Node
Dashboard opens.

2. Click the Memory tab.
3. Click the Object Instance Tracking subtab.
4. Click ON.

Node_8001 last 15 minutes
"v Dashboard Hardware Memory JYM JMX Events Slow Response Times >>
Heap & Garbage Collection Automatic Leak Detection Custom Memary Structures
Object Instance Tracking How does this work? on off Configure Custom Classas to Track

L4 VIEW: . Top Application Classes stem / Core Java Classes Custom Classes All

Click to enable
Object Instance
Tracking

Class Current In s Instance Count Trend

Click to Configure
Custom Classes

AppDynamics automatically tracks the top 20 application classes, and the top 20 system (core Java) classes in the heap by number of instances.
In addition to these top classes, you can configure any specific classes that you want to track by clicking on "Configure Custom Classes to Track”.

You can drill down into any of these classes and track what code paths are allocating instances of them.

AppDynamics begins to automatically track the top 20 application classes and the top 20 system
(core Java) classes in the heap.

Node_8001 last 15 minutes

,v Dashboard Hardware Memory JVM JMX Events Slow Response Times ==

Heap & Garbage Collection Automatic Leak Detection Object Instance Tracking Custom Memory Structures

Object Instance Tracking How doas this work? on Off Configure Custom Classes to Track
¥el
v VIEW: # Top Application Classes Top System / Core Java Classes Custom Classes All Showing 31 of 56 cbjects
Class Current Instance Count  Shallow Size (... Status  Instance Count Trend
org.apache.catalina.loader.ResourceEntry 7084 340,032 &
org.apache.catalina.LifecycleListener[] 1,667 29416
org.apache.catalina.LifecycleEvent 1,456 46,502
org.apache.catalina.Container[] 1,456 20,440
org.apache.activemg. command. Messageld 1,014 40,560
javax.management. ObjectMame $Property 868 20,832
org.apache.xerces. xni.QName B24 26,368

¥ Object Instance Tracking - Disgne

Type Summary Time

B vemary Instance Tracking is [snabled] 0428114 1:17:32 P

Tracking Specific Classes

Check against the required set of classes to enable instance tracking for each set. For improved
performance, only the top 20 application classes and the top 20 system (core Java) classes in the
heap are tracked automatically.

Use the Configure Custom Classes to Track option to specify instances of specific classes.
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Classes configured here are only tracked if their instance count is among the top 1000 instance
counts in the JVM.

To track instances of custom classes

1. In the left navigation pane, click Servers -> App Servers -> <tier> -> <node>. The Node
Dashboard opens.

2. From the Object Instance Tracking subtab, click Configure Custom Classes To Track on the
rightmost corner of the window.

3. In the Object Instance Tracking - Define Custom Classes to Track section for the tier, click Add.

Instrumentation

’v Transaction Detection Backend Detection End User Experience Error Detection Service Endpaints o]
Tier Order Processing Server
w Object Instance Tracking. Define Custom Classes to Track
ECommerce Server
@ AppDynamics automatically tracks the top 20 application classes, and the top 20 system (core Java) classes in the heap by number of instances. In addition to these top

classes, you can configure any specific classes to track hera.

Inventory Server e
Eré 4 [ Add Edit Delete

Er@ Order Processing Sen

Classname Enablad

Define the object to track

Enabled v
» Custo Fully Qualified Classname
AppDyrem Cancel Save awever you may wish to track spacific
Classes w
When to L
Add Edit Delete

Name Description Enabled

4. In the Create New Instance Tracker window, check Enabled.
5. Enter the fully-qualified class name of the class to track.
6. Click Save.

You can also access this configuration page by selecting Configuration -> Instrumentation ->
Memory Monitoring.

You can edit or delete the object tracing configuration after it has been created.

Learn More

® Troubleshoot Java Memory Thrash
Configure and Use Custom Memory Structures for Java

® Custom Memory Structures and Memory Leaks
® Using Automatic Leak Detection vs Monitoring Custom Memory Structures
® To identify custom memory structures
® To Add a Custom Memory Structure
® |dentifying Potential Memory Leaks
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® Diagnosing memory leaks
® |solating a leaking collection
® Access Tracking

® |earn More

This topic describes how to configure custom memory structures and monitor large coarse grained
custom cache obijects.

AppDynamics provides different levels of memory monitoring for multiple JVMs. Ensure custom
memory structures are supported in your JVM environment. See JVM Support.

1 CPU Overhead Caution
Due to high CPU usage, Custom Memory Structures monitoring should only be enabled
while debugging a problem.

Custom Memory Structures and Memory Leaks

Typically custom memory structures are used as caching solutions. In a distributed environment,
caching can easily become a source of memory leaks. AppDynamics helps you to manage and
track memory statistics for these memory structures.

AppDynamics provide visibility into:

® Cache access for slow, very slow, and stalled business transactions
® Usage statistics, rolled up to the Business Transaction level
® Keys being accessed

® Deep size of internal cache structures

Using Automatic Leak Detection vs Monitoring Custom Memory Structures

The automatic leak detection feature captures memory usage data for all map and collection
libraries in a JVM session. However, custom memory structures might or might not contain
collections objects. For example, you may have a custom cache or a third party cache like
Ehcache for which you want to collect memory usage statistics. Using custom memory structures,
you can monitor any custom object created by the app and the size data can be traced across
JVM restarts. Automatic leak detection is typically used to identify leaks and custom memory
structures is used to monitor large coarse grained custom cache objects.

The following provides the workflow for configuring, monitoring, and troubleshooting custom
memory structures. You must configure custom memory structures manually.

1. On the Node Dashboard, use the Automatic Leak Detection, On Demand Capture Session
feature to determine which classes aren't being monitored, for example, custom or third
party caches such as EhCache.

) Big_Deal_Retail » Servers ¥ Agp Servers » 1stier » IERERIETITEIS]

" Dashboard

Hordw -
Heap & Garbage Collection Automatic Leak Detection Object Instance Tracking ustom Memory Structures
Automatic Leak Detection How this work? @ =
Drill Down More Actions v Start On Demang Capture n howing 1 of 1 objacts O
Class Collection Size Potantially @hpl roation Time VM Sta: Object Instance ID ol Colloction Size Trern

2. Configure Custom Memory Structures and then restart the JVM if necessary.

Momory VM X Events Siow Response Times Ermors Transaction Snapshots Transaction Analysis
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’v Dashboard Hardware Custom Dashboards SV JMX Events ==

Heap & Garbage Collection Automatic Leak Detection Object Instance Tracking Custom Memory Structures
Custom Memory Structures How does this wark? on h Configure Customy Memory Structures
v Showing 0 of 0 objects ,O@
Class Deep Size (bytes) % of Current Used Potentially Leaking JVM Start Time Status Deep Size
,v Transaction Detection Backend Detection End User Experience Error Detection Service Endpoints >
Tier ECommerce Server

» Object Instance Tracking. Define Custom Classes to Track
ECommerce Server

v Custom Memory Structures. Define Caches or other Structures to Track

2y 2y

Inventory Server AppDynamics automatically tracks long lived Java Collections (HashMap, ArrayList, etc) with the Automatic Leak Detection feature, however you may wish to track
specific Classes which you can do here. This can be used to monitor a custom cache which is not a Java Collection.

Order Processing Sen When to use Automatic Leak Detection vs Custom Memory Structures

a

Add

Name @ Description Enabled

Create Memory Structure Ex

Define Memory Structure Define Accessors Define Naming Convention

Specify memory structure configuration name and discovery method:

Configuration name:

Enabled: |4/
Discaver Memory Structure via: ® Static Field n Explain how to configure Custom Memory Structures

Canstructar
Method
Class Name: Enter the fully qualified Class Name
Static Field Name: Enter the name of the static field

IM«’"“-“’-‘.‘—‘

3. Turn on Custom Memory Structures monitoring to detect potential memory leaks in the
custom memory structures you have configured.

;v Dashboard Hardware Custom Dashboards JVM JMX Events ==
Heap & Garbage Collection Automatic Leak Detectian Object Instance Tracking Custom Memory Structures

Custom Memory Structures How does this work? m off Configure Custom Memory Structures
v Shawing 1 of 1 objects O
J¥M Sta

M >

Class Deep Size {byles) % of Current Used H... Polentially Leaking Status  Deep Size
CustomMemoryStruct 3,101,836 22,76 n Yes 0523/14 4:23:18 PM
ure

4. Drill down into leaking memory structures for details that will help you determine where the
leak is.

To identify custom memory structures

1. On the Automatic Leak Detection subtab of the Memory tab, click On.

2. Click Start On Demand Capture Session to capture information on which classes are
accessing which collections objects. Use this information to identify custom memory
structures.

AppDynamics captures the top 1000 classes, by instance count.

To Add a Custom Memory Structure
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These instructions provide an alternate method to accessing the Custom Memory Structures pane
than the workflow above shows. Use the method that is most convenient to you.

1. From the left navigation pane select Configure -> Instrumentation.
2. In the Tier panel, click the tier for which you want to configure a custom memory structure
and then click Use Custom Configuration for this Tier.

3. On the top menu, click the Memory Monitoring tab.
4. In the Custom Memory Structures panel, click Add to add a new memory structure.
’v Transaction Detection Backend Detection End User Experience Error Detection Service Endpoints ==
Tier ECommerce Server

e > » Object Instance Tracking. Define Custom Classes to Track

Ere ECommerce Server

& » Custom Memory Structures. Define Caches or other Structures to Track

Ere U= Guely = AppDynamics automatically tracks long lived Java Collections (HashMap, ArrayList, etc) with the Automatic Leak Detection feature, however you may wish to track

specific Classes which you can do here. This can be used to monitor a custom cache which is not a Java Collection
-’ @5l e Be VWWhen to use Automatic Leak Detection vs Custom Memory Structures
e
Add Edit Delete
Name Description Enabled
Define Memory Structure Define Accessors Define Naming Convention 1

Specify memory structure configuration name and discovery method:

Configuration name:
Enabled v
Discover Memaory Structure via: @ Static Field Explain how to configure Custom Memory Structures
Constructor

Methad

Class Name

Static Field Mame:

Cancel Save

a. In the Create Memory Structure window
® Specify the configuration name.
® Click Enabled.
® Specify the discovery method.
The discovery method provides three options to monitor the custom memory
structure. The discovery method determines how the agent gets a reference to
the custom memory structure. AppDynamics needs this reference to monitor the
size of the structure. Select one of the three options for the discovery method:
® Discover using Static Field.
® Discover using Constructor.
® Discover using Method.

In many cases, especially with caches, the object for which a reference is needed is
created early in the life cycle of the application.
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Example for using static Example for using Example for using

field Constructor method

public public public
cl ass cl ass d ass
CacheManag Cust omer Ca CacheManag
er che er{
{ private { public public
static Map Cust omer Ca Li st <Or der
user Cache< che(); } >;
String> get Order Ca
User>; } che();

{}

}

Notes: Monitors deep size
Notes: Monitors deep size  of CustomerCache
of this Map. object(s). Notes: Monitors deep size

of this list.

Restart the JVM after the discovery methods are configured to get the references for
the object.

b. (Optional) Define accessors.
Click Define Accessors to define the methods used to access the custom memory
structure. This information is used to capture the code paths accessing the custom
memory structure.

c. (Optional) Define the naming convention.
Click Define Naming Convention. These configurations differentiate between custom
memory structures.

There are situations where more than one custom Caches are used, but only few of
them need monitoring. In such a case, use the Getter Chain option to distinguish
amongst such caches. For all other cases, use either value of the field on the object or
a specific string as the object name.

d. Click Save to save the configuration.

Identifying Potential Memory Leaks

Start monitoring memory usage patterns for custom memory structures. An object is automatically
marked as a potentially leaking object when it shows a positive and steep growth slope. The
Memory Leak Dashboard provides the following information:

Dashboard Hardware m Custom Dashboards JVM JMX Events >>
Heap & Garbage Collection Automatic Leak Detection Object Instance Tracking Custom Memory Structures

Custom Memory Structures How does this work? on Configure Custom Mamory Structures
v Showing 1 of 1 objects

Class Deap Size (bytas) % of Current Used H... Paotentially Leaking JYM Start Time Status  Deep Size

CustomMemoryStruct 3,101,836 22.76 n Ves 05/23/14 4:23:18 PM

ure

The Custom Memory Structures dashboard provides the following information:
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Class: The name of the class or collection being monitored.

Deep Size (bytes): The upper boundary of memory available to the structure. The
deep size is traced across JVM restarts

% of Current Used Heap: The percentage of memory available for dynamic allocation.
Potentially Leaking: Potentially leaking collections are marked as red. We recommend
that you start a diagnostic session on potentially leaking objects.

JVM Start Time: Custom Memory Structures are tracked across JVM restarts.

Status: Indicates if a diagnostic session has been started on an object.

Deep Size: A positive and steep growth slope indicates potential memory leak.

After the potentially leaking collections are identified, start the diagnostic session.
Diagnosing memory leaks

On the Custom Memory Structures Dashboard, select the class name to monitor and click Drill
Down or right-click the class name and select Drill Down.

’v Dashboard Hardware Custom Dashboards JVM JMX Events ==

Heap & Garbage Collection Automatic Leak Detection Object Instance Tracking Custom Memory Structures

Custom Memory Structures Haow does this work? _ Configure Custom Memory Structures ()

Drill Down H More Actions v Showing 1 of 1 ohjects

JWM Start Time

Drill Down

Delete Items

Custom Memory Structure: CustomMemoryStructure
R W I_._ Pp————

Content Inspaction Access Tracking

Class  CustomMemoryStructure Current Deep Size  3.101,936 bytes

JVM Start Time  05/23/14 4:23:18 PM 3IMB n

Object Instance ID  CustomMemoryStructure Current Heap 13 MB

% of Current Usad Heap 2276 % Potentially Leaking

Collection Deep Size Explain Deep Size + Show Major Garbage Collections

360300
12000
300000

28000

4/57 PM  4:55PM S:01PM  S:03PM Si0SPM  S:07PM  Si09PM  S5:11PM  S5i13PM  S:1SPM  S5i17PM  S:19PM  S5i21PM  5:23PM Si25PM

Close

Isolating a leaking collection

Use Content Inspection to identify to which part of the application the collection belongs. It allows
monitoring histograms of all the elements in a particular memory structure. Start a diagnostic
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session on the object and then follow these steps:

1. Select the Content Inspection tab.

2. Click Start Content Summary Capture Session.

3. Enter the session duration. Allow at least 1-2 minutes for the data to generate.
4. Click Refresh to retrieve the session data.
5

. Click a snapshot to view the details about that specific content summary capture session.

Overview | Size Content Inspaction Access Tracking

Time Content Summary Deep Size: 7,314,040 bytes 7 MB
05/27/14 2:31:52 PM Export Hide java.util.*

05/27/14 2:32:52 PM Classname Count Size (bytes)

05/27/14 3:01:52 PM java.lang.String 0052 7,006,768

05/27/14 3:02:52 PM

052714 3:31:52 PM memorymonitoring. CustomMemory Structure SMode o052 217,248
05/27/14 33252 PM

05/27/14 4:01:52 PM memorymonitoring. CustomMemoryStructure 1 24

05/27/14 4:02:52 PM
052714 4:31:52 PM
05/27/14 4:32:52 PM

Refresh

Query for the latest available Content
Summaries

Start Content Summary Capture Session

Start a session to capture the summary of the
contents of this Collection

Dump Contents to Disk

Dump the full contents of this collection to the
AppDynamics App Server agent log directory.

Close

Access Tracking

Use Access Tracking to view the actual code paths and business transactions accessing the
memory structure. Start a diagnostic session on the object and follow these steps:

1. Select the Access Tracking tab.

2. Select Start Access Tracking Session.

3. Enter the session duration. Allow at least 1-2 minutes for data generation.
4. Click Refresh to retrieve the session data.

5. Click a snapshot to view the details about that specific content summary capture session.

Copyright © AppDynamics 2012-2014 Page 214



APPDYNAMICS

Custom Memory Structure: CustomMemoryStructure -a%
Overview | Size Content Inspection Access Tracking
Session Time Code Paths and Business Transactions accessing this Collection (get(). put(), etc) 05/27/14 3:33:47 PM
052714 2:33:47 PM Code Paths Export
05/27114 30347 PM Code Path Occurrences
T ST (FR memorymonitoring. CustomMemoryStructure. addMewEntries{ CustomMemory Structure java) 100
052714 4:03:47 PM at memorymonitoring.App.add ToCustomMemoryStructure(App.java: 24)

at memorymonitoring App.mainiApp.java: @)

at sun.reflect MativeMethod Accessorlmpl.invokedi Native Method)

at sun.reflect MativeMethod Accessorlmpl.invokeMative Method Accessorlmpl.java:57)

at sun.reflect. DelegatingMethod Accessorlmpl.invoke (DelegatingMethod Accessorimpl java:43)
at java.lang.reflect Method.invoke{Method java:601)

at com.intellij.it.execution. application.AppMain.main{AppMain.java: 120)

OS/27i14 4:33:47 PM

Refresh
Query for data from the most recent Access
Tracking Sessions Business Transactions accessing this Collection
Start Access Tracking Session Transaction Mame Occurrences
This will start a session to track code FOJO 100

accessing this Collection (get(), put), etc)

Close

Learn More

® Troubleshoot Java Memory Leaks
Configure Background Tasks for Java

Pre-Configured Frameworks for Java Background Tasks
Enabling Automatic Discovery for Background Tasks
® To enable discovery for a background task using a common framework
Configuring Background Batch or Shell Files using a Main Method
® To instrument the main method of a background task
® Learn More

In a Java environment background tasks are detected using POJO entry points. It is the same
basic procedure as defining entry points for business transactions, except that you check the
Background Task check box. For instructions see Configure Background Tasks.

Pre-Configured Frameworks for Java Background Tasks

When enabled, AppDynamics provides discovery for the following Java background-processing
task frameworks:

Quartz
Cron4J
JCronTab

[ ]
[ ]
[ ]
® JavaTimer
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Configure Background Tasks

Enabling Automatic Discovery for Background Tasks

Automatic discovery of background tasks is disabled by default. When you know that
there are background tasks in your application environment and you want to monitor
them, first enable automatic discovery so that AppDynamics will detect the task.

AppDynamics provides preconfigured support for some common frameworks. If your
application is not using one of the default frameworks you can create a custom match
rule.

To enable discovery for a background task using a common framework
1. In the left navigation pane, click Configure -> Instrumentation.

2. On the Transaction Detection tab, select the tier for which you want to enable
monitoring.

3. Click Use Custom Configuration for this Tier.
4. Scroll down to the Custom Match Rules pane.
5. Do one of the following

® |f you are using a pre-configured framework, select the row of the framework and
click the pencil icon, or double-click on the row to open the Business Transaction
Match Rule window. By default the values are populated with rule name and the
class and method names for the particular framework. Verify that those are the
correct names for your environment.
OR

® |f you are using a custom framework, select the match criteria and enter the Class
Name and Method Name.

The Background Task check box should be already checked.
6. Check Enabled.
7. Click Save.

The custom match rule for the background task will take effect and the background task
will display in the Business Transaction List.

Once you enable discovery, every background task is identified based on following
attributes:

® |mplementation class name
® Parameter to the execution method name
Configuring Background Batch or Shell Files using a Main Method

Sometimes background tasks are defined in batch or shell files in which the main method triggers
the background processing. In this situation, the response time of the batch process is the duration
of the execution of the main method.

1. IMPORTANT: Instrument the main method only when the duration of the batch process is
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equal to the duration of the main method. Otherwise choose another method that accurately
represents the unit of work for the background process.

To instrument the main method of a background task
1. In the left navigation pane, click Configure -> Instrumentation.

2. In the Transaction Detection section select the tier for which you want to instrument the main
method.

3. In the Custom Rules section click Add (the "+" icon).
4. From the Entry Point type drop down list, click POJO.
5. Enter a name for the custom rule.

6. Check Background Task.

7. Check Enabled.

8. Enter "main" as the match value for Method Name.

Mew Business Transaction Match Rule - POJO

MName OwernightBatchRun

Enabled ﬂ

Background Task [
Transaction Match Crit... Transaction Splitting Exclude Rule

Define match criteria for a POJO method which be will an entry point for a Business Transaction

E Match Classes * | with a Class Mame that v || Equals v | com.foo.CvernightOrderProce:

hethod Mame * L Equals v J main ‘

l Cancel J l Create Custom Match Rule

9. Save the changes.

10. To ensure that the name of the script file is automatically picked up as a background task,
configure your Java Agent for that node. See Configure App Agent for Java for Batch Processes.

Learn More

® Configure Background Tasks
® Configure App Agent for Java for Batch Processes
® PQOJO Entry Points

Import and Export Transaction Detection Configuration for Java

® Import and Export Auto-Detected Entry Point Configurations
® To import or export the configurations for all the auto-detected entry-points to or from
an application
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® To import or export the configuration for a single auto-detected entry point type to or
from an application
® To import or export the configurations for all the auto-detected entry-points to or from
a tier
® To import or export the configuration for a single auto-detected entry point type to or
from a tier
® Import and Export Custom Match and Exclude Rules
® |mport and Export Custom Match Rules
® To import or export a single custom match rule to or from an application
® To import or export a single custom match rule to or from a tier
® Import and Export Exclude Rules
® To import or export a single exclude rule to or from an application
® To import or export a single exclude rule to or from a tier
® QOverwrite Parameter
® |earn More

You can export your transaction detection configurations from one application to another using the
AppDynamics REST API. This capability allows you to re-use transaction detection configurations
in different applications instead of re-configuring each application manually using the
AppDynamics console.

You can export from an application or tier configuration and import to an application or tier
configuration.

This feature is available for Java platforms only.
You can import and export:

® auto-detected entry point configurations

entry point type names

« Entry Points

Type Mutomatic Transaction Detection
«| Discover Transactions automatically for all Servlet requests  Configure Maming
n Servlat « | Enabled
Enable Servlet Filter Detection
. « Discover Transactions automatically for all Struts Action invocations
E Struts Action w | Enabled
Transactions will be named: ActionName.MethodMName
. « Discover Transactions automatically for all Web Service requests
Web Service | Enabled

Transactions will be named: ServiceName. OperationMame

Any Java method can be the entry point for a Business Transaction. The class to which the method
m POJO o Enabled belongs to can be picked using different parameters like its name, its super class name, the interfaces it
implements, or the annotations it has.

Discover Transactions automatically for all Spring Bean invocations

. Spring Bean + | Enabled
Transactions will be named: BeanMame. MethodMame
Discover Transactions automatically for all EJB invocations
. EJE | Enabled
Transactions will be named: EJBMame.MethodMame
R U ——— - e . e — -l — -
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® custom match rules
Custom Match Rules

Configure Rules to identify

custom rule names

+

Type Namea Priarity Enabled
& Serviet ProductSearch 10 »
@& POJO JavaTimer »
& POJO JCranTab %
& POJO Crand. x
@ POJO ProductSearchPoj o

ﬁ POJO o magi- A

® exclude rules

Exclude Rules

If a Transaction matches any of the following rules, it will not be
discoverad,

exclude rule names
e

Type Mame Enabled
&| Sarvlet Apache Axis Serviet ~ s
Q, Servlet Apache Axis2 Serviet v
&| Servlet Apache Axis2 Admin Serviet w
M Serviet Struts Action Serviet o
&, Servlet Websphere web-services Serviet w
Q| Sarvlet Websphere web-services axis Se '

| J wib-seryices sgeylet

To export use the HTTP GET method. The URI is the application (and optionally the tier) from
which you are exporting the configuration. The configuration is exported to an xml file. If
necessary, you can edit the xml file before you import it. For example, if you have exported the
configuration of all the auto-detected entry-points and you do not want to import all of them, you
can delete the ones you do not want from the file before you import it.

To import use the HTTP POST method. The URI is the application (and optionally the tier) to
which you are importing the configuration. Use UTF-8 URL encoding of the URI before posting;
for example, do not replace a space (" ") with "%20" in the URI.

For information about overwriting a configuration with the same name see Overwrite Parameter.

Import and Export Auto-Detected Entry Point Configurations

You can import and export all your entry point configurations or one entry point configuration in a
single request. Lists of multiple entry point names are not supported.

For requests that specify a single entry point configuration, the entry-point-type-name is the name
displayed in the Type column of the Entry Points List in the Instrumentation->Transaction
Detection tab in the AppDynamics console.
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To import or export the configurations for all the auto-detected entry-points to or from an application
http://<controller-host>:<controller-port>/controller/transactiondetection/<application-name>/auto

For example:

http://op2. appdynani cs. com 80/ control | er/transacti ondet ecti on/ ACVE
Book Store Application/auto

produces the output in auto_app_all.xml.

To import or export the configuration for a single auto-detected entry point type to or from an application

http://<controller-host>:<controller-port>/controller/transactiondetection/<application-name>/auto/<
entry-point-type-name>

For example:

http://op2. appdynam cs. com 80/ control |l er/transacti ondet ecti on/ ACVE
Book Store Application/auto/ Servlet

produces the output in auto_app_servlet.xml.

To import or export the configurations for all the auto-detected entry-points to or from a tier

http://<controller-host>:<controller-port>/controller/transactiondetection/<application-name>/<tier-n
ame>/auto

For example:

http://op2. appdynam cs. com 80/ control |l er/transacti ondet ecti on/ ACVE
Book Store Application/ ECormerce Server/ auto/

produces the output in auto_tier_all.xml.

To import or export the configuration for a single auto-detected entry point type to or from a tier

http://<controller-host>:<controller-port>/controller/transactiondetection/<application-name>/<tier-n
ame>/auto/<entry-point-type-name>

For example:

htt p://op2. appdynam cs. com 80/ control |l er/transacti ondet ecti on/ ACVE
Book Store Application/ EConmerce Server/ aut o/ Servl et

produces the output in auto_tier_servlet.xml.

Import and Export Custom Match and Exclude Rules
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The URLSs for both the import and export operations are identical.
To create the XML file do one of the following:
® EASY: Create the rule on a local controller and export it.
or
® DIFFICULT: Write the XML for the rule from scratch using a text editor.

To import the rule to the destination controller, use an HTTP POST operation attaching the XML
file that describes the rule as attachment.

Import and Export Custom Match Rules

You can individual import and export custom match rules for servlet and POJO type entry points.

The custom-rule-name is the name displayed in the custom rule list in
Instrumentation->Transaction Detection tab in the AppDynamics console.

To import or export a single custom match rule to or from an application

http://<controller-host>:<controller-port>/controller/transactiondetection/<application-name>/<entry
-point-type-name>/custom/<custom-rule-name>

For example:

http://op2. appdynami cs. conf control | er/transacti ondet ecti on/ ACVE Book
Store Application/pojo/custon JavaTi mer

produces the output in custom_app_single.xml.

To import or export a single custom match rule to or from atier

http://<controller-host>:<controller-port>/controller/transactiondetection/<application-name>/<tier-n
ame>/<entry-point-type-name>/custom/<custom-rule-name>

For example:

http://op2. appdynam cs. com 80/ control |l er/transacti ondet ecti on/ ACVE
Book Store Application/ ECormerce Server/pojo/custom Quartz

produces the output in custom_tier_single.xml.

Import and Export Exclude Rules

You can import and export exclude rules for servlet and POJO type entry points.

The exclude-rule-name is the name displayed in the exclude rule list in the
Instrumentation->Transaction Detection tab in the AppDynamics console.

To import or export a single exclude rule to or from an application

http://<controller-host>:<controller-port>/controller/transactiondetection/<application-name>/<entry
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-point-type-name>/<exclude-rule-name>

For example:

http://op2. appdynam cs. com 80/ control |l er/transacti ondet ecti on/ ACVE
Book Store Application/exclude/servl et/ Apache Axis Servl et

produces the output in exclude_app_single.

To import or export a single exclude rule to or from a tier

http://<controller-host>:<controller-port>/controller/transactiondetection/<application-name>/<tier-n
ame>/servlet/<exclude-rule-name>

For example:

htt p://op2. appdynam cs. com 80/ control |l er/transacti ondet ecti on/ ACVE
Book Store Application/ EConmerce Server/exclude/servlet/Struts Action
Servl et

produces the output in exclude_tier_single.

Overwrite Parameter

Use the overwrite parameter to overwrite a configuration of the same name. Without this
parameter, if the import encounters a configuration for a component of the same name, the
request will fail.

For example, to import a configuration for a POJO custom match rule named "JavaTimer" to an
application that has an existing "JavaTimer" custom match rule use:

http://op2. appdynani cs. com 80/ control | er/transacti ondet ecti on/ ACVE
Book Store Application/pojo/custom JavaTi ner?overwrite=true

The default is overwrite=false.

Learn More

® Configure Business Transaction Detection
® Use the AppDynamics REST API
¢ Import and Export Health Rule Configurations

Getter Chains in Java Configurations

Using Getter Chains
Separators in Getter Chains
Escaping Special Characters
Getter Chain Examples

Braces Enclosing Getter Chains
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® | earn More

This topic provides some guidance and examples of the correct syntax for using getter chains in
AppDynamics configurations.

Using Getter Chains

You can use getter chains to:

® Create a new JMX Metric Rule and define metrics from MBean attributes. See MBean
Getter Chains and Support for Boolean and String Attributes.

® Configure method invocation data collectors. See Configure Data Collectors#To use a getter
chain to specify the data collection on method invocation.

® Define a new business transaction custom match rule that uses a POJO object instance as
the mechanism to name the transaction. See POJO Entry Points.

® Configure a custom match rule for servlet entry points and name the transaction by defining
methods in a getter chain. See Identify Transactions Based on POJO Method Invoked by a
Servlet.

Note: If a getter chain calls on a method that does a lot of processing, such as making numerous
SQL calls, it can degrade the performance of the application and the App Agent for Java. Ideally,
use getter chains only with simple MBean gets.

An example of a simple getter would be just getting a property from a bean, such as getName().

public class MyBean

{

private String nane;

public void setNane(String nane)

{ this.name = nane; }

public String getNane()

{ return this.nane; }

public String getVal ue()

{ // Open up a database connection and run a big query // Process the
result set perform ng sonme conplex maths on the data // etc. return
cal cul at edVval ue; }

}

Separators in Getter Chains
The following special characters are used as separators:

® comma (,) for separating parameters

* forward slash (/) for separating a type declaration from a value in a parameter
® Dot (.) for separating the methods and properties in the getter chain

® Dot (.) when representing "anything" must be escaped.

Escaping Special Characters

* |f a slash or a comma character is used in a string parameter, use the backslash (\) escape
character.
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® |f aliteral dot (.) is used in a string parameter, use the backslash escape character before
the dot. For example, a dot (.) when representing any character must be escaped using the
backslash (\) escape character.

For example, in the following getter chain, both the backslash (\) and the dot (.) are escaped.

get Header (hostid).split(\\\.).[1]

Getter Chain Examples

® Getter chain with integer parameters in the substring method using the forward slash as the
type separator:

get Addr ess(appdynami cs, sf).substring(int/0, int/10)

® Getter chain with various non-string parameter types:

get Addr ess(appdynam cs, sf).nyMethod(float/0.2, bool ean/true,
bool ean/fal se, int/5)

® Getter chain with forward slash escaped; escape character needed here for the string
parameter:

getUrl ().split(\/) # node slash is escaped by a backward sl ash

® Getter chain with an array element:

getUrl ().split(\/).[4]

® Getter chain with multiple array elements separated by commas:

getUrl ().split(\/).[1,3]

® Getter chain retrieves property values, such as the length of an array:

getUl().split(\.).length

® Getter chain using backslash to escape the dot in the string parameter;
the call is getParam (a.b.c).
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get Addr ess. get Paran(a\. b\.c\.)

® In the following getter chain, the first dot requires an escape character because it is in a
string method parameter (inside the parentheses). The second dot does not require an
escape character because it is not in a method parameter (it is outside the parentheses).

get Nanme(suze\.smith)getd ass(). get Si npl eNane()

® The following getter chain is from a transaction splitting rule on URIs that use a semicolon
as a delimiter; for example:

/my-webapp/xyz;jsessionid=BE7F31CC0235C796BF8C6DF3766A1D00?act=Add&uid=c42ab
7ad-48a7-4353-bb11-0dfeabb798b5

The getter chain splits on the APl name, so the resulting split transactions are "APl.abc",
APl."xyz" and so on.

The call gets the URI using getRequestURI() and then splits it using the escaped forward
slash. From the resulting array it takes the third entry (as the split treats the first slash as a
separator) and inserts what before the slash (in this case, nothing) into the first entry. Then it
splits this result using the semicolon, getting the first entry of the resulting array, which in this
case contains the APl name.

get Request URI () .split(\/).[2].split(;).[0]

Tip: When using string.split(), remember that it takes a regex and you have to escape any special
regex characters.

For example, if you want to split on left square bracket (]):
Java syntax: split("

[")
Cetter chain syntax: split([)

Braces Enclosing Getter Chains

In most cases braces 1 I are not used to enclose getter chains in AppDynamics configurations.
An exception is the use of a getter chain in a custom expression on the HTTPRequest object.

Custom expressions on the HTTP request are configurable in the Java Servlet Transaction
Naming Configuration window and in the Split Transactions Using Request Data tab of the servlet
custom match and exclude rules. In these cases, braces are required to delineate the boundaries
of the getter chains.
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Braces are
required here

ustom expression JPServietReques
getRequestURI().split(V).[2).split(;).[C

Getter chains in custom expressions on the HTTP request in diagnostic data collector should also
be enclosed in braces:
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‘ bt Transaction Detection Backend Detection End User Experience Error Detection Diagnostic Data Collectors Call Graph Settings

Create HTTP Request Gatherer

Diagnostic Data collectory

FETEMEREGE, (0 SEmE S50 Specify the names of the parameter/cookie values to be collected. The value will be displayed in the Transaction Snapshot against the display name

. ch here.
v Method Invocation = oo e

Name | ussr-agent Apply to new Business Transactions
Any method invocatio
slow or had an error.
HTTP Parameters HTTP Request Attributes
MName
Display Mame HTTF Parameter Name URL
Session D
User Principal
et Usar Principal by hitpServietRequest.getUsarPrincipal() toString ().
Get User Principal by evaluating a custom expression on the HitpServietRequest:
Add Delete
Add
— Braces are
~ HTTP Request Dati  Cookie Name Session Keys
The HTTF parameter req u I red here
user the Transaction | Enter 2 comma censrata

Mame

Headers Hﬂ ad o

Default HTTP Requi
$igetHeader(u

creraconme | GiqetHeader(user-agent)}

Add Delete

= = o Ty =ratas )
Enter 8 comma separated |

Learn More

® Configure Business Transaction Detection
® Configure Data Collectors

Code Metric Information Points for Java

® Code Metric Information Points for Java System Classes
® To instrument a Java system class
® |earn More

Code Metric Information Points for Java System Classes

System classes like java.lang.* are by default excluded by AppDynamics. To enable
instrumentation for a system class, use code metric information points.

The overhead of instrumenting Java system classes is based on the number of calls.
AppDynamics recommends that you instrument only a small number of nodes and monitor the
performance for these nodes before adding configuring all the nodes in your system.

To instrument a Java system class

1. Open the <agent_home>/conf/app-agent-config.xml file for the node where you want to enable
the metric.

2. Add the fully-qualified system class name to the override exclude section in the XML file. For
example, to configure the java.lang.Socket class connect method, modify following element:
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<override-systemexclude filter-type="equals" filter-value="java.l ang. Socket"/>

3. Restart those JVMs for which you have modified the XML file.

Learn More

® Code Metrics
® Configure Code Metric Information Points

Configure JMX Metrics from MBeans

® JMX Metric Rules and Metrics
® Using the JIMX Metric Rules Configuration
Panel
® Using the MBean Browser to Add an MBean
Attribute
® To create a metric from an MBean
attribute in the MBean Browser
® | earn More

Utilizing JMX Metrics In Troubleshooting

Utilizing JMX Metrics in Troubleshooting

Utilizing JMX Metrics in
Troubleshooting

This topic describes how to create persistent JMX metrics from MBean attributes.
There are two ways to add MBean metrics:
® Using the JIMX Metric Rules Configuration Panel for multiple attributes
® Using the MBean Browser to Add an MBean Attribute for specific attributes
For background information about creating JMX metrics see Monitor JVMs and Monitor JMX

MBeans.

JMX Metric Rules and Metrics

A JMX Metric Rule maps a set of MBean attributes from one or more MBeans into AppDynamics
persistent metrics. You configure a metric rule that creates one or more metrics in the
AppDynamics system. You may want to create new metrics if the preconfigured metrics do not
provide sufficient visibility into the health of your system.

After the MBean attribute is configured to provide a persistent metric in AppDynamics, you can use
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it to configure health rules. For details see Health Rules.

To view the MBeans that are reporting currently in your managed environment use the Metric
Browser.

You can use the JMX Metrics Rules Panel or the Using the MBean Browser to create new metrics.
MBean query expressions are supported.

(0 Required User Permissions
® |n order to configure new JMX Metrics your user account must have "Configure JMX"
permissions for the application.
For information about configuring user permissions for applications, see To
Configure the Default Application Permissions.

Using the JMX Metric Rules Configuration Panel

The JMX Metric Rules Panel is the best way to create metrics for multiple attributes based on the
same MBean or for complex matching patterns.

1. In the left navigation pane, click Configure -> Instrumentation.

2. Click the JMX tab.

3. Inthe JMX Metric Configurations panel, click the Java platform for which you are
configuring metrics.

J JMX Metric Configurations 4 Coherence
1 JMX Metric Rules
Mamea Enabled
{ sctivema
p Mame Enabled
: Cassandra =g Coherence_Caches
Coherence =ga Coherence_Cluster
Glassfish =ga Coherence_Managamer
h HornetQ =ga Coherence_Modes
lj JBoss =ga Coherence_Reporter
{ Platform =ga Coherence_Services
: Solr =ga Coherence_StorageMar
i Tomcat
YWeblogic
WebSpheraPMI

4. In the JMX Metric Rules panel, click the Add (the + icon). The New Rule # panel opens. The
rule is given the next incremented number.

5. Provide the name and settings for this rule:

®* The Name is the identifier you want to display in the UL.
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®* An Exclude Rule is used for excluding existing rules, so leave the default No option.

®* Enabled means that you want this rule to run, so leave it selected.

® The Metric Path is the category as shown in the Metric Browser where the metrics will be
displayed. A metric path groups the metrics and is relative to the Metric Browser node.

For example, the following screenshot displays how the JMX Metric Rule
"Tomcat_HttpThreadPools" is defined for the ACME Online demo. The metric path is "Web
Container Runtime", the category on Metric Browser where all metrics configured under the
"Tomcat_HttpThreadPools" Metric Rule will be available.

Metric Tree Settings
[= n Cwerall Application Performance

= Eusiness Transaction Performance

¢ I
= New Rule 4 v 4pplication Infrastructure Performance

Mame | Tomcat HtpThreadPools v | E-Commere
hn Agent

Exclude Rule ™y ves 0 M
e Il Hardware Resources

Enabled
ﬂ >l Individual Modes

Metric Path Web Container Runtime v
. Ny
Ny \ hn Sessions

S v Web Container Runtime

eﬂ/. = Http-e000
This is the path in the metfic browser

where this metric will be created relative 8 VM
to the JMX metric browser node., B Inventory

[ I' Order Processing

6. In the MBeans subpanel, add matching criteria to identify the MBeans that you want to monitor.

® The Domain name is the Java domain. This property must be the exact name; no wildcard
characters are supported.

®* The Object Name Match Pattern is the full object name pattern. The property may contain
wildcard characters, such as the asterisk for matching all the name/value pairs. For
example, specifying "jmx:type=Hello,*" matches a JMX MBean ObjectName,
"imx:type=Hello,name=hello1,keyl=valuel".

® The Instance Identifier is the MBean ID.

®* The Advanced MBean Matching Criteria is optional for more complex matching. Use one
of the following:
® any-substring
® final-substring
® equals
® initial-substring
® Click Add Condition.

For example, the following screenshot displays the MBean matching criteria for the
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"Tomcat_ HTTPThreadPools" rule.

L 4 E, MBeans

MBean Matching Criteria

Domain Catalina

Object Name Match Pattern Catalina=ThreadPoaol *

Instance ldentifier

» Advanced MBean Matching

Find MEBeans where  All of the following conditions apply:

name any-substring http

Add Condition

For all MBeans that match the preceding criteria, you can define one or more metrics for the
attributes of those MBeans.

7. In the Attributes panel click Add Attribute to specify the MBean attributes.

8. Provide the name of the attribute and the metric name.
The metric name is used to represent the metric in the Metric Browser.

9. If needed, specify Advanced properties for the attribute.

®* Metric Getter Chain Expressions can be executed against any value. In addition, getter
chains for Strings and Booleans are supported using implicit conversion. See MBean Getter
Chains and Support for Boolean and String Attributes.

®* Metric Time Rollup determines how the metric will be aggregated over a period of time.
You can choose to either average or sum the data points, or use the latest data point in the
time interval.

® Metric Cluster Rollup defines how the metric will be aggregated for a tier, using the
performance data for all the nodes in that tier. You can either average or sum the data.

® Metric Aggregator Rollup defines how the Agent rolls up multiple individual measurements
(observations) into the observation that it reports once a one minute. For performance
reasons, Agents report data to the Controller at one minute intervals. Some metrics, such as
Average Response Time, are measured (observed) many times in a minute. The Metric
Aggregator Rollup setting determines how the Agent aggregates these metrics. You can
average or sum observations on the data points or use the current observation. Alternatively
you can use the delta between the current and previous observation.

10. Click Add Attribute to define another metric from the same MBean.

11. Click Create JMX Rule.

The following screenshot shows how the MBean attributes configured for the
Tomcat_HttpThreadPools rule will be displayed in the Metric Browser.
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~ B2 Attributes

Define Metrics from MBean Attributa(s)

MEBean Attribute

Metric Name

¢ Advanced I

MEBean Attibute

Metric Name

» Advanced

MEean Altnbute

Metric Mame

» Advanced

Add Aftribute

-
Metric Tr...

maxThreads

MMaximum Threads

curreantThreadzBusy

Busy Threads

currentThread Count

+

Current Threads In Pool

Settings

> - Owerall Application Performance

[l Eusiness Transaction Performance

v 4pplication Infrastructure Performance

v l' E-Commerce

> Aoent

> Hardware Resources

..- Individual Modes

vibg Mx

[ 2 - Sessions

FFFFFFF

v Vet Container Runtime

v nHitp-B000

Busy Threads

Current Threads In Pool
Error Count

Maxzimum Threads
Request Count

Total Bytes Recsived

Total Bytes Sent

Using the MBean Browser to Add an MBean Attribute

You may know exactly which particular MBean attribute you want to monitor. You can select the
attribute in the MBean Browser and create a JMX Metric Rule for it.

To create a metric from an MBean attribute in the MBean Browser

1. Navigate to the attribute and select it in the MBean Browser.
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Tier ECommerce Server Node 'ﬂ Node_B003 Change
Hide Tree ,’, Refresh Domains
. MBean
b‘?‘ JMImpleme ntation ~ Object Name: Catalina:type=Connector,port=38003
» P Users v B8 Attributes
com.sun.management
-2 9 Refresh =® Create Metric View/Edit Aftribute Start Live Graph Wiewing 26 of 28 Attributes
Catalina
v Name : T value Editable
an You can create 3 Metric from any MBean
» & Cache 88  compression attribute. Once it is a Metric, it can be used in off Yes -
v By Connector Policies, Custom Dashboards, the Metric
. ) Browser, etc.
. 8003 e connectionlinger TAT -1 Yes
B ooe -
gs connectionTimeout int 20000 Yes
» B DataSource
» B8 Deployer == connectionUpload Timeout int 300000 Yes
. Engine
[ ] i "
disableUploadTimeout boolean true Yes
By Crvironment =8 A
GlobalR: tP
> & ClobalRequestProcessor == emplySessionPath boolean false Yes
= 5 Hoat

2. Click Create Metric.

3. In the Select JMX Configuration for the Metric Rule window, select the group in which to
create the rule from the Select JMX Configuration pulldown. The categories that already exist on
your system are listed. This example uses the Tomcat JMX configuration. Click OK.

Select the JMX Configuration for the Metric Rule

JWX Configurations are ways to organize JMX Metric Rules into groups. ¥ou must select a group in which to
create this rule.

Select JMX Configuration Select JMX Configuration: L
Activelc lb <R
Cassandra
Coherence
Create New JMX Configu < 5z:fisn rancel OK

| Hornet el

Alternatively, you can create a new group with an name of your choosing. Click Create New JMX
Configuration to make a new category. This is useful if you want to separate out the custom
metrics from the out-of-the-box metrics.

The Create JMX Metric Rule from an MBean window opens.
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Create JMX Metric Rule from an MBean o

=ga Mew Rule for MBean Cancel Create JVMX Rule
Catalina:Catalina:type=Connector port=80

00

Mame Mew Rule for MBean Catalina: Catalina:type=Connector, port=800

Exclude Rule Yes (@) Mo
Enabled '
Metric Path
This is the path in the metric browser whare this matric will
be created ralative to the JMX metric browsar noda.

w l MBeans

MBean Matching Criteria

Damain Catalina

Object Name Match Pattern Catalina:type=Connector, port=8000

» Advanced MBean Matching

- == Attributes

Define Metrics from MBean Attribute(s)

MBean Attribute connection Timeaout

Matric Mame connection Timeout -

» Advanced

Add Attribute ==

Cancel Create JMX Rule

4. Supply the Metric Path, the category as shown in the Metric Browser where the metrics will be
displayed. For more discussion of the Metric Path see Step 5 of the previous section.

5. Review the MBean Matching Criteria and modify it as needed. Since this is the MBean you
selected, you probably do not need to change it.

6. Review the MBean Attribute and Metric Name. This is the MBean attribute you originally
selected. By default the name is the same as the attribute. You can change it if you want to be
more specific about its use.

7. Review the Advanced panel rollup criteria and update as needed. For more information about
these options see Step 9 of the previous section.

8. Click Add Attribute to define another metric from the same MBean.

9. Click Create JMX Rule. The new metric displays in the IMX Metric Browser.
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W mow o om

Learn More

® Monitor JVMs
® Monitor IMX MBeans
® Exclude JMX Metrics

Create, Import or Export JMX Metric Configurations

® To create a New JMX Configuration

® To import a JMX metrics configuration

® To export a IMX metrics configuration

® To use a pre-3.3 configuration file for IMX metrics

This topic describes how to import or export your existing JMX configurations or create new JMX
configurations.

(i) Prerequisite for Configuring JMX Metric Rules
® In order to configure JMX metric rules, your user account must have "Configure
JMX" permissions for the application. For information about configuring user
permissions for applications, see To Configure the Default Application Permissions.

To create a New JMX Configuration
This is useful if you want to separate out the custom metrics from the out-of-the-box metrics.

1. In the left navigation menu, click Servers -> JMX.
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Node Select Node

2. Click Select Node, in the Node Browser click the node, and then click Select. All the
Domains for the node appear.

3. In the Domain tree, expand the domains to locate the MBean you want to use as the basis
for a IMX metric.

= JMX

Tier ECommerce Server Node [g Node_8000 Change

"= Hide Tree . Refresh Domains

L g MBean
b- Resourcelink ~ Object Name:  Catalina:j2eeType=Serviet, ist, J2ZEEApplicat ~2ZEEServer=nona
B server » BB Attributes
» B ServerClassLoader o~ = :
% Refresh == K Start Live Graph Viewing 13 of 12 Attributes ’O
b- Servies Name Type Value Editable
v Serviet BB classLoadTime int 0 No &>
v &g BooksList
'. Jocalhostiappdynamicspi == engineMNama java lang.String Catalina No
v none
& == errorCount int 0 Mo
B none
r i CompressionFilterTestServl == eventProvider boolean false Yes
» By CookieExample
=8 "
IadTime lon [1} o
B Deadlock == N
HTMLHostManager
& o == maxTime long 1] Mo
» By HTMLManager
» g HelloworldExample BB minTime long SEZ3372036854 776000 Mo “
» By HostManager » Live Graph for Attribute

» B MxProcy
3 == Operations
> Jersey REST Service

r B Manager

4. Click the MBean attribute you want to work with, and then click Create New JMX
Configuration.
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Select the JMX Configuration for the Metric Rule x

WX Configurations are ways to organize JMX Metric Rules into groups. You must select a group in which to
create this rule.
Select JMX Configuration Select JMX Configuration: -
ActivelMQ G
Cassandra
Create New JMX Cunﬁgu. Coherence ;eml::ul oK
| Glassfish i

| Hornet o I

The Create JMX Configuration dialog appears.

Create JMX Configuration x

Name

Description

Enabled |

Cancel Save

5. Enter the Name and Description for the JMX configuration, and click Enabled if you want
the new configuration to be immediately accessible and usable.

To import a JMX metrics configuration

1. Click Configure -> Instrumentation.

2. Click the JMX tab.

3. Click the Import JIMX Configuration icon.

i

4. In the JMX Configuration Import screen, click Select JMX Config. File and select the XML
configuration file for your IMX metrics.
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JMX Configuration Impaort

Flease salact a JMX Matric Configuration XML file that was exportad using the
axport tool,

Configurations which already exist will be overwritten.
Details:

File name: Mo file selected.

l Select JMX Config. File J

File size:

l Cancel J

5. Click Import.

To export a JIMX metrics configuration

1. Click Configure -> Instrumentation.

2. Click the JMX tab.

3. Click the Export JMX Configuration icon.

Q

The configuration is downloaded as an XML file.

To use a pre-3.3 configuration file for JIMX metrics

In AppDynamics Pro Version 3.3 the structure of the XML-based configuration file for IMX metrics
changed. As a result, if you use a pre-3.3 version, you must provide additional attributes in the
configuration file.

The following screenshot shows a sample XML configuration file for the JMX metrics for pre-3.3
versions of AppDynamics:

1 tomecat-7-jmx-config.xml ) '[ For prf"“m Fersmnss only
following attributes are
1 <7uml version="1.8" encoding="UTF-§" 7> mandatory for “<metric>"
2 <!--<!DOCTYPE jmx-configuration .‘:C\Y.‘ETE M "imx-config.dtd] element:
i | Previous versions do not use . S ::mhean-n:me—pﬂttem". ) .
<jmx 4 any attribute for “<server>" : .aElpd)rncwmcs.cm 3 - “category”. Il.-‘KMLSchem-u—mstunce
25 . element. ._1on= http:r’mm'.appdyk_l :
7 <! ,-I,'j-‘-!')f Configuration For Tomcat 6. % > ..|
= zsdPvers 14
5 anetric mbean-name-patterns"Catalina:typesGlobalKequestProcessor,*” category="Web Container Runtime® »
1@ % <attribute-counter-mappings=
42 - </metric>
43 <metric mbean-name-pattern="Catalina:type=ThreadPool,*" category="Web Container Runtime"
44 query-expression-type="initial-substring” query-attribute="name" query-value="http"
45 # bean-name="WebThreadPool ">
[ <anetric mbean-name-pattern="Catalina:type=DataSource,*" category="JDEC Connection Pools™
73+ bean-name="JOBCConnectionPool”™>
181 anetric mbean-name-pattern="Catalina:type=Manager, *"
182 [+ categorys="5Sessions” instance-identifier="path">
163 |- </server>
164 ~ </jmx-configuration>
165
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Beginning with AppDynamics version 3.3, the structure for this XML file is the following:

! Version 3.3 onwards, the “<server>" |
element must contain following attributes:

- description
- enabled
| - name
i

Start Page "'113 feconfigasd T IMX_1314140862295.aml @ |

1 -c]m:-c—'v:-'i_rhgurntmnz-

ZE £erver description="Default Config” enobled="true" name="Tomcat"s

3 ametric category="Web Container Runtime” domain-name="Cataling”

4 & “hled="true” exclude="false"

5 mby “cnome-pattern="Catalina:type=GlobalRequestProcessor,*” naome="Tomcat_GlobalRequestProcessor”s

ﬁg <af] bute-counter-mappingss

22 | metry |

23 =

24 | Version 3.3 onwards, the “<metric>" element must ng”

25 contain following attributes:

726 - name

27 - domain-name

28 = - mbean-name-pattern ue="http,">

55 — . -category

56 - enabled na"

57 | -exclude

58 E[-_‘I l"ﬂm!rvm——cwmmmﬂ:'m:ﬂTm(ﬂt_JDB((DﬂﬂECt'tDﬂPDOIS"D
85 anetric category="5essions” domain-name="Catalina”

86 enabled="true” exclude="false” instance-identifier="path”

a7 [H mbean-name-pattern="Catal ina: type=Manager,*” name="Tomcat_Sessions”»
147 | </ SErVEers
148 - </jmi-configuration=
149

To be able to import your existing configurations for JIMX metrics, add the following attributes for
<server> element and each of the <metric> elements in your XML file.

The attributes for each element are listed below:

Attributes for the <server> element

Attribute Name Attribute Type Allowed Values Mandatory/Optional
description String Mandatory
enabled Boolean true/false Mandatory
name String Mandatory

Attributes for each <metric> element

For each <metric> element, add the mandatory attributes from the following list to your existing
configuration file:

Attribute Name Attribute Type Allowed Values Mandatory/Optional
name String Mandatory
domain-name String true/false Mandatory
mbean-name-pattern  String Mandatory
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category String Mandatory
All those <metric>
elements that
have same value for
this attribute will
be grouped together
on the metric browser.

enabled Boolean true/false Mandatory
exclude Boolean true/false Mandatory
bean-name String Optional
query-attribute String Optional
query-expression-type Use any one from the  Optional

following values:

® any-substring

¢ final-substring

® equals

® initial-substring
query-value String Optional
instance-identifier String Optional
instance-name String Optional

Exclude JMX Metrics

® Tuning What Metrics are Gathered
® To exclude a metric
® |[earn More

This topic describes how to exclude MBean attributes from being monitored as JMX metrics.

For background information about JMX metrics see Monitor JVMs and Monitor JMX MBeans.

Tuning What Metrics are Gathered

AppDynamics provides a default configuration for certain JMX metrics. However, in situations
where an environment has many resources, there may be too many metrics gathered.
AppDynamics lets you exclude resources and particular operations on resources.

To exclude a metric

For example, suppose you want to exclude monitoring for HTTP Thread Pools. Follow the
procedure described in Create a new JMX Metrics Rule, using the following criteria:

1. Set the Exclude Rule option to Yes.
2. Provide the Object Name Match Pattern:
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Cat al i na: t ype=Thr eadPool , *

3. Provide the Advanced MBean Matching value:

http

This configuration causes AppDynamics to stop monitoring metrics for HTTP Thread Pools.

Later, if you want to see all HTTP Thread Pool metrics, clear the Enabled checkbox to disable the
rule.

Learn More

® Monitor JVMs
® Monitor JIMX MBeans
® Configure JMX Metrics from MBeans

Exclude MBean Attributes

¢ Excluding MBean Attributes from the MBean Browser
® To exclude an MBean attribute
® | earn More

Excluding MBean Attributes from the MBean Browser

Some MBean attributes contain sensitive information that you do not want the Java Agent to
report. You can configure the Java Agent to exclude these attributes using the <exclude
object-name> setting in the app-agent-config.xml file.

To exclude an MBean attribute

1. Open the AppServerAgent/conf/app-agent-config.xml file.

2. The new configuration takes effect immediately if the agent-overwrite property is set to true in
the app-agent-config.xml. If agent-overwrite is false, which is the default, then the new
configuration will be ignored and you have to restart the agent. Set the property to true.

<property nanme="agent-overwite" value="true"/>

3. Locate the IMXService section. It looks like this:

<agent - servi ce nane="JMXServi ce" enabl ed="true">

4. In the JIMXService <configuration> section add the <jmx-mbean-browser-excludes> section and
the <exclude object-name> property as per the instructions in the comment.
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<configuration>

<l--

Use the bel ow configuration sanple to create rules to
excl ude MBean attributes from MBean Browser.

<excl ude obj ect - nane=<MBean nane pattern>
attributes=< * |comma separated list of attribute names> >

The exampl e below will exclude all attributes of
MBeans that match "Catalina:*".

<j nx- mbean- br owser - excl udes>

<excl ude object-nane="Catalina:*"

attributes="*"/>

</ j mx- mbean- br owser - excl udes>

-->
</ configuration>

4. Save the file.

Learn More

* App Agent for Java Directory Structure
Configure JMX Without Transaction Monitoring

® Collect Metrics without Transaction Monitoring
® To turn off transaction detection
® | earn More

Collect Metrics without Transaction Monitoring

In some circumstances, such as for monitoring caches and message buses, you want to collect
JMX metrics without the overhead of transaction monitoring.

You can do this by turning off transaction detection at the entry point.
To turn off transaction detection

1. In the left navigation panel, click Configure -> Instrumentation.

2. Inthe Select Application or Tier panel, select the application.

3. In the right panel, click Use Custom Configuration for this Tier.

4. Expand the Entry Points list if it is not already expanded.

5. Clear all the relevant Enabled checkboxes in the Transaction Monitoring column.

Transaction monitoring on all selected entry points in the application is disabled. Exit point
detection remains enabled.

Learn More

® Configure Business Transaction Detection
Resolve JMX Configuration Issues

® Unable to browse MBeans on WebSphere Application Server (WAS).

Copyright © AppDynamics 2012-2014 Page 242


http://docs.appdynamics.com/display/PRO14S/Configure+Business+Transaction+Detection

APPDYNAMICS

®* Unable to get metrics from the App Agent for Java App on a GlassFish server
® Unable to get IMX metrics for database connections on GlassFish
Learn More

This topic describes how to resolve issues that may prevent AppDynamics from properly reporting
JMX MBean metrics.

Unable to browse MBeans on WebSphere Application Server (WAS).
In certain situations, you may encounter the following exception in the agent.log file for App Agent
for Java App deployed on the WebSphere Application Server (WAS).

[ AD Thread- Transi ent Event Channel Poller0] 17 Aug 2011 08:14:08, 031
ERROR JMXTr ansi ent Oper ati onsHandl er - Error trying to | ookup clz -
java. l ang. d assNot FoundExcepti on: comibm ws. security.core. SecurityContext

To resolve this issue:

1. From the WAS administration console, navigate to the JVM settings for the server of interest: A
pplication servers -> <server> -> Process Definition -> Java Virtual Machine.

2. Remove the following setting from the generic JVM settings:

- O avax. managenent . bui [ der.initial = -Dcom sun. managenent. j nxrenote

Unable to get metrics from the App Agent for Java App on a GlassFish server

Under some situations JMX metrics from GlassFish are not reported. Also some metrics may not
be enabled by default. Try these solutions:

1) Confirm that JIMX monitoring is enabled in the GlassFish server. Refer to the following
screenshot:

Copyright © AppDynamics 2012-2014 Page 243



APPDYNAMICS

#f Chrome File Edit View History Bookmarks Window Help < :18) Mon Oct 24 5:01PM Q

e e A

© O O pappbynar | [l Google Doc » | Fperf monitc | #3127 UM | [¥imsovuvyws % | B #3056 "Ho % | W AppDynam | B, #3055 Ge: » | EROSGi Infras | W, AppDynarn %/ (2)Sun GlassFi % | e Monitor Gl: % |45 -
s C | (D ec2-107-20-88-80.compute-1.amazonaws.com:4848 9N

Home | Version

User: admin | Domain: domain1 s

Sun GlassFish™Enterprise Server v2.1
£\ Restart Required

Connector Modules
Lifecycle Modules

Configuration > Admin Service > system

Application Client Modules M(Connactor | sst
@ Wen Services (& New values successfully saved.
v [ B
Service Assemblies Edit JMX Connector [ Save |
» [ Components Edits the configuration of the JSR 160-complant JMX Connector. Standard JMX Client (eg JConsole) can connect to the JMXServerURL listed beiow for domain management purposes.

[ sun-htp-binding

& sun-javace-engine General Settings

> Shared Libraries Name: system
sun-wsdklbrary JMXProtecel:  rmi_jrmp
[B] Custom Mesans IMXServiesURL: o o
* [ Resources Security: ™ Enabled
v (g3 Configuration Address: * [00.0.0 ]
{2 Web Container Specifies the IP address or host name; name must contain only alphanumeric, underscore, dash, or dot characters
(% EJB Container port: ¥ (8886 ]
» gt Java Message Service Specifies the port of the naming service (RMIRegistry) where the stub for JMX Connector Server is bound
a " *
> Security Realm Name: *  [admin-realm ]
o Transaction Service Al authentication is handled by this reaim; can be up to 255 characters, must contain only alphanumeric, underscore, dash, or dot characters
> @ HTTP Service
> 2 OR8

» 3 Thread Pools
v g Admin Service
Cgesmn

I. i Connector Service

Monitoring
Management Rules
€3, Diagnostic Service

(7] System Properties

2) Copy the text below into an mbean-servers.xml file in the following directory:

<App_Agent _Di r>/ conf/j nx/

<?xm version="1.0" encodi ng="UTF-8" ?>
<l --<I DOCTYPE servers SYSTEM "nbean-servers.dtd"> -->

<servers xm ns="http://ww:. appdynani cs. cont
xm ns: xsi ="http://ww. w3. org/ 2001/ XM_Schena- i nst ance"
xsi : schemaLocati on="http://ww. appdynamni cs. com

nbean- servers. xsd" >

<l--

<server nbean-server-nanme="\WbSphere"
nbean- nane- patt er n="\WbSphere: *, t ype=Server, j 2eeType=J2EESer ver"
version-attribute="pl atfornVersion" version-startsWth="7"
config-file="servers/websphere-7-jnx-config.xm" />

<server nbean-server-nanme="\WbSphere"
nbean- nane- patt er n="WhbhSphere: *, t ype=Server, j 2eeType=J2EESer ver"
version-attribute="platfornVersion" version-startsWth="6"
config-file="servers/websphere-7-jnx-config.xm" />

-->

<server nbean-server-nane="\WhSphere"
nbean- name- patt er n="\WbSphere: *, t ype=Server"
config-file="servers/websphere-7-jnx-config.xm" />

<server nbean-server-nane="JBoss_ 4"
nbean- nane- patt er n="j boss. managenent . | ocal : j 2eeType=J2EESer ver, nane=Local "
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version-attribute="serverVersion" version-startsWth="4"
config-file="servers/jboss-4-jnx-config.xm" />

<server mnbean-server-nane="JBoss_5"
nbean- nanme- patt ern="j boss. managenent . | ocal : j 2eeType=J2EESer ver, nanme=Local "
version-attribute="serverVersion" version-startsWth="5"
config-file="servers/jboss-5-jnx-config.xm" />

<server nbean-server-nane="JBoss_6"
nbean- nanme- patt ern="j boss. managenent . | ocal : j 2eeType=J2EESer ver, nanme=Local "
version-attribute="serverVersion" version-startsWth="6"
config-file="servers/jboss-5-jnm-config.xm" />

<server nbean-server-nane="Tontat_5.5"
nbean- nanme- pattern="Cat al i na: t ype=Server" version-attribute="serverlnfo"
versi on-startsWth="Apache Tontat/5.5"
config-file="servers/tontat-5-jnx-config.xm" />

<server nbean-server-nane="Tontat_6.0"
nbean- nanme- pattern="Cat al i na: t ype=Server" version-attribute="serverlnfo"
version-startsWth="Apache Tontat/6. 0"
config-file="servers/tontat-6-jnx-config.xm" />

<server nbean-server-nane="Toncat_7"
nbean- nanme- pattern="Cat al i na: type=Server" version-attribute="serverlnfo"
version-startsWth="Apache Tontat/7"
config-file="servers/tontat-7-jnx-config.xm" />

<server mnbean-server-name="Sun G assFish_2.1"
nbean- name- patt er n="com sun. appserv: j 2eeType=J2EESer ver, nanme=ser ver, cat egor y=run
time" config-file="servers/glassfish-v2-jm-config.xm" />

<server nbean-server-nane="WbLogi c_10"
nmbean- server - | ookup-string="java: conp/j nx/runti nme"
nbean- nanme- patt ern="com bea: *, Type=Ser ver Runti ne"
version-attribute="Webl ogi cVersion" version-startsWth="WblLogi c Server 10"
config-file="servers/webl ogi c-10-j nx-config.xm" />

<server nbean-server-nane="WbLlLogi c_9"
nmbean- server - | ookup-string="java: conp/j nmx/runti me"
nmbean- nanme- patt er n="com bea: *, Type=Ser ver Runti ne"
version-attribute="Wbl ogi cVersi on" version-startsWth="WbLogic Server 9"
config-file="servers/webl ogi c-9-jnx-config.xm" />

<server nbean-server-nanme="ActiveM 5. 3. 2"
nmbean- nanme- patt ern="or g. apache. acti veng: *"
config-file="servers/activeng-5.3.2-jnx-config.xm" />

<server nbean-server-nane="Apache Solr 1.4.1" nbean-name-pattern="solr:*"
config-file="servers\solr-1.4.1-jnx-config.xm" />

<server nbean-server-nane="Apache Cassandra 0.7.0"
nbean- nanme- patt ern="or g. apache. cassandra. net: *"
config-file="servers\cassandra-0.7.0-jnx-config.xm" />

<server nbean-server-nane="Apache Cassandra 0.7.0"
nmbean- nanme- patt er n="or g. apache. cassandr a. db: *"
config-file="servers\cassandra-0.7.0-jnm-config.xm" />

<server nbean-server-nane="Apache Cassandra 0.7.0"
nmbean- nanme- patt er n="or g. apache. cassandra. request : *"
config-file="servers\cassandra-0.7.0-jnm-config.xm" />

<server nbean-server-nane="Apache Cassandra 0.7.0"
nbean- nanme- patt ern="or g. apache. cassandra.internal : *"
config-file="servers\cassandra-0.7.0-jnx-config.xm" />

<l-- If you are using Platform MBean server to report activeng netrics then
you nmay unconmment the follow ng |ine.

-3

<l--
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<server nbean-server-nanme="Pl atf ornf
nbean- nane- pattern="or g. apache. acti venqg: *"
config-file="servers\activeng-5.3.2-jnx-config.xm" />
-->

<l-- |If your app publishes customjnx netrics to platformjnx server then
you may nodify the platformjnx-config.xm
and update the nbean-nane-pattern in the following line to start recording

your netrics by appdynam cs agent
-->

<I--

<server nbean-server-nanme="Pl atforn' nbean-nane-pattern="com foo. nyj nx: *"
config-file="servers\platformjnx-config.xm" />

-
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</ servers>

You should see a new JMX node in the metrics tree.
Unable to get JMX metrics for database connections on GlassFish

JDBC connection pool metrics are not configured out-of-the-box for GlassFish. To configure them,
uncomment the JDBC connection pool section and provide the relevant information in the following
file:

<app_agent _install >/ conf/jm/servers/glassfish-v2-jnm-config.xm

Uncomment the following section and follow the instructions provided in the file.
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<!-- The following config can be uncomented to nonitor glassfish JDBC
connection pool. Please set the nane of the connection
pool (not the datasource nane) and enable nonitoring for the JDBC Pools on
gl assfish admi n console. -->

<I--

<netric

nmbean- name- patt er n="com sun. appserv:type=j dbc- connecti on- pool , cat egory=nonitor, n
ane=<set the nane of pool >, *"

cat egory="JDBC Connection Pool s">

<attri bute-counter-nappi ngs>

<attri but e-counter-nappi ng>

<attri bute-nane>nunctonnused- current</attri bute-nane>
<count er - nane>Connections I n Use</counter-nanme>

<count er-type>aver age</ counter-type>
<time-rollup-type>average</tine-rollup-type>

<cl uster-rol | up-type>i ndi vi dual </ cluster-rol |l up-type>

</ attribute-counter-nmappi ng>

<attri bute-counter - nappi ng>

<attri but e- nane>nunctonnused- hi ghwat er mar k</ att ri but e- name>
<count er - name>Max Connecti ons Used</count er - nane>

<count er-type>observati on</ counter-type>

<tinme-rol | up-type>average</tinme-rollup-type>

<cl uster-rol | up-type>i ndi vi dual </ cluster-rollup-type>

</ attribute-counter-nmappi ng>

<attri bute-counter-nmappi ng>

<attri but e-nane>nunpot enti al connl eak- count </ attri but e- nane>
<count er - name>Pot enti al Leaks</ count er-nanme>

<count er -type>observati on</ count er-type>

<tine-rol | up-type>average</tine-rol |l up-type>

<cluster-roll up-type>i ndividual </cl uster-rollup-type>

</ attribute-counter-nmappi ng>

<attri bute-counter - nmappi ng>

<attri bute-nane>averageconnwai tti nme-count</attri bute-nanme>
<count er-nanme>Avg Wait Tinme MIIlis</counter-nanme>

<count er -type>observati on</ count er-type>
<time-rollup-type>average</tine-rol |l up-type>

<cluster-roll up-type>i ndividual </cluster-rollup-type>

</ attribute-counter-nmppi ng>

<attri bute-counter-nappi ng>

<attri but e- nane>wai t queuel engt h- count </ attri but e- name>
<count er-nanme>Current Wait Queue Length</counter-nane>
<count er-type>observati on</ counter-type>
<time-rollup-type>average</tine-rollup-type>

<cl uster-rol | up-type>i ndi vi dual </ cl uster-rol |l up-type>

</ attribute-counter-nmappi ng>

</ attribute-counter-nmappi ngs>

</netric>

Learn More

* IBM WebSphere and InfoSphere Startup Settings
® GlassFish Startup Settings
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MBean Getter Chains and Support for Boolean and String Attributes

(D) In addition to getter chain support for numeric boxed primitives (Short, Integer, Long, etc.),

Strings and Booleans are supported using implicit conversion. Expressions can be

executed against any value.

Prior to 3.7.7, AppDynamics supported Integer MBean attributes. In 3.7.7 support was
added for Boolean and String attributes using the new getter chain field that implicitly
converts the Boolean or String to an Integer. Booleans are automatically converted to O

(false) and 1 (true). Strings are converted to numeric values.

Example Metric Getter Chain
1. Given the following MBean code:
package com.appdynamics.flexibleapp.mbean;

* User:
* Date: 16/
* Time:

& public class My

|: _:
public long ge nething()
I

return System.currentTimeMillis();

public AnotherComplexObject ge
I
return new AnotherComplex0Objer

2. Locate the MBean in the MBean Browser:
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JMX Metrics MBean Browser i
= Hide Tree o2, Refresh Domains !
[
£ MBean ]
» ,!_ JMImplementation Object Name:  com ics.f |
P o5 com.sun.management +E8 Attributes {
v ,!. com.appdynamics flexibleapp
BB connection Pool (mysqliorderdbz-1.2 | €3 Refresh =@ Create Metric Start Live Graph
lCnnnecﬂnn Pool (postgresiog 4 Mame Type 4  Value l
|
B nformation . BB My ComplexObject com.appdynamics flexibleapp.mbean.MyComplex Object com.appdynamics.flexibleapp.mbean. MyComplexObject@2d0aBbi3 |
v ,!, java.lang i
B ClassLoading = RequestPeriinute float 12088 l]
l Compilation {
» il GarbagaCollector = RequestsPerSecond float 201
BB Memary
> Bl MemaryManager -] AverageResponseTims float 36
» B MemoryPool
l OperatingSystem == Part int 7000 ]
l Runtime
lThrE“di”D == ServiceName java.lang.String invantory ‘
> o2 java. utillogging
H CallCount long 254080

3. Create a new JMX Metric Rule and add the getter chain information in new Metric Getter Chain
field:
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Create JMX Metric Rule from an MBean

=ga MNew Rule for MBean Create JMX Rule |~
com.appdynamics.flexibleapp:com.appdy
namics.flexibleapp:type=Information

Name Mew Rule for MBean com.appdynamics flexibleapp:com.appdyna

Exclude Rule Y¥es @ Mo

Enabled w

Metric Path | jmd

This is the path in the metric browser where this metric will
be created relative fo the JMX metric browser node.

v ' MBeans

MBean Matching Criteria

Domain com.appdynamics.flexibleapp

Object Name Match Pattern com.appdynamics.flexiblea pp type=Information
» Advanced MBean Matching
v BB Attributes

Define Metrics from MBean Attribute(s)

r &
MBean Attribute Iy Comple < Object I Add METI'iC

Metric Mame | MyComplexObject Getter Chain

w Advanced

Metric Getter Chain getSomethingi) o

Metric Time Rollup Average the data points - o
Define how this metric is aggregated over time (for example, from 60
one min data points to one 1 hour data point)

Metric Cluster Rollup | ayerage Data from all Nodes -~ ©

Define how this metric is aggregated for a Tier from its Nodes (for
example average response time for a Tier using the avp values from
all of itz individual nodes)

4. The new metric shows up in the Metric Tree:
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basic-ini » Serve Ap) rs b inventory >

Metric Browser - basic-ini

%= Hide Metric Tree |_ Lin. |_ Log. Plot Points Compare Against Baseline v Export Data w % 0 Refresh last 15 minutes

Metric Tr. Settings
»El End User Experiznce
> Backends
»EB Overal Application Performance
» [l EBusiness Transaction Performance
v Application Infrastructurs Performance
¥ l_ inventory
> Agent
» [l Hardware Resources

Events
» Troubleshoaot

+ Alert & Respo)
> Individual Nodes

v Analyze v %
Metric Broy v i
Informatior 1. MyComplexObject
»m v
v [ web
> Agent

» Il Hsrdware Resources
b Individual Nodes
[ - LY
3 -
b Erors

» [ Information Points

b Configure

10:45 AM 10:47 AM 10

Dﬂ.p-plwu;stlcun Infrastructurs Periormanca|imventory | X|imx|MyComplexObj... Obs . Min . M-s'a:. Sum . Count [ Bas= WL

Close Clear/Refresh Tree Add Metric to Graph Remove A | ---------- Baseline data ~——————— Metric data

Learn More

® Getter Chains in Java Configurations
Percentile Metrics

Demo of Percentile Metrics

Percentile metrics are available for business transaction response time. Percentiles are generally
a better indicator than averages because they are not sensitive to outliers while averages can get
distorted. Percentile metrics can provide a sense of how the response times are distributed. From
this information you can extrapolate the percentage of responses that are within and outside of
acceptable ranges.

Percentiles describe distributions of real world data sets in ways that are less sensitive to the
effect of outliers in the data set than simpler calculations such as the mean. Percentile metrics can
provide you with answers to questions such as the following:

® What is the 95th percentile latency of transactions for a single web server?
®* What is the 95th percentile latency of transactions for the entire web site (over all the

servers)?
®* \What is the 95th percentile latency of transactions for the website during the last one hour?

Percentile metrics for business transaction response time are displayed in the Metric Browser or
Custom Dashboard.
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Metric Browser - ACME Book Store Application Business Transactlon Performance |Business
Transactions|ECommerce

%= Hide Metric Tree |_ Lin. |_ Log. Plat Points Baseling: none w Expo Server|ViewCart.addToCart|95th Percentile
Response Time (ms)
- : 07/25/13 at 11:46 AM
Metric Tr... S s * (Observed (Average): 4,554
) = Min: 4
p- End User Experience « Max: 54,049
Ly

= Sum: 358,306
+ Count: 78

> Eackends 5000

I- Overall Application Performance
v - Business Transaction Performance

> - Eusiness Transaction Groups 4000
v - Eusingss Transactions

v l_ ECommerse Server

> n fappdynamicspilot!

> n UserLogin.memberLogin

3000

L3 n UserLogOut. memberLogOut

ViewCart.addToC
"n iswCart.addToCart 2000

» Il Extemal Cals
» Il Individual Nodes
O5th Percentile Response Time (ms
ke ) 1000
Average Block Time (ms)

Average CPU Used (ms)

Average Request Size :
0

Awverage Response Time (ms) 10:56 AM 11:09 AM 11:22 AM 11:35 AM 11:48 AM 12:01 PM 12:14 PM 12:27 PM 12:40 PM 12:53 A

Average Wait Time (ms)

Percentile metrics can be interpreted as follows: the 95th percentile point indicates that 95% of all
response times were less than the metric value. It provides a sense of how the response times are
distributed. For example if the metric Observed (Average) or percentile value is 300ms, it implies
that 95% of the business transaction response times are less than 300ms, and therefore implies
that 95% of the business transaction response times are within acceptable ranges. It also implies
that 5% of the requests have been taking more time and could be a cause for concern.

Enabling Percentile Metrics

There are three agent node properties that you can use to enable and configure how percentile
metrics are collected. You do not need to restart the agent after making changes to these
properties.

® disable-percentile-metrics: Set this property to 'false’ to view the percentile metrics.

® percentile-method-option You can choose one of two different algorithms to calculate
percentiles in AppDynamics:

® P Square algorithm (default): This option consumes the least amount of storage and
incurs the least amount of CPU overhead. The accuracy of the percentile calculated
varies depending on the nature of the distribution of the response times. You should
use this option unless you doubt the accuracy of the percentiles presented.

® Quantile Digest algorithm: This option consumes slightly more storage and CPU
overhead for the machine where the agent is running, but may offer better percentiles
depending on how the response times are distributed.

® percentiles-to-report: By default, the system will capture the 95th percentile metrics. You can
change the percentile captured here.
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Learn More

Metric Browser

Business Metrics

App Agent Node Properties Reference
App Agent Node Properties

Monitor Java Applications
Monitor JVMs

® Infrastructure Monitoring in a Java Environment
®* JVM Key Performance Indicators
® Memory Usage and Garbage Collection
®* To view heap usage, garbage collection, and memory pools
® Heap Usage
® Garbage Collection
® Memory Pools
® (Classes, Garbage Collection, Memory, Threads, and Process CPU Usage Metrics
®* To view classes, garbage collection, memory, threads, and process CPU usage
metrics
Alert for JVM Health
Monitor JVM Configuration Changes
Detect Memory Leaks
¢ Automatic Leak Detection
® To enable automatic leak detection
® Detect Memory Thrash
® Object Instance Tracking
® To monitor Java object instances
® Monitor Long-lived Collections
® To view or configure custom memory structures
® Learn More

() JVM/container configuration can often be a root cause for slow performance because not
enough resources are available to the application.

Infrastructure Monitoring in a Java Environment

A Java application environment has multiple functional subsystems. These are usually
instrumented using JMX (Java Management Extensions) or IBM Performance Monitoring
Infrastructure (PMI). AppDynamics automatically discovers JIMX and PMI attributes.

JMX uses objects called MBeans (Managed Beans) to expose data and resources from your
application. In a typical application environment, there are three main layers that use JMX:

® JVMs provide built-in JIMX instrumentation, or platform-level MBeans that supply important
metrics about the JVM.
® Application servers provide server or container-level MBeans that reveal metrics about the
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server.
* Applications often define custom MBeans that monitor application-level activity.

MBeans are typically grouped into domains to indicate where resources belong. Usually in a JVM
there are multiple domains. For example, for an application running on Apache Tomcat there are
“Catalina” and “Java.lang” domains. “Catalina” represents resources and MBeans relating to the
Tomcat container, and “Java.lang” represents the same for the JVM Hotspot runtime. The
application may have its own custom domains.

For more information about JMX, see the JMX overview and tutorial. To learn about PMI see Writi
ng PMI Applications Using the JMX Interface.

JVM Key Performance Indicators

There are often thousands of attributes, however, you may not need to know about all of them. By
default, AppDynamics monitors the attributes that most clearly represent key performance
indicators and provide useful information about short and long term trends. The preconfigured JVM
metrics include:

Total classes loaded and how many are currently loaded
Thread usage
Percent CPU process usage
On a per-node basis:
® Heap usage
® Garbage collection
® Memory pools and caching
® Java object instances

You can configure additional monitoring for:

® Automatic leak detection
® Custom memory structures

Memory Usage and Garbage Collection

Monitoring garbage collection and memory usage can help you identify memory leaks or memory
thrash that can have a negative impact application performance.

() Important Information
The agent cannot capture memory statistics if the application is configured to use G1GC
(-XX:+UseG1GC) and using JDK version = 1.6.0_26-b03. You should either remove
-XX:+UseG1GC from the application startup options or upgrade the JDK to version 1.6.0_3
2 or higher.

To view heap usage, garbage collection, and memory pools

1. In the left navigation pane, click Servers - > App Servers -> <tier> -> <node>. The Node
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Dashboard opens.

2. On the Node Dashboard, click the Memory tab.

3. On the Memory tab, click the Heap & Garbage Collection subtab. The panels show data
about the current usage.

See Node Dashboard for a complete description of the this dashboard.
Heap Usage

The Heap panel shows data about the current usage.

v Heap
Average Utilization Current Utilization Current Usage 47 MB
6 % 5 % Current Committed 101 MB
o Max Available 928 MB
last 15 minutes Current Usage . @
Frea Free 881 MB
Heap Utilization % +| Show Maijor Garbage Collections
g8
7 i .
X Q . - A
6 \ P
A d
5 y
4 -
4:52 PM  4:53PM 4:54 PM  4:55PM 4:56 PM  4:57 PM 4:58 PM 4:59 PM S5:00PM 5:01 PM 5:02PM S5:03PM S:04PM S5:05PM 5:06 PM
Heap: [li] Current Usage (MB) Max (MB)

S00

700

500

300

100 — o — =

4:52 PM 4:53 PM  4:54 PM  4:55PM 4:56 PM  4:57 PM 4:58 PM  4:59 PM 5:00PM 5:01PM 5:02PM 5:03PM 5:04PM 5:05PM 5:06 PM

Garbage Collection

Java garbage collection refers to how the JVM monitors the objects in memory to find any objects
which are no longer being referenced by the running application. Unused objects are deleted from
memory to make room for new objects. For details see the Java documentation for Tuning
Garbage Collection.

Garbage collection is a well-known mechanism provided by Java Virtual Machine to reclaim heap
space from objects that are eligible for garbage collection. The process of scanning and deleting
objects can cause pauses in the application. Because this can be an issue for applications with
large amounts of data, multiple threads, and high transaction rates, AppDynamics captures
performance data about the duration of the pauses for garbage collection.

Below the Heap panel, the Garbage Collection - Time Spent panel shows how much time, in
milliseconds, it takes to complete both minor and major collections.
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w Garbage Collection - Time Spent

Garbage Collection Time Spent (ms/min): [l Minor Collections [l Major Collactions Taotal Show Max Time

10:02 AM 10:02 AM 10:04 AM 10:05 AM 10:06 AM 10:07 AM 10:08 AM 10:058 AM 10:10 AM 10:11 AM 10:12 AM 10:12 AM 10:14 AM 10:15 AM 10:16 AM

The Garbage Collection - Minor Collections panel shows the number of minor collections per
minute. The effectiveness of minor collections indicates better performance for your application.

w Garbage Collection - Minor Collactions

MNumber of Minor Collections per min

—

N .

- >

U oo N @

10:26 AM 10:27 AM 10:28 AM 10:23 AM 10:30 AM 10:31 AM 10:32 AM 10:33 AM 10:34 AM 10:35 AM 10:36 AM 10:37 AM 10:38 AM 10:33 AM 10:40 AM

The Garbage Collection - Major Collections panel shows the number of major collections per
minute.

v Garbage Collection - Major Collactions
Number of Major Collections per min

1

0.e

|

0.6 _l

0.4 | L

0.2

o
9:46 AM 9:43 AM 9:52 AM 2:55 AM 9:58 AM 10:01 AM 10:04 AM 10:07 AM 10:10 AM 10:13 AM 10:16 AM 10:19 AM 10:22 AM 10:25 AM 10:28 AM 10:31 AM 10:34 AM 10:37 AM 10:40 AM 10:43 AM

Memory Pools

The Memory Pools panel shows usage and trends about the Java memory pools.

» Memory Pools

Name Used ME  Committed MB  Max Available ME Current Utilization % Trend
Code Cache " n 48

23
Eden Space 2 28 256

1 %
Perm Gen 88 B8 82

83% I —
Survivor Space 1 3 32

3%
Tenured Gen 44 69 840

7%

Classes, Garbage Collection, Memory, Threads, and Process CPU Usage Metrics

Information on JVM classes, garbage, threads and process CPU usage is available on the IMX
Metrics subtab of the Node Dashboard JMX tab.

To view classes, garbage collection, memory, threads, and process CPU usage metrics

1. In the left navigation pane, click Servers - > App Servers -> <tier> -> <node>. The Node
Dashboard opens.

2. In the Node Dashboard, click the IMX tab.
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3. In the JIMX Metrics subtab metric tree, click an item and drag it to the line graph to plot current
metric data.

Dashboard Hardware Memory JVM “ Events =
JMX Metrics MEBEean Browser Configure JMX Metrics

Hide Metric Tree = Lin. Log. Plot Points |/ Export Data

Bl JME
¥l JYM
¥ .| Classes
m Current Loaded Class Count

Tital Classes Loaded

¥ i Garbage Collection
0 Memory Pools
GG Time Spent Per Min (ms )

Major Collection Time Spent Per Min (ms)

Minor Collection Time Spent Per Min ims)

Mumber of Major Collections Fer Min

Mumber of Minor Collections Per Min

Bl Memory 3 Y 3:04 PM 3:05 PM 3:06 PM

i) Threads

Ily Process CPU Burmt (msmin) D}'l.ppli-:sti-:-n Infrastructure Performance|ECom... Obs. Min Max . Sum . Count

Il Process CPU Usage %

Add Metric to Graph Remowve All - --------- Baseline data ——— Metric data

Alert for JVM Health

You can set up health rules based on JVM or JMX metrics. Once you have a health rule, you can
create specific policies based on health rule violations. One type of response to a health rule
violation is an alert. See Alert and Respond for a discussion of how health rules, alerts, and
policies can be used.

You can also create additional persistent JIMX metrics from MBean attributes. See Configure JMX
Metrics from MBeans.

Monitor JVM Configuration Changes

The JVM tab of the Node Dashboard displays the JVM version, startup options, system options
and environment properties for the node.
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ECommerce Server » Node_8000 last 5 minute

Dashboard Hardware Memory VM JMX Events Slow Response Times Enors Transaction Snapshots Transaction Analysis Agents

er Agent v3.0.1 GA #2014-04-07_23-46-01 5 55l 8.0next

pot(TW) 64-Bit Server Vi 1.6.0 45 Sun Microsystems Inc.

JVM Startup Options.

Copy all to Cliphoard

PITIERTTOMCAT confilogging. properties
i ClassLoaderLoghlanager

2=128m

B L B e B anan W N o S e W W Y o o a2

¥

JVM System Options
Export Grid
Name Value

jentuniqueHestl cart-machine

port 8080
fhome/appd/cart4mpTIERT TOMCAT

fhome/appdicant4mpTIERT TOMCAT
does.not matter2

file.encoding UTF-8

“""\W"“,M""“O‘“’“J‘f\'r*‘i—"’JM”O"“MJM"-“J’\M‘H

Environment Properties

Name value
cvs_RsH ssh

G_BROKEN_FILENAMES 1

Changes to the application configuration generate events that can be viewed in the Events list.

For more information, see Monitor Application Change Events.

Detect Memory Leaks

By monitoring JVM heap utilization and memory pool usage you can identify potential memory
leaks. Consistently increasing heap valleys may indicate either an improper heap configuration or
a memory leak. You might identify potential memory leaks by analyzing the usage pattern of either
the survivor space or the old generation. To troubleshoot memory leaks see Troubleshoot Java
Memory Leaks.

Automatic Leak Detection

AppDynamics supports automatic leak detection for some JVMs as listed in JVM Support. By
default this functionality is not enabled, because using this mode results in higher overhead on the
JVM. AppDynamics recommends that you enable leak detection mode only when you suspect a
memory leak problem and that you turn it off once the leak is identified and remedied.

Memory leaks occur when an unused object’s references are never freed. These are the most
common occurrences in collections classes, such as HashMap. This is caused when an
application code puts objects in collections but does not remove them even when they are not
being actively used. In production environments with high workloads, a frequently

accessed collection with a memory leak can cause the application to crash.

AppDynamics automatically tracks every Java collection (HashMap, ArrayList, and so on) that has
been alive in the heap for more than 30 minutes. The collection size is tracked and a linear
regression model identifies if the collection is potentially leaking. You can then identify the root
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cause of the leak by tracking frequent accesses of the collection over a period of time.

View this data on the Node Dashboard on the Automatic Leak Detection subtab of the Memory
tab. See Node Dashboard for a complete description of this dashboard and its tabs.

To enable automatic leak detection

To enable automatic leak detection follow the instructions at Troubleshoot Java Memory Leaks.

Detect Memory Thrash

Memory thrash is caused when a large number of temporary objects are created in very short
intervals. Although these objects are temporary and are eventually cleaned up, the

garbage collection mechanism may struggle to keep up with the rate of object creation. This may
cause application performance problems. Monitoring the time spent in garbage collection can
provide insight into performance issues, including memory thrash. For example, an increase in the
number of spikes for major collections either slows down a JVM or indicates potential memory
thrash. To troubleshoot memory thrash, see Troubleshoot Java Memory Thrash.

Object Instance Tracking

The Object Instance Tracking subtab helps you isolate the root cause of possible memory thrash.
By default,AppDynamics tracks the object instances for the top 20 core Java classes and the top
20 application classes. For the list of the supported JVMs see the Compatibility Matrix for Memory
Monitoring.

The Object Instance Tracking subtab provides the number of instances for a particular class and
graphs the count trend of those object in the JVM. It provides the shallow memory size (the
memory footprint of the object and the primitives it contains) used by all the instances.

Node_8001 last 15 minutes
Dashboard Hardware Memory Jv JMX Events Slow Response Times ==
Heap & Garbage Collection Automatic Leak Detection Object Instance Tracking Custom Memory Structures
Object Instance Tracking How doas this work? on Configure Custom Classes to Track
v VIEW: o/ Top Application Classes Top System / Core Java Classes Custom Classes All Showing 31 of 56 objects
Class Current Instance Count  Shallow Size (... Status  Instance Count Trend
org.apache.catalina.loader ResourceEntry 7,084 340,032 o~
org.apache.catalina.LifecycleListener(] 1,667 29416
org.apache.catalina.LifecycleEvent 1,456 46,502
org.apache.catalina.Container[] 1,456 20,440
org.apache.activemg. command. Messageld 1,014 40,560
javax.management. ObjectMameSPrope rty 268 20,832
org.apache.xerces. xni.QName 824 26,368

W Object Instance Tracking - Diagnostic Events (1)

Type Summary Time

Memary Instance Tracking is [enabled] 04/28/14 1:17:32 PM

To monitor Java object instances

1. Ensure the tools.jar file is in the jre/lib/ext directory.
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2. On the Node Dashboard, click the Memory tab.
3. On the Memory tab, click the Object Instance Tracking subtab.
4. Click On and then OK.

See Configure Object Instance Tracking (Java).

Monitor Long-lived Collections

AppDynamics automatically tracks long lived Java collections (HashMap, ArrayList, and so on)
with Automatic Leak Detection. You can also configure tracking of specific classes using the
Custom Memory Structures capability. You can use this capability to monitor a custom cache or
other structure that is not a Java collection. Custom memory structures are used as caching
solutions. For example, you may have a custom cache or a third party cache such as Ehcache. In
a distributed environment, caching can easily become a prime source of memory leaks. In
addition, custom memory structures may or may not contain collections objects that would be
tracked using automatic leak detection. It is therefore important to manage and track these
memory structures.

AppDynamics provides visibility into:

® Cache access for slow, very slow, and stalled business transactions
® Usage statistics (rolled up to Business Transaction level)

® Keys being accessed

® Deep size of internal cache structures

Ensure your custom memory structures are supported on your JVM, see JVM Support.

To view or configure custom memory structures
1. In the Node Dashboard, click the Memory tab.
3. On the Memory tab, click the Custom Memory Structures subtab.

For details see Configure and Use Custom Memory Structures for Java.

Learn More

Configure Policies

Supported Environments and Versions
Infrastructure Metrics

Monitor Events

JVM Crash Guard

® To start monitoring for JVM Crashes

When a JVM crash occurs,you need to be notified as soon as possible. Learning of a JVM crash
is very critical because it maybe a sign of a severe runtime problem in an application.
Furthermore, you may want to to take remediation steps once you are aware that a crash event
has occurred. JVM Crash is a new event type, implemented as part of JVM Crash Guard, that you
can activate to provide you with the critical information you need to expeditiously handle JVM
crashes.

The following image shows the Events window where notification of two JVM Crash events
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detected is displayed.

Events

last 15 minutes «

Y = 0
= G)EH Showing & events
Show Filters Dalete  Archive Register Application Changs Event
Type Summary Time Business  Tier Node Actions
Transactio Executed
B JVM Crash JVI Crash detected 03 18/14 2:25:10 PM Ovder P.. HNode_&... 2)
[l Aep Server Restart  Application Server J¥Mwas re-started No...  03/18/14 2:20:58 PM Invento...  Node_8
ﬂ App Server Restart  Application Server JYMwas re-started Mo... 031814 2:20:58 PM Order P..  Node_8..
ﬂ App Server Restart  Application Server JYMwas re-started Mo...  03/18714 2:20:57 PM ECome... Hode_8...
ﬂ App Server Restart  Application Server JYMwas re-started Mo,.,  02/12/14 2;20:57 PM EComm.,, Node_2..,
B JVYM Crash JWM Crash detected 031814 2:15:40 FM Order P..  Hode 8. 2)

Double-clicking the JVM Crash event on the Events window displays more information to assist
you in troubleshooting the underlying reason for the JVM crash.

On the Summary page you can download any logs associated with the JVM Crash event.

JVM Crash

Summa... Details

Severity
Type
Time

Summary

Crash Logs

Mo Actions Executed
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Actions Executed (0)

Comments (0)

ﬂ Critical

JVIM Crash
QF20/14 5:19:09 PM
JVM Crash detected

= .
H Download Log 1 of 1

@ ier1

Download
any
associated
crash log
files

VWhat does this mean?
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The JVM Crash window also displays information about actions executed as a result of the crash.
These are actions that you specify when creating the policy that is triggered by a JVM crash event.

Summary | Details = Actions Executed (0) | Comments (0)

Copy to Clipboard

Command line ILibraryiJavalJavaVirtualMachines/jdk1.7.0_45.dk/Contents/Homa/jre/bin/java -Ddoes.not=matter1 -Dok
Dappdynamics agent uniquaHostld=cart-machine -Dappdynamics hmt:rvqlrm writa2disk=/Use
D-3K:+UseG1GC -XX:PermSize=256m -} ErmorFile=/User a
Djava.util.logging. manager=crg.apache.juli. Class LuadcrLUql\'\ananr D|a\a util logging. con iticart-tmp TIER1 TOMGCAT/conl quqmq properties
Dcom.appdynamics. bounded. collections. default. policy=WarnifBoundExceeded -Deatalina ba: art-tmp/TIER1TOMCAT -Deatalina.home=/Users/bv lowgit'cant-tmp TIER1TOMCAT -

Dappdynamics viewer port=5330 -Dcom sun management jmsremote= -Deom.sun. management jrxremate.port=3004 -Dcom sun.management jmkremate. ssl=false -Dcom sun management mxremote, authenticate=false -
Dappdynamics enable.missed.class scan=false -Dappdynanmics.enable.missed.class. scan fraq=120 -Dappdynamics. avoid.boot. class loader Iookup=true -Dappdynamics background fransaction.reporter. queue. typs=circular -
Dappdynamics asyne.all.metrics =sometimes -Dappdynamics background transaction raportsr initial.circular. queus size=1000 -Dappdynamics. hots pot. e nabled=falss -

Dappdynamics beiengine.should implement new interface s=true -Dappdynamics_socket collection. bei enable=false -Dappdynamics_agent runtime dir=/Usersibwinslow/AgentRuntime -

Dappdynamics object monitor hang. detect=600 -Dappdynamics.scheduler.time. adjuster.required=sync -classpath /Libraryi Java/JavaVirtualMachines/jdk1.7.0_45 jdkiContents/Home/libtools. jar/Users/bwinslowgiticart-
tmpTIER1 TOMCAT/bin/bootstrap jar org.apache catalina. startup. Bootstrap

s.not=matter2 -javaagentsUsers/b
cartibel XX+ HnapDump

sitcart-tmpTIERTTOMCAT/appage ntjavaagent ar -
oryError -XX:HeapDumpPath=/Users/bwinslow/giVeart-impTIER1TOMCAT/logs -
port=6180

Crash Date/Time Thu Mar 27 15:55:43 PDT 2014

Crash Reasan SIGSEGY (0xb) at pe=0x000000010e50460d, pid=36832, tid=67075
Fils_0 1385860944535ava_srmor3s832.log

Host name osxltbwins local

1P Address 192.168.1.9

PID 36832

appName ACME Book Store Application

nodeName Node_8000

tierName ECommerce Server

Close

The JVM Crash event captures the following information: timestamp, crash reason, host name, IP
address, process ID, application name, node name, and tier name and displays them on the
details page.

In the Crash Reason details field of the JVM Crash Details tab, the JVM Crash details indicate the
root cause of the crash if available; for example, a java.lang.OutOfMemoryError, Segmentation
Fault, etc... To facilitate the discovery and display of the reason for the JVM crash, JVM Crash
Guard provides full support for:

® Hotspot JVM error log analysis
® IBM JVM System Dump log analysis
® Jrockit JVM error log analysis

To start monitoring for JVM Crashes

(i) Prerequisite
JVM Crash Guard is a policy trigger that works with the Standalone Machine Agent to fire
an AppDynamics policy when a JVM Crash event occurs. You must therefore have a
Standalone Machine Agent installed on the system which you want to monitor for JVM
crashes. On Windows, the Standalone Machine Agent must run in Administrator mode.

1. From the left-hand navigation menu, click Alert & Respond ->Policies and then click Creat
e a Policy.
OR
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Navigate to the Policies tab and then click Create a Policy.

The Create Policy dialog appears.

Create Policy -B%

Name

TRIGGER

ACTIONS o
Health Rule Violation Events

+ Health Rule Violation Started - Warning

/| Health Rule Violation Started - Critical
Health Rule Violation Upgraded - Warning to Critical
Health Rule Violation Downgraded - Critical to Warning
Health Rule Violation Ended

What Health Rules?
@ Any Health Ruls

These Health Rules

This Policy will fire when + any of these Events occur on » any object

~

Enabled |

Other Events

3 Slow Transactions
Errors

3 Code Problems

» Application Changes

w || Server Crashes

/ JVM Crash

AppDynamics Config Warnings

Enable these
options to activate
JVM Crash Guard

2. In the Other Events section, expand the Server Crashes option and click JVM Crash.

The JVM Crash event then becomes a trigger to fire a policy.
3. Proceed as usual to create the Policy. For more information on creating Policies, see Policie

S.
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Create Action

Select what type of action to create:

Motifications

@ Send an email

In the event of a JVM : Sand & SMS message

Crash, you may want Diagnostics
to Send an email tO the Start a Diagnostic Session to collect Snapshots
administrator or run a Take a thread dump

script to restart the
JVM Remadiation

@ FRun a script or executable on problematic Nodes

Custom Actions

Run a Custom Action that has been uploaded to the Controller

Cloud Auto-Scaling

Run a Workflow to scale up/down your Application

Cancel

Monitor Java App Servers

® |Infrastructure Monitoring in a Java Environment
* App Server Key Performance Indicators

® Alerting for App Server Health

® Learn More

Utilizing JMX Metrics In Troubleshooting

Utilizing JMX Metrics in Troubleshooting

ik <PREV  NEXT >

Utilizing JIMX Metrics in
Troubleshooting
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Infrastructure Monitoring in a Java Environment

A Java application environment has multiple functional subsystems. These are usually
instrumented using JMX (Java Management Extensions) or IBM Performance Monitoring
Infrastructure (PMI). AppDynamics automatically discovers JMX and PMI attributes.

JMX uses objects called MBeans (Managed Beans) to expose data and resources from your
application. In a typical application environment, there are three main layers that use JMX:

® JVMs provide built-in IMX instrumentation, or platform-level MBeans that supply important
metrics about the JVM.

® Application servers provide server or container-level MBeans that reveal metrics about the
server.

® Applications often define custom MBeans that monitor application-level activity.

MBeans are typically grouped into domains to indicate where resources belong. Usually in a JVM
there are multiple domains. For example, for an application running on Apache Tomcat there are
“Catalina” and “Java.lang” domains. “Catalina” represents resources and MBeans relating to the
Tomcat container, and “Java.lang” represents the same for the JVM Hotspot runtime. The
application may have its own custom domains.

For more information about JMX, see the JMX overview and tutorial. To learn about PMI see Writi
ng PMI Applications Using the JMX Interface.

App Server Key Performance Indicators

AppDynamics creates long-term metrics of the key MBean attributes that represent the health of
the Java container. Depending on your application configuration, metrics may include:

® Session information such as the number of active and expired sessions, maximum active
sessions, processing time, average and maximum alive times, and a session counter.

* \Web container runtime metrics that represent the thread pool that services user requests.
The metrics include pending requests and number of current threads servicing requests.
These metrics are related to Business Transaction metrics such as response time.

®* Messaging metrics related to JMS destinations, including the number of current consumers
and the number of current messages.

® JDBC connection pool metrics including current pool size and maximum pool size.
To see the IMX metrics discovered in a node, see the JMX tab on the Node Dashboard.
To learn how to customize additional MBean attributes for long-term monitoring, see Configure
JMX Metrics from MBeans.
Alerting for App Server Health

AppDynamics discovers metrics for most Java platforms and applications. Some environments
however are not instrumented by default, yet they have MBeans. For those situations you can
enable monitoring using the MBean Browser. For details see Monitor JMX MBeans.

In addition to the preconfigured metrics, you may be interested in additional JVM or Java container
metrics. You can add custom metrics using JMX MBean attributes in the Metric Browser. To
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customize which MBean attributes are monitored, see Configure JIMX Metrics from MBeans.

Once you add a custom metric you can create a custom health rule for it and receive alerts if
conditions indicate problems. For details see Alert and Respond.

AppDynamics also provides the Application Server Agent API (Agent API) for access to metrics
that are not supported by default or by MBeans. You can use the Agent API to:

® Inject custom events and report on them
® Create and report on hew metrics
® Correlate distributed transactions when using protocols that AppDynamics does not support

Learn More

Configure JMX Metrics from MBeans
Monitor JIMX MBeans

Configure Health Rules

Supported Environments and Versions

Monitor IMX MBeans

* JMX and MBeans Monitoring Application
Infrastructure
® Prerequisites for IMX Monitoring
® Preconfigured JMX Metrics
® To view the configuration of the
preconfigured JMX metrics
® Using AppDynamics for JIMX Monitoring
® To view JMX metrics in the Metrics
Browser
®* Trending MBeans Using Live Graphs
® To monitor the real-time trend of an
MBean
® Working with MBean Values
® To View and Edit the MBean Attribute
Values
® To invoke MBean Operations
®* To view Complex MBean Attributes
® Configuring New JMX Metrics
® Reusing JMX Metric Configurations
® Understanding JMX Metrics
® Learn More

Utilizing JMX Metrics In Troubleshooting

Utilizing JMX Metrics in Troubleshooting
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Utilizing JIMX Metrics in
Troubleshooting

This topic discusses how to provide visibility into the JMX metrics for your JVM and application
server.

JMX and MBeans Monitoring Application Infrastructure

As discussed at Monitor JVMs and Monitor Java App Servers, AppDynamics uses JMX (Java
Management Extensions) to monitor Java applications.

JMX and MBean Monitoring uses the Java Agent, which works like this:

Application AppDynamics Ul
Web Front
End Tier
Order Data AppDynamics
Search Processing Controller
Tiel AP Tier

¥ @D e,
% @@ o,

Nodes (Individual servers —
App Server, JVMs, elc.)

JMX uses objects called MBeans (Managed Beans) to expose data and resources from your
application. You can use one or more MBean attributes to create persistent IMX metrics in
AppDynamics. In addition, you can import and export JMX metric configurations from one version
or instance of AppDynamics to another.

Prerequisites for JMX Monitoring
AppDynamics can capture MBean data, when these conditions are met:

® The monitored system must be running on Java 1.5 or later.
® Each monitored Java process must enable JMX. See the JMX documentation.
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Additional MBean data may be available when a monitored business application exposes
Managed Beans (MBeans) using standard JMX. See the MBean documentation.

Preconfigured JMX Metrics
AppDynamics provides preconfigured JMX metrics for several common app server environments:

Apache ActiveMQ
Cassandra

Coherence

GlassFish

HornetQ

JBoss

Apache Solr

Apache Tomcat

Oracle WebLogic Server
WebSphere PMI

For application server environments that are not instrumented by default, you can configure new
JMX metrics configurations. You can also add new JMX metric rules. See Configure JMX Metrics
from MBeans. You can also add new metric rules to the existing set of configurations. For
example, Glassfish JDBC connection pools can be manually configured using MBean attributes
and custom JMX metrics.

To view the configuration of the preconfigured JMX metrics

1. In the left navigation pane, click Configure -> Instrumentation and select the JMX tab.

2. The list of IMX Metric Configurations appears.
Click a metric configuration to view the preconfigured JMX metrics for that app server.

3. For example, selecting Cassandra shows the preconfigured JMX Metric Rules for Apache
Cassandra.
Double-click a metric rule to see configuration details such as the MBeans matching criteria
and the MBean attributes being used to define the metric.

Click to see
these
options

Instrumentation

ACME Enterprises

Configure

Transaction Detection Backend Detection End User Experience Error Detection Service Endpaints

Add, delete,
copy, export
and import

JWX Metric Configurations

< WebSpherePmI

JNX Metric Rules
Name Enabled

== WebSpharoPMI_ThreadPools
= ” - Dolate save Biagnostic Bata Gollectors

Call Graph Settings
JMX

Nae Enatled Name [ WebSphereP Wi ThreadPoois

WebSpherePhI_Conna:
= P - Exclude Ruls Yes (@) Mo Memory Monitoring

= WebSpherePM|_Thread
I: Enabled [y

Metric Path | Thread Pools

This is the path in the metric browser where this metric will
be created relative to the JMX metric browser node.

Click to edit,

= «B wBans
o add, conditions, \Boan aiching Grie
[—— atform and define 6an Malching Criteria -
solr , Domain | WabSpharaP I Edit, add
metrics o
Tomeat Object Name Match Pattern  WebSphereP MI:path0 =threadPociModule, < conditions,
WebLogic Instance identifier define
WebSpheraP il + Advanced MBean Matching metrics

Find MBeans where | All of the following conditions apply:

Click to see
rules for this
configuration

Add Condition

~ BB Attributes

Dafine Metrics from MBean Attributa (s)

MBean Atijbute [ Pooisize
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You can view, delete, and edit the existing JIMX metric rules.

Using AppDynamics for JMX Monitoring

You can view MBean-based metrics using the Node Dashboard and the Metric Browser. In
addition, the MBean Browser enables you to view all the MBeans defined in the system.

To view JMX metrics in the Metrics Browser

1. In the left navigation pane, click Servers -> App Servers -> <Tier> -> <Node>. The Node
Dashboard opens.

2. Click the JMX tab. The JMX Metrics browser opens and displays the MBeans in a Metric
Tree.

3. To monitor a particular metric, double-click or drag and drop the metric onto the graph panel.
4. Browse the default IMX metrics.

Node_8000 last 15 minutes v

Dashboard Hardware Memary JV JMX Events Slow Response Times e

JMX Metrics MBean Browser Configure JMX Metrics

Hide Metric Tree E Lin. Log. Plot Points o) Export Data
¥ i) JMX
» i1 JOBC Connection Pools
» il Sessions
¥ ui) Web Container Runtime - Maximum of metric Application Infrastructure Minimum of metric Application Infrastructure
Performance|ECommerce Server|Individual Performance | ECommerce Server|Individual
¥ 4y hitp-8000 - Nodes|Node_8000|IMX|Web Container Nodes|Node_8000|IMX|Web Container
Runtime| http-8000|Busy Threads Runtime|http-8000|Busy Threads
ili Busy Threads 03/28/14 at 10:47 AM 02/28/14 at 10:47 AM
* Observed (Average): 14 + Observed (Aversge): 14
tli Gurrent Threads In Pasl « Min: 14 « Min: 14
+ Max: 14 o Max: 14
m Error Gount * Sum: 14 + Sum: 14
* Count: 1 + Count: 1
i Maximum Threads
A Application Infrastructure
equest Counl
I Req Performance| ECommerce Server|Individual
»fly Fitp-s002 3 Nodes|Node_8000|JMX|Web Container
Runtime|http-8000|Busy Threads
» B jBO10 _ 03/28/14 at 10:47 AM
. * Observed [Average): 14
> i B0 + Mini 24
+ Max: 14
[ s Sum: 14

10:40 AM 10:42 AM 10:44 AM 10:46 AM 105 Al -

10:54 AM

Time

Add Metric to Graph

RemoveaAl . —--------- Baseline data Metric data

5. You can perform all the operations that are provided by the Metric Browser such as:

Drill-down
Analyze the transaction snapshot for a selected time duration
Set the selected time range as a global time range

Trending MBeans Using Live Graphs
You can monitor the trend of a particular MBean attribute over time using the Live Graph.
To monitor the real-time trend of an MBean

1. In the left navigation pane, click Servers -> App Servers -> <Tier> -> <Node>. The Node
Dashboard opens.

2. Click the JMX tab.
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3. Click the MBean Browser sub-tab.

(© Alternate Path to JMX Metrics
Alternatively, in the left navigation pane, click Servers -> App Servers -> JMX. The
JMX window appears
If you haven't already selected a node, you are prompted to select a node and then a
tier and then the JMX window appears

ACME Book Store Application ...

Node Select Node

‘' F

ok
v @ Ecommerce Server
@ Hode_8000 ﬁﬂer ECommerce Server Node [Jg Nede_8000
B Mode_8003 {b 3

"= Hide Treo 2. Refresh Domains
» @ Inventory Server 2§

Y ) Click to return to
»o%e JMimplementation o Neals Erammay
S and choose
» Q. com.sun.management e ———
» . Catalina
» 2. AppDynamics
> .f. com. oracle jdbc
» . javalang

» L. java.utillogging

ClearRefresh Tree Cancel

4. Select the domain for which you want to monitor MBeans. For a description of domains see
Monitor JVMs.

5. In the domain tree, expand the domains to find and then select the MBean that is of interest
to you.

6. Expand the Attributes section and then choose an attribute of the MBean.

7. Click Start Live Graph for Attribute and then click Start Live Graph. You can see the
runtime values.

8. Select an attribute and click Live Graph for Attribute to see a larger view of a particular
graph.
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Node_8000 last 15 minutes v

| Dashboard Hardware Memory VM Events Slow Response Times >>

JMX Metrics MBean Browser Configure JMX Metrics
= Hide Tree . Refresh Domains “ 3
L MBean
» 8 IMimplamentation ~ e Object Name: ~ Catalina:type=Connector port=8000
> Users v BB Attributes
> com-sun. management £ Refresh | == Create Metric | ,# View/Edit Attribute || StartLive Graph Viewing 26 of 26 Aiributes O

v, canirs ) o .
. Start graphing the current values of the
> Cache lt |ected MBean attribute, The graph. shown at =
C i N
v Connectr {b 5 Start graphing the current values of the
booles] .
B #ow selected MBean attribute. The graph, shown at
B soo 4 - the bottem of this screen, will continually
bufferSize int . .
as
+ B DetoSource update while you are on this screen.
» By Deployer BB compression javalang String off Yes
B _Fnoine,
£ Refresh &8 Create Metric . ViewlEdit Attribute Stop Live Graph Viewing 26 of 28 Attributes | O
N Type Value Editable Live Graph
88 allowTrace boolean false Yes
88 buffersize int 2048 Yes r'—'—'—*'-
BB compression javalang String off Yes
BB  connectionLinger int 1 Yes

8B connectionTimeout int 20000 Yes .“”“‘

300000

12:28:05 12:28:08 12:28:11 12:28:14 13:38:17 12:28:20 12:28:23 12:28:36 1213825 12:28:33 1213833 12:28:38

Working with MBean Values

When troubleshooting or monitoring a Java-based system, you may want to change the values of
composite mBeans and execute mBean methods. Using the JMX window, you can accomplish
these tasks.

(i) Prerequisite for Setting MBean Attributes and Invoking Operations
® To change the value of an MBean attribute or invoke operation, your user account
must have "Set JIMX MBean Attributes and Invoke Operations" permissions for the
application. For information about configuring user permissions for applications, see
To Configure the Default Application Permissions.

To View and Edit the MBean Attribute Values

1. From the JMX window, select MBean Browser.

2. In the Domain tree, search and find the MBean that interests you.

3. Select an editable attribute, one that has Yes in the Editable column, and then click View/E
dit Attribute.

4. In the MBean Attribute window that displays, you see the current value of the MBean
Attribute.
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Node_8000 last 15 minutes ¥
’v Dashboard Hardware Memory JUM JMX

%= Hide Tree % Refresh Domains
o]

Events Slow Response Times -

Configure JMX Metrics

Select an editable
attribute and then

a B MBean lick h
» . Julimplementation ks Object Name: clic ere cartDs’
» L. Users » BB Attributes

>_,_ c£om.sun.management

£ Refresh &8 Croate Metric & View/Edit Attribute Start Live Graph Viewing 27 of 27 Attributes | O
Catall
v 3. Catalina Name Type Valug Editable
» & Cache 88 maxwait Iong 10000 Yes &
v Connactor . 1
T a— MBean Attribute x
B 500 B mink Yes
Name  maxWait
. 8o [ 1]
88 ninid Type  long Yes
v &g DataSource
& Editable  Yes
v /appdynamicspilot 88 model BasicDa Mo
a el walue 10000
v bealhust _— . This column indicates
num, o
v ol Dsasaree Cancel save which attributes can
"jdbcicartDs" T
B idbor T = = o be edited
» B8 Deployer
B Enaine BB numTestsPerEvictionRun int 3 Yes “

5. You can change the value of an editable MBean Attribute by entering a new value in the Val
ue field.

To invoke MBean Operations

Using the JMX viewer, you can invoke an mBean operation, specify standard java language
strings for the parameters, and view the return values from the mBean invocation.

1. From the JMX window, select MBean Browser.
2. In the Domain tree, search and find the MBean that interests you.

3. Open the Operations pane, scroll to find the operation that interests you, and double-click
the Invoke Action activator.

JMX
Tier ECommerce Server Node [g Node 8003 Change
= Hide Tree .!. Refresh Domains
,O == timeBetweenEvictionRunsMillis long -1 Yes w
» L. IMimplementation ™ v Live Graph for Attribute: accessToUnderlyingConnectionAllowed
w8 Users
20
»J. com.sun.management
'.?. Catalina 40
» & Cache o - - - - .
.- Connector 16:40:22 16:40:24 16:40:26 16:40:28 16:40:20 16:40:32 16:40:24 16:40:36 16:40:38
v DataSource
- . == Operations
v & ‘appdynamicspilot
'. \acalhost Return Type Signature Description r;jke
ion

v javaxsqlDataSource = yoid add ConnectionProperty (javalang.String Introspected operation addConnectionProperty

. dbc/cartDs param0 java lang String param1) 3
"jdbe/cantDs”

id
W' MBean Operation -- addConnectionProperty x

= java.sql.c Toinvoke this operation, input values for each parameter and click the Invoke button.

» & Deployer

. Engine

» & Environment

MBean Name  Catalina:type=DataSource path=/appdynamicspilot host=localhost,class=javax.sql.DataSource

» By GlobalRequestProcessor = void Description  Introspected operation addConnectionProperty ‘
w1 _Hist Operation  void addConnectionProperty (

parami java.lang.String

param? java.lang.String

Result

Close Invoke
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4. Enter the parameter values for the operation and then click Invoke. Click OK to invoke the

operation.

Scalar values for constructors of complex types, such as getMBeanInfo(java.util.Locale)
allow you to enter "en-us".

A message appears indicating that the operation is in progress and the number of seconds
elapsed. When the operation completes, the results display.

The method return result from an invocation can also be a complex attribute. In this case
the name, description, type, and editable attributes of the method are also displace in the
MBean Operation Result area.

MBean Operation -- isServiced x

To invoke this operation, input values for each parameter and click the Invoke button.
MBean Mame  Catalina:type=Deployer host=localhost
Description  Add a web application name to the serviced list

Operation  boolean isServiced (

name testz

)

Result  Operation Successfully Invoked:

falze

(copy)

Close Invoke

To view Complex MBean Attributes

When the MBean is a complex type, you can view its details by double-clicking it as shown below.
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Dashboard

JMX Metrics

Hide Tree 9, Refresh Domains

v L. IMimplementation ~
B b=
B vbe
v Usars
v Role
>8R et
v tomcat
B Usorbatabass
v User
v "both

B UserDatabase
v ot
B UserDatabase
v "tomcat"
B UserDatabase
¥R UserDatabase
B UserDatabase
V.3, comsunman

B HotSpotDiagnostic

o Catalina
» 3. AppDynamics
» Q. com.oracle jdbe
v, javalang
B ClassLoading
B compiation
» B8 GarbageCollector

B Memory

= > ACME Book Store Application

Hardware

Memory

MBean
Cbject Name: ~ com.sun.

Servers » App

ECommerce Serve

Servers

JVM JMX Events

v BB Attributes

Refresh
Name

] DiagnosticOptions

8 Creato Notric

View/Edit Attribute | Start Live Graph

Node_8003

Slow Response Times

last 15 minutes v

Errors Transaction Snapshots Transaction Analysis
Configure JNX Metrics
Viewing 1 of 1 Attributes
Type value Editable
[Ljavax managament.opanmbean. Composite: o
Data;

Double-click to view
Complex MBean

Type
Ediable
Value

» Live Graph for Attri

» BB Operations

Configuring New JMX Metrics

me  DiagnosticOptions

[Ljavax.management.openmbean. CompositeData;
Mo

=

Name Value
¥ DiagnosticOptions(] (null
DiagnesticOptions[0]:name  HeapDumpBeforeFull GC
DiagnesticOptions[Q].crigin -~ DEFAULT

Diagnosticoptions[0Jvalue  false

Diagnos!

tionsI]wiiteal  true

¥ DiagnosticOptions[10] (nulj

Diagnostict s[10)name  PriniClass! ulGe
DiagnosticOptions[10]:origir  DEFAULT

Diagnos!

tions[10]value  false

DiagnosticOptions[1 0] writa:  true

(i) Required User Permissions

® To configure new JMX Metrics your user account must have "Configure JMX" permis

sions for the application.

For information about configuring user permissions for applications, see To
Configure the Default Application Permissions.

Type
Object
siring
siring
string
boolean
Object
siring
string
siring

boolezan

Attributes

Close

In addition to the preconfigured metrics, you can define a new persistent metric using a JIMX
Metric Rule that maps a set of attributes from one or more MBeans.

You can create a JMX metric from any MBean attribute or set of attributes. Once you create a
persistent JIMX metric, you can:

® View it in the Metric Browser
® Add it to a Custom Dashboard
® Create a health rule for it so that you can receive alerts

The JMX Metrics Configuration panel is the central configuration interface for all of the JIMX

metrics that AppDynamics reports. You can use the MBean Browser to view MBeans exposed in
your environment. From there, you can access the JMX Metrics Configuration panel by selecting
an MBean attribute and clicking Create Metric.

For details, see Configure JIMX Metrics from MBeans.

Reusing JMX Metric Configurations

Once you create a custom JMX metric configuration, you can keep the configuration for upgrade
or other purposes. The JMX metric information is stored in an XML file that you can export and

then import to another AppDynamics system. For instructions see Create, Import or Export IMX
Metric Configurations.
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Understanding JMX Metrics

Java Management Extensions (JMX) is a public specification for monitoring and managing Java
applications. Through JMX, Appdynamics can access Java class properties that collect
management data, such as the resources your application is consuming.

For information on the specific metrics available for you environment, see the documentation
provided by your vendor.

Apache ActiveMQ, see ActiveMQ MBeans Reference, in the ActiveMQ Features
documentation

® Cassandra, see Cassandra Metrics
® Coherence, see the Coherence MBeans Reference in Appendix A of the Coherence

Management Guide

GlassFish, see the Oracle Sun Glassfish Administration Guide where you can find a Metrics
Information Reference

HornetQ, see Using Management Via JMX

JBoss, see An Introduction to IMX

Apache Solr, see Quick Demo in the Solr IMX documentation

Apache Tomcat, see the descriptions of IMX MBeans for Catalina in the
mbeans-descriptor.xml file for each package

Oracle WebLogic Server, see Understanding JMX

WebSphere PMI, see PMI data organization in the IBM Websphere Application
documentation

Learn More

Configure JMX Metrics from MBeans

Monitor JVMs

Create, Import or Export IMX Metric Configurations
Configure JMX Without Transaction Monitoring

Trace MultiThreaded Transactions for Java

Thread Visibility and Metrics
® Thread Metrics
® Asynchronous Activity in Dashboards
® Application Dashboard
® Business Transaction Dashboard
® Threads and Thread Tasks in the Metric Browser
Threads in Call Graphs
® To Drill Down into Downstream Calls on a Thread
Thread Metrics in Health Rules
Learn More

Multithreaded programming techniques are common in applications that require asynchronous
processing. Although each thread has its own call stack, multiple threads can access shared data.
This creates two potential problems: visibility and access.

® A visibility problem occurs if thread A reads shared data which is later changed by thread B,

and thread A is not aware of the change.

® An access problem occurs if several threads are trying to access and change the same
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shared data at the same time.
Visibility and access problems can lead to:

® Liveness failure: Application performance becomes sluggish or stops processing also known
as a deadlock.
® Safety failure: Race condition that results in difficult to discover programming errors.

Thread contention can occur when multiple threads attempt to access a synchronized method or
block at the same time. If a thread remains in the synchronized method or blocks for a long time,
the other threads must wait for access to shared resources. This situation has an adverse effect
on application performance. Call graphs for multi-threaded transactions enable you to trace thread
creation in a business transaction and provide an aggregated view of the overall processing for
transactions that spawn threads for concurrent processing.

AppDynamics monitors asysnchronous activities as first class entities with their own metrics to
give you the information you need to see and act to correct these performance issues.

Thread Visibility and Metrics

When applications spawn threads to perform concurrent tasks, you can monitor each thread as a
separate entity, including exit calls and policies associated with a specific thread. By default,
all Runnables, Callables and Threads are instrumented, except those that are explicitly excluded.

AppDynamics provides the flexibility to adjust the default monitoring to match the needs of your
specific applications. In some environments, if the default settings lead to too many classes being
instrumented, you can create custom rules to exclude unnecessary classes. If you do not want to
monitor any threads, you can completely disable asynchronous monitoring. This requires an agent
restart. See Configure Multi-Threaded Transactions for Java.

AppDynamics provides thread visibility in dashboards, the metric browser and snapshots.

Thread Metrics

For each asynchronous thread spawned in the course of executing a business transaction,
AppDynamics collects and reports metrics such as the following:

® Average response time
® (Calls per minute
® Errors per minute

Asynchronous Activity in Dashboards

AppDynamics detects asynchronous calls in an application and labels them as "async" in the
dashboards that display the asynchronous activity.

Application Dashboard

In the following Application Flow Map, you can see the calls per minute and average response
time displayed on each flow line where asynchronous activities are detected. These metrics
aggregate the metrics for asynchronous activities across all business transactions.
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* bt Dashboard Top Business Transactions Transaction Snapshots Transaction Analysis

Application Flow Map « © % g E = }/ t

P — , :
I,f-"ﬁﬂl callshain, 2798 50 ms (async)

/ Inventory2 — O

-___..-'"' ."'.. _---....---.

26 calls/min, 18.a15 ~._\. / %
I

58 calls/min, 16.ms (async) \
- 5 calls/min, 2674 ms (async) Inventory3
. \ )
\
\
\

~ Y

19 calls/ 7 ms / -

' 9 calls/min, 7 ms . 5 calls /'min, 2313 ms
—— 19 calls/min, 7 ms {async) A

ey - 10.7.1.1 - (1040133) T T—— %
[ ]
Inventory 1

Explain this Yiew Mot comparinng anainst Baseling dal

For improved visibility, you can set the flow map lines to display as dotted lines. See To enable
dotted flow line.

Business Transaction Dashboard

Asynchronous activity can be viewed in a hierarchical format with the originating activities
encapsulating their respective spawned asynchronous activities. The tree view of a multi-threaded
business transaction flow shows the hierarchical view as well as the errors and time spent in
asynchronous calls for separate business transactions. To expand the tree to see all the calls,
right-click a tier name and select Expand All.

* g Dashboard Events Slow Response Times Errors Transaction Snapshots Transac
Transaction Flow - Tree View 7 B [
Time Spent (ms) Calls Callzs / min Emors Emars /! min M.
¥ [ Inventory2 25250 ms | 1000% 72 5 ] ]
.JDBC call to Apache Dar 14.0 ms | 22% 280 19 0 0
L4 E InventorySupplierLookup 1593 ms async 72 5 ] ]
> . HTTP call to Inventor 1593 ms async 72 5 ] ]
L4 E InventoryJobController 108 ms async 72 5 ] ]
hEOuer'_.-Runner 84 ms async T2 5 V] V]
E LookupServlets1 506 ms async 72 5 ] ]
L4 E InventoryRequestBaseR 20086 ms async 72 5 ] ]
> E InventoryAggregation 2008 ms async 72 5 ] ]

The following metrics are visualized in the Transaction Flow Tree View:

Metric Name Explanation
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Time Spent (ms) Average time spent by the specific activity and
any spawned asynchronous activities.
Percentage metrics are used to represent the
fraction of time spent in a specific activity.
Asynchronous activities do not have a
percentage breakdown because each
asynchronous activity is linked to the
originating business transaction, but
represents a separate logical entity throughout
the execution of the business transaction.

Calls Number of calls made by a particular activity
such as an asynchronous activity.

Calls/min Number of calls made per minute for a
particular activity such as an asynchronous
thread.

Errors Number of calls for a particular activity which

resulted in errors.

Errors/min Number of calls made per minute for a
particular activity which resulted in errors.

Trends for baselines are visualized using the data for the originating business transaction. Metrics
for the asynchronous activities are not used in calculation of these trends.

The Transaction Scorecard reflects only the data for the originating business transaction. The
scorecard metrics are not inclusive of the metrics for any asynchronous threads being spawned by
the originating business transaction.

The Transaction Snapshot Flow Map for a transaction with asynchronous activity displays both
synchronous time and time spent in asynchronous activity. The following are example screen
shots of transactions with asynchronous activities:
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Transaction: bOec4340-2362-4ce1-b1a7-51a32f81b51a

USER EXPERIENCE EXECUTION TIME TIMESTAMP
o ERROR 4 1016 ms 10/16/13 5:20:57 PM

Transaction Snapshot Flow Map

1 1007 ms (99.1 %) 2
3 5007 ms (async)

oms(0%) 5

% Drill Down *

START

Web

Close

BUSINESS TRANSACTION
/custom-correlation-web/FlightSearch bOec4340-2362-4ce1-b1a7-51a32f81b51a

I

REQUEST GUID Archive | % |

= oo

4 ms (0.4 %)

T JDBC 0 ms(0 %)

. DnII_IE)_OWn —

GDS

B

Apache Derby - 10.9.1.0 - (1344872)

On the transaction flow map, AppDynamics displays the following metrics:

Metric Name

1. Tier Response Time (ms)

2. Percentage of Time Spent (%)

Explanation

Time spent processing at a particular tier for
this business transaction. Only present for
originating tier snapshots. (first in chain)

Percentage metric represents the fraction of
time spent processing at a particular tier or in
communication with other tiers/backends from
the entire execution lifespan of a business
transaction. Only present for "first in chain”
snapshots. This metric does not include the
processing time of the asynchronous activities
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3. Asynchronous Activity Processing Time
(ms)

4. Execution Time (ms)

5. Call back to same tier (ms)

Threads and Thread Tasks in the Metric Browser

Processing time of all asynchronous activities
at this tier. This metric does not contribute to
the overall tier response time because the
activity is asynchronous by nature. This metric
is calculated by adding the execution times of
all asynchronous activities at a tier and the
time spent in communication between other
tiers and backends as follows:

Asynchronous Activity Processing Time =
Asynchronous-activity-1-processing-time +
Asynchronous-activity-2-processing-time + so
on.

Time spent processing by the business
transaction in all affected tiers and
communication with other tiers and backends.
This metric does not include processing time
of the asynchronous activities. However, in
the case of Wait-for-Completion, the
originating business transaction will take a
longer time processing the request due to
blocking and waiting for all the activities to
complete before proceeding.

The formula for this metric is calculated by
summing up the processing times of a
Business Transaction at a particular
Tier/communication between Tiers/Backends
as follows:

Execution Time =
Time-spent-processing-in-Tier-1 +
Time-spent-processing-in-Tier-2 +
Time-spent-communicating-with-Tier-2 + so
on.

This label and corresponding value are not
always present. When a tier makes an exit call
and the call is received back by the same tier
then this is displayed. The metric value
corresponds to the time spent in the call from
the moment the call went out of the tier until
the point the call returned back to the caller.

If the label contains "async" then the exit call
was made asynchronously.

In a multi-threaded transaction, AppDynamics reports key business transaction performance

Copyright © AppDynamics 2012-2014 Page 281



APPDYNAMICS

metrics for individual threads in a Thread Tasks branch of the tier in the Metric Browser. The
Thread Tasks branch is created only for multi-threaded transactions.

The Metric Browser path is Business Transaction Performance -> Business Transactions ->
tier-name -> business-transaction-name -> Thread Tasks as shown here:

¥ i | Bimingss Transacton Parfoemance
# ki1 Busrmss Trensaciion Groups
¥ k| Busirass Trenssctions
L MovieSsarchSiin
4+
'-'D e asac
b | Extemnal Cals
B i Indiickial Nodss
¥ i | Thread Tesks
W
'IE ARYNETONCLE LIE et
® i | External Cals
1h Aversge Response Time jms)
hread
IS I Cabs par BMiuls
ilh Ermors per Minuta
||| Momnal Averags Responss Tim

Il Humbar of Slow Calis
||| Mumbar of Vaery Show Calls

I Stall Count

Thread Tasks are also reported in tiers under Overall Application Performance, where you can see
metrics on specific calls made by each thread in a node or in a tier.
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Metric Tr... Settings
v n Cwerall Application Performance
e e Iventoryd
¥ L |mventory2
pn Extemal Calls
» g 'ndividual Nodes
v Thread Tasks
TE Inventory JobController
L n Thread Tasks
'I"E QueryRunner
v E:temal Calls
¥ O+ Cal-JDEC to Discoversd backe
1l. Average Response Time (ms)
1. Calle per Minute
11. Erroms per Minute
1. Galls per Minute
11. Calls per Minute
!’E InventoryRequestBassRequest

v Thread Tacsks

L 4 E InwentoryfAggregationRequester

Threads in Call Graphs

When you drill down in a transaction snapshot for a tier with multiple calls, AppDynamics displays
the list of calls that you can drill down into.

Select a Call to Drill Down into - 01
Multiple calls were mads to this Tier as part of this Transaction.
Show: | All Calls w | Originating from: | Show All
Exe Time (ms) Summary Exit Calls Start Time
10530 ms Call from (end user) 4 Async. Activity calls (32 ms. max, 8.3 ms. avg.), and 4 JDBC calls (88 ms. max, 17.0 ms. av 1072 1:14:11.247 AM
501 ms Async Activity (LookupServiet1) Mo exit calls made. A0/17/12 1:14:21.253 AM
2048 ms Asyne Activity (InventoryRequestBaseReq 1 Asyne. Activity call (0 ms.) 1001712 1:14:21.538 AM
10422 ms Asyne Activity (InventorySupplierLookup) 1 HTTP call (10420 ms.) 10712 1:14:21.713 AM
60 ms Asyne Activity (InventoryJobController) 1 Asyne. Activity call (0 ms.) 1017712 1:14:21.718 AM
47 ms Asyne Activity (QueryRunner) 4 JDBC calls (10 ms. max, 2.5 ms. avyg.) 1017112 1:14:21.727 AM

Select a call from the list and double-click or click Drill Down into Call to access the call graph.

Diagnostic sessions are automatically triggered based on the average response time of the
originating thread of a business transaction. See Diagnostic Sessions.

To configure snhapshots based on KPIs of an asynchronous thread, use a custom health rule
based on the thread KPI of interest and set up a policy to trigger a diagnostic session on the
business transaction. See Diagnostic Sessions.

To Drill Down into Downstream Calls on a Thread
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If the call graph indicates Async Activity in the Exit Call/Threads column, you can drill down further
into the downstream call on the thread:

Call Drill Down. Exe Time: 10404 ms Timestamp: 1017/12 1:14:21 AM BT: /inventory_check2/ GUID: aba3c074-a748-41ab-a320-dcBed64e8d11

SUMMARY Execution Time: 10404 ms. Node InvServerd, Timestamp: 10/712 1:14:21 AM

CALL GRAPH i Show Filters v | 2

HOT SPOTS Name Time (ms) Exit Calls / Threads
v B serviet- LookupServiet daGet | 02

SO GALLS v B serviot - LookupServietproc R

HTTP PARAMS v ool - Lookups : selfy | 0

COOKIES [l ova.lang Thread:sleap 0980 me (self) S

USER DATA nl roy For Serviat - LookupSarviat <init=: 118 22 ms (self) 0.2 % Async. Activity

ERROR DETAILS v B serviet - LookupServietsleep:205 0 ms (self) 0

HARDWARE / MEM Bl iova.lang Throad:sleep 186 ms (self) 1.8 %

v B serviet - LookupServietidot 163

NODE PROBLEME

v rvlet - LookupServiet:do2:168 0 ms (selfy
ADDITIONAL DATA = i

v [l constructor of com includepkg InventoryRequestBaseRequest:15

v [l constructor of com includepky InventoryRequests

|
|
|
|
|
|
| o
|
|
|
|
|
|

[ Constructor of com.includepkg.InventoryRequestSubrmitiar: 13 13 ms (self) 0.4 % Asyne, Activity
v [l comincludepka AnnctatedCustom ob:proces s: 14 0 ms (selfy 0
v [l com.async.DB:runQuery: 187 0 ms (self 0
v [l com.asyne. DBSDLOperation:execute: 30 0 ms (selfy o
[ com asyne DBSDLOpe ration:runU pdateQuery:125 25 ms (self) 0.2% JDB!
R Proxy For Serviet - LookupServiet <init=: 143 9 ms (selfy 0.4 % Asyne, Activity

1. Click Async Activity in the Exit Calls/Threads Column for the call that you want to drill down
from.
2. In the Exit Calls and Async Activities window, click Drill Down into Downstream Call.

Exit Calls and Async Activities at LookupServiet$1.<init>
jel

Type Details Count Time (ms) % Time From Tier To Tier Downstream Call Time
(ms)

Async. Activity Asynchronous activ 1 1 0.1 Inventory2 Inventory2 501 ms

71 ms

Lah

Details

Asynchronous activity identified

. Drill Down into Downstream Call

A call graph for the downstream call opens.

Thread Metrics in Health Rules

You can create a custom health rule based on the performance metrics for a thread task.

When you click the metric icon in the Health Rule Wizard, the embedded metric browser includes
the Thread Tasks if the entity for which you are configuring the health rule spawns multiple
threads.
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See Configure Health Rules.

Learn More

Configure Multi-Threaded Transactions for Java

Metric Browser

Call Graphs

Health Rules

Configure Health Rules

Configure Diagnostic Sessions For Asynchronous Activity

Service Endpoint Monitoring

® Service Endpoints for Monitoring Specific Services
Understand Service Endpoints
View Service Endpoint Metrics
® Key Performance Indicators and Transaction Scorecard
® Service Endpoints in the Metric Browser
® Configure Service Endpoints
® Prerequisites for Configuring Service Endpoints
® To configure service endpoints
® | earn More

Service Endpoints for Monitoring Specific Services

In complex, large-scale applications, some application services may span multiple tiers. If you are
an owner of an application service, you may need metrics on that specific service as opposed to
metrics from across an entire business transaction or entire tier. Service endpoints allow you to
obtain a subset of metrics and associated snapshots for your service so that you can focus on the
information truly of interest to you. Using service endpoints, you can define a set of entry points
into your specific service to create a customized view in the AppDynamics Ul that displays the key
performance indicators, associated snapshots, and metrics that affect only that service. You can
understand the performance of your service and quickly drill down to snapshots that affect your
service, instead of sifting through snapshots for the entire tier or business transaction.
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ACME Book Store Application

Application Flow Map ~

Key Performance Metrics for
the entire application

0wl <1 imin

0 wlal <1imin
Senvice Endpoints

Explain his View order Sarvice 2075 otal 145 /g

Response Time (ms) J— 27%  ATd w23 m

Create a Service Endpoint to focus on
Key Performance Metrics and snapshots
for only those business transactions that

go through the service on which the
Service Endpoint is configured

i T e T e
Losd - 4 - Response Time [Cp— % - 0 E

Key Performance Metrics for
the Service Endpoint

Transaction snapshots for
only those business
transactions that pass
through the Service

Understand Service Endpoints

Service endpoints are similar to business transactions except that they report metrics only at the
entry point and do not track metrics for any downstream segments. Service endpoints are not
automatically detected like business transactions are detected; you must specify the entry points
for service endpoints. Service endpoints support the same entry point types as business
transactions and you configure them in a similar way.

Snapshot information for the service endpoint refers back to the originating business transaction
shapshot that goes through service endpoint-defined entry points.

All normal metric operations of metrics are observed for metrics collected by the service

endpoint; this includes metrics registration and metric rollups for tiers, limits on number of metrics,
and other standard operations. Captured metrics for service endpoints are limited to entry point
metrics. Custom metrics are not supported on service endpoints.

Diagnostic sessions cannot be started on the service endpoints; however, you can create
diagnostic sessions on the originating business transaction.

(¥) Service endpoints are supported only on the App Agent for Java at this time.

Additional load on the system for service endpoints is negligible. For example, with 1000 agents,
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additional metric traffic amounts to only 30K. Approximately three metrics are captured per service
endpoint and the agent has a default limit of 100 service endpoints.

View Service Endpoint Metrics
Key Performance Indicators and Transaction Scorecard

1. On the left-hand navigation menu, click a Tier.
2. On the right-hand side of the Tier Flow Map, click Service Endpoints.

% v Dashboard ' Zrra
; ]

=

s
Tier Flow Map » Events
Mo Eve

nts in selected time range

Node Health
f 0 critical, 0 warning, 1 normal
{ Transaction Scorecard
(quiu [y vomal [ 100 0% 64
Slow 00% 0O
Active MQ-Order =
Wery Slow 00% 0O
’ Stalls | 00% O
\ Errars | 0.0% O
Exceptions
Exceptions 0 total <1 Jmin
\ HTTP Error Codes 0 total =1 /min
) Error Page Redirects 0 total =1 /min
Explain this Wiew 3 2
R ’ Service Endpoints i

Load 64 calls - 0% total 0 7 min ]
¢

Key performance indicator metrics along with transaction scorecards display.

ECommerce Server ) last 15 minutes
Dashboard Nodes (2) Service Endpoints Custom Dashboards Events b
Configure
Name Response Calls Calls / min Errors % Errors Type
E Order Service 206 2294 153 1] 3 POJO

The information displayed relates only to the service endpoints entry points defined for the
tier.
3. Double-click a service endpoint name to see the Service Endpoints Transaction Snapshots.
4. Click the snapshot or double-click the Business Transaction, Tier, or Node links for
additional details. These details help you to troubleshoot problems with your service.
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rder Service Compare last 15 minutes
Load 2172 e Response Time (ms) 337 e avsraga Errars 0.4% 8 el 5 imin
8
0 o
L a6
i ]
4
j j /\/\
El El-)
0 >
4:25 PM 4:28 PM 4:31 PM 4:34 PM 4:37 PM 4:25 PM  4:28 PM 4:31 PM 4:34 PM 4:37 PM 4:25 PM  4:28 PM 4:31 PM 4:34 PM 4:37 PM
Service Endpoint Transaction Snapshots
Show Filters View Transaction Snapshot  Analyze  More Actions  Corfigure Shawing 58 snapshots
Time Exe Time (ms) URL Business Transaction Tier Node
% 05/20/14 4:3213 PM 10024 fappdynamicspilotViewCart!'sendltems. action ViewCart.sendltems ECommerce Server &
% 0520/14 4:37.56 PM 58 fappdynamics pilotViewCartlsend|tems.action ViewCart sendltems ECommerce Server
n E 05/20/14 4:32.01 PM 34 fappdynamicspilotViewCart'send|tems.action ViewCart.sendltems ECommerce Server
0520/14 4:32.01 . ndltems.action ViewCart.sendltems
oe Double-click to see
05/20/14 4:31:42 PM Transac-tlon dltems action ViewCart sendltems
05120114 4:31:31 PM Snapshot Flow Map  firditens.ection ViewCart senditems Click to see
05/20/14 4:31:26 PM 100 ndltems.action ViewCart. senditems BUSIneSS

Transaction, Tier,
and Node Flow
Maps

Service Endpoints in the Metric Browser

At a glance, you can see the performance of your service by looking at the service endpoints in the
Metric Browser.

Hide Metric Tree [~ Log.  PlotPoints ./ Baseline: none v | ExportData v Refresh | @ last15 minutes

Metric Tree | Settings
¥ iy Service End Points
v WebServiceSEPTier
v M axist
» ili) Individual Nodes
1li Average Response Time (ms)
1li Calls per Minute
il Errors per Minute
v M ais2
» il Individual Nodes
ils Average Response Time (ms)
ili Calls per Minute
ili Errors per Minute
v of
» il Individual Nodes
ili Average Response Time (ms)
ili Calls per Minute
1l Errors per Minute

v D springws 1:48 AM 1:49 AM 1:50 AM 1:51 AM 1:52 AM 1:53 AM 1:54 AM 1:55 AM 1:56 AM 1:57 AM 1:58 AM 1:59 AM 2:00 AM 2:01 AM 2:02 AM

Time

» i) Individual Nodes
1l Average Response Time (ms)
1ls Calls per Minute

Errors per Minute Service End Poi erf s ) 1 n Count

Close  Clear/Refresh Tree  Add Metric to Graph Remove All e Baseline data ————————— Metric data

Configure Service Endpoints

Prerequisites for Configuring Service Endpoints

In order to configure Service Endpoints, your user account must have "Configure Service
Endpoints” permissions for the application. For information about configuring user permissions for
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applications, see To Configure the Default Application Permissions.

To configure service endpoints

1.

Determine which object you want to instrument.
You can instrument service endpoints just as you would business transactions, on the same

objects, using the same matching and exclude rules, etc...

. From the left-hand navigation menu, click Configure -> Instrumentation -> <Tier> ->

Service Endpoints, where <Tier> is the tier on which the service runs that interests you.

Or
From the left-hand navigation menu, click the tier on which the service runs that interests

you, and then click Service Endpoints -> Configure.

» Instrumentation

Emor Detection Service Endpoints

Backend Detection End User Experience

Transaction Detection

Tier ECommerce Server
» Service Endpoint Definitions

ECommerce Server
@ Configure Service Endpoints

@ Inventory Server
Type Name

@ Order Processing Sar

3. Select the tier where you want to insert the service endpoint.
4. On the Service Endpoints Definition panel, click the +, and then in the dialog that appears,
select the Entry Point Type.
5. Define the service endpoint as you would a business transaction.
For information on defining business transactions, see Configure Business Transaction
Detection.
Learn More

Configure Business Transaction Detection

Monitoring in a Development Environment

Using AppDynamics in a non-production environment is useful for capturing and troubleshooting
issues while your applications are under development before you move them into production. To
facilitate greater flexibility into the amount of visibility into your environment, AppDynamics
provides the following monitoring levels when using the App Agent for Java.

Production is the normal operational mode that optimizes agent performance for your
environment, where you have set the balance between transaction visibility and overhead.
Development can be used in non-production environments where overhead is less of a
concern. When Development mode is enabled, the system relaxes the various limits
associated with data capture. AppDynamics disables all limits that are intended to reduce
overhead in order to increase the amount of data captured, such as disabling limits to the
number of call graphs and SQL statements to capture. As a safeguard, when the load
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reaches the maximum number of calls per minute you pre-defined or heap utilization
reaches the maximum value you defined for Development, AppDynamics re-enables all of
the limits.

To Change the Monitoring Level

(i) Prerequisite for Changing the Development Level

® |n order to change the Monitoring Level, your user account must have "Configure
Monitoring Level (Production/Development)” permissions for the application. For
information about configuring user permissions for applications, see To Configure the
Default Application Permissions.

* Define the maximum number-of-calls-per-minute safeguard using the dev-mode-sus
pend-cpm app agent node property.

® Optionally, define the maximum Java heap utilization percentage for development
mode, using the heap-storage-monitor-devmode-disable-trigger-pct app agent node

property.

1. In the left-hand navigation menu of the Application Dashboard, click Configure.
2. Click the monitoring level and choose either Production or Development.

B AT T G T T Y A P i /s s oy /A

- £ A AT T TR T TR

g

® ,,  Slow Transaction Thresholds
"‘ Configure thresholds for slow and stalled transactions. Configure when Diagnostic sessions will be started automatically

#  Baselines
Baselines define what i normal by capturing performance data for a certain time period.

Monitoring Level

The current monitoring level is set for | Production

L T, P PR

P T P et g ™ e e g

i e TIPS S ———

Effects of Using Development Mode

The Development monitoring level controls a set of agent property values that affect the agent
behavior to increase visibility, resolution, and decrease data latency at the expense of
overhead. The following describes the effects of using Development mode:

® SQL and JDBC Captures: When in Development mode any constraints on SQL captures
and all other exit calls as well are relaxed. All SQL statements are collected, without a per
transaction limit, as well all JDBC calls attached to the method are collected, even if the
duration of the call is less than < 10 ms, which is the normal cut off point for JDBC call
collection.

¢ Call Graphs: All call graphs are captured during Development mode.

® Snapshots: A snapshot is taken for every transaction, including slow and error
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transactions.

App Agent Node Properties Ignored During Development Mode
While in Development mode, the values for the following app agent node properties are ignored:

® max-concurrent-snapshots
® on-demand-shapshots

Troubleshoot Java Application Problems
Troubleshoot Slow Response Times for Java

® How Do You Know Response Time is Slow?

® Troubleshooting Steps

Step 1 - Slow or stalled business transactions?
Step 2 - Slow DB or remote service calls?
Step 3 - Affects 1 or more nodes?

Step 4 - Backend problem?

Step 5 - CPU saturated?

Step 6 - Significant garbage collection activity?
Step 7 - Memory leak?

Step 8 - Resource leak?

None of the above?

How Do You Know Response Time is Slow?

There are many ways you can learn that your application's response time is slow:

® You received an email or SMS alert from AppDynamics (see Alert and Respond). The alert
provides details about the problem that triggered the alert. If the problem is related to slow
response time, start troubleshooting at Step 1.

® Someone reported a problem such as "it's taking a long time to check out" or "the app timed
out when | tried to add an item to the cart."
The problem is slow response time related to one or more business transactions. Start
troubleshooting at Step 1.

® A custom dashboard shows a problem. If the problem is related to slow response time, start
troubleshooting at Step 1.

® You are looking at the Application Dashboard for a business application, shown below:
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ACME Enterprises Compare last 4 hours
Dashboard Top Business Ti i T T Analysis
Application Flow Map Events
Health Rule Viclations Started 16
44 calls / min, 1 ms Databases and Remole Services 16 Hl

44 calls/min, 0 ms
Business Transaction Health
D

0 crit

appdy - My rning, 54 normal
. Partner Portal 32 calls /min, 332 ms  2PPIY -MySQU
22 callsimin, 1.ms Server Health
server Heal
15 callsimin, 336 ms [@ 222 calisimin, 159.50 ms
32 callsfmin, 336
| . . 0 eritical, 0 warning, & normal
98 calls / min, 2879 ms -
nventory Server
Transaction Scorecard

®— 16 calls/min, 1 ms S

@ 2 JOBC backends Nermal 97.6% 33.3k

ECommerce Sgrver 774 callsimin, 28020.50 ms S oo
&2 Calls/min, 2 ms e .
07w 235
Active MQ-CustomerQueue 1.7% 574
156% 53k

cme 32 callsimin, 32rgalls / min, 6 ms Exceptions
16 calls/min, 10 ms 2 JDBC backends Exceptions 5,326 total 22 /min
Active MQ-OrderQueue () HTTP Error Codes 0 total <1 min
~ Error Page Redirects 0 total =1 /min
Order Progessing Serve Oracle - 10.0.0

Service Endpoints

Mo Servies Endpoints configured

Explain this View Not comparing against Baseline data
Load 34,085 cqi Response Time (ms) 1,980 e average Errors 15.6% 5.3k g 22 i in

28

E T TTTTLWATIVRY Powp—

6:31 AM 6:59 AM 7127 AM 7:55 AM Bi23 AM 8:51 AM 9:19 AM 9:47 AM 10:15 AM 6:31 AM 6:59 AM 7:27 AM 7:55 AM B:23 AM B:51 AM 9:19 AM 9:47 AM 10:15 AM 6:31 AM 6:59 AM 7127 AM 7:55 AM B:23 AM 8:51 AM 9:19 AM 9:47 AM 10:15 AM

1. Look at the traffic flow lines in the flow map, the Business Transaction Health pane, the
Transaction Scorecard pane, and the Response Time graph. If you see problems (yellow or
red lines, spikes in response time), the problem is slow response time, and is probably
related to your AppDynamics business application. Start troubleshooting at Step 1.

2. Look at the Tier icons in the flow map. If you see yellow or red, you have a problem with one
or more nodes, which may or may not result in slow response time. Start troubleshooting at
Step 3.

3. Look at the Events pane. If you see red or yellow, the problem reflects a change in
application state that is of potential interest, which may or may not result in slow response
time. See Tutorial for Java - Troubleshooting using Events.

4. Look at the Server Health pane. If you see red or yellow, the problem reflects a server health
rule violation, which may or may not result in slow response time. See Tutorial for Java -
Server Health.

Need more help?

® Application Dashboard
* Flow Maps

Troubleshooting Steps

The following steps help you determine whether your problem is related to your business
application or to your hardware or software infrastructure. Each step shows you how to display
detailed information to help you pinpoint the source of the problem and quickly resolve it.

Step 1 - Slow
or stalled
business

transactions
?
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Are there any slow or stalled business transactions?
~ How do | know?
How do | know if business transactions are slow or stalled?

1. Click Troubleshoot -> Slow Response Times
You can also access this information from tabs in the
various dashboards.

= ) ACME Enterprises last 4 hours

(=1
(<=1
0B
o8B
(=1
o8B
o8B
o8B
[ =]
o8B
[ =]
=T

® In the upper pane AppDynamics displays a graph of
the slow, very slow, and stalled transactions for the
time period specified in the Time Range drop-down
menu. If the load is not displayed, you can click the
Plot Load checkbox at the upper right to see the load.

® In the lower pane AppDynamics displays the
transaction snapshots for slow, very slow, and stalled
transactions.

If you see one or more slow transaction snapshots on this
page, the answer to this question is Yes. Otherwise, the
answer is No.

No — Go to Step 2.

Yes — You have one or more slow or stalled transactions, and
need to drill down to find the root cause.
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1. In the lower pane of the Slow Transactions tab, click the

Exe Time column to sort the transactions from slowest to
fastest.

. Select a snapshot from the list and click View
Transaction Snapshot. You see the Transaction Flow
Map. Choose the Flow Map tab if it is not already
selected.

Transaction: 3fe6d1c6-9706-4dbf-81f3-6d6016c460a6 —-B%

USER EXPERIENCE ~ EXECUTION TIME TIMESTAMP. BUSINESS TRANSACTION REQUEST GUID Archive |
() NORWMAL 80 ms 04/07714 10:42:54 AM WViewCart sendltems 3feBd1c6-6708-4dbl-51{3-6d6016c460a6

Flow Map Snapshot Execution - Waterfall View List View

Transaction Snapshot Flow Map v

Joueue (]
-
AgiieTIQ-CusiomerQueue
~
~
-
//
Click on any IMS 1 msi1.L36] 0BG 11 @
Drill Down icon 2ms (asyne) ms (asypo) —

Oracle - 10.0.0

to see Call Graph - _—~
- ey - |

7 —
v " Order Processing Server
32 ms“s%) Al 3 ms(33%) _ (EEe o
w,.,———/"”'” Active MQ-OrderQueue
- JDBC 2 ms(2.2 %)

—

m ce Bms(B7%)
ECommerce Server T @
24 ms (26.7 %) =
. APPDY-MySQL DBLOCALHOST

JDBC 22 ms(24.4 %)
Inventory Server g

2 JDBEC

=

ackends

Close

3. Click a Drill Down icon to display a call graph for a

problematic part of the transaction. Once you are in the
call graph you can look for methods that have a
significant response time. In this example, the
executeQuery method is responsible for 54.5% of
response time.

Call Drill Down. 22 ms 04/07/14 10:42:55 AM BT: ViewCart.senditems GUID: 3fe6d1c6-9706-4dbf-81f3-6d6016¢460a6

SuMMARY Execuion Time: 22 ms. Node Node_8002. Timestamp: 04107114 10:42:55 AM
CALL GRAPH Setas Root Show iers v O

ea
— v 3 i Websarice Sorit opost ~

v Web serve -

HTTP PARAMS

CooKiES

EM

ADDITIONAL DATA This query is taking
54.5% of the
execution time

recuteOiery 45
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4. Click the Information icon in the right column to see more
details. Provide this information to the personnel
responsible for addressing this issue.

executeQuery:45

Mame: com.appdynamics.jdbc. MPrepareStatement: executeluery
Type: POJO

Class: com.appdynamics.jdbc. MPrepareStatement

Method: executeQuery

Line Mumber: 45

Execution Time CPU Time
Self Time: 12 ms -
Total Time: 12 ms St CPU: 0 ms, Block: 0 ms, Wait: 10 ms

Exit Calls
Made 1 JDBC exit call(s).

Close

If there are multiple slow or stalled transactions, repeat this
step until you have resolved them all. However, there may

be additional problems you haven't resolved. Continue to S
tep 2.

Need more help?

® Transaction Snapshots

Step 2 - Slow
DB or remote
service
calls?

Is there one or more slow DB or remote service call?
~ How do | know?
How do | know if | have slow DB or remote service calls?

1. Click Troubleshoot -> Slow Response Times, then click
the Slowest DB & Remote Service Calls tab if it is not

selected.
Slow Transactions Slowest DB & Remote Service Calls
Call Type « These are the calls wilh largest observed individual execution time (Max Time) during the specified time range
cal g Tme || MumbercfCa| MaxTime | Snapshots
per call (ms)
O Qe SELECT COUNT(1) COUNT FROM ITEM IT1, ITEM T2 137455 576 157728 v ~
JoBC ORDERSERVICE CREATEORDER 8860 212 10050
» s INSERT INTO ORDERREQUEST (ITEM_ID, NOTES ) VALUES (7, 7) 3027 o730 10001
o8 ORDERQUEUE 130 1 130
HrTe DELETE FROM CART s 7807 0
INSERT INTO CART (ITEM_ID, USER_ID) VALUES (2, 7 0s Tz 80
INSERT INTO ORDERS (QUANTITY, CREATEDON, ITEMID) VALUES 0.5 6180 61
DB TRANSACTION COMMIT 04 s 8
PREPARED STATEMENT BATCH 04 6204 38
SELECT ITEMO_.ID AS 100_0_, ITEMO_QUANTITY AS QUANTITYO_O, 0.4 5654 a7

Call Details GCorrelated Snapshots
SELECT COUNT(1) COUNT FROM ITEM IT1, ITEM IT2

If you see one or more slow calls on this page, the answer to
this question is Yes. Otherwise, the answer is No.
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No — Go to Step 3.

Yes — You have one or more slow DB or remote service calls,
and need to drill down to find the root cause.
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1. Inthe Call Type panel select the type of call for which you
want to see information, or select All Calls.

2. Sort by Average Time per Call to display the slowest calls
at the top of the list.

3. To see transaction snapshots for the business
transaction that is correlated with a slow call, you can:

® Click the View Snapshots link in the right column
to display correlated snapshots in a new window.

® Select the call and click the Correlated Snapshots
tab in the lower panel to display correlated
snapshots at the bottom of the screen.

4. Select a snapshot from the list and click View
Transaction Snapshot. Choose the Flow Map tab if it is
not already selected, then click a Drill Down icon to
display a call graph for a problematic part of the

USER EXPERIENCE  EXECUTION TIME TIMESTAMP. BUSINESS TRANSACTION REQUEST GUID Archive
NORMAL 90 ms 0407714 10:42:54 AM ViewGart senditams 3fe6d1c6-6706-4dbF-8113-6d6016c460a6

m Snapshot Execution - Waterfall View List View

Transaction Snapshot Flow Map v

Jourve (]

Active MQ-CustomerQueue

IMS 1 ms{11%]

2 ms (async)

v — Grder Pracessing Server
32 ms (856 %) aMs 3ms(3s%)  (TEE

m_ B Active MQ-OrderQueue
- . JDBC 2 ms(2.2%)

JDBC 11 ms fasypc) -
- Oracle - 10.0.0

L -
Web Sevice 6 ms(B.7 %)
ECommerce Server
A,
24 ms (26.7 %)

APPDY-MySQL DB-LOCALHOST

i JDBC 22 ms(24.4 %)
Server o

2 JDBC backends

Close

5. Once you are in the call graph you can look for methods
that have a significant response time. In this example, an
Oracle query is responsible for 99.7% of response time.
Provide this information to the personnel responsible for
addressing this issue.

SUMMARY

CALL GRAPH

HOT SPOTS

saL caLLs

HTTP PARAMS

COOKIES

USER DATA

ERROR DETAILS

HARDWARE | MEM

NODE PROBLEMS

ADDITIONAL DATA
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If there are multiple slow calls, repeat this step until you have
resolved them all. However, there may be additional problems
you haven't resolved. If any of the tier icons on the flow map
show yellow or red, continue to Step 3. Otherwise, you have
isolated the problem and don't need to continue with the rest of
the steps below.

Need more help?

Business Transaction Dashboard
Business Transaction Monitoring
Business Transactions List
Transaction Snapshots

Step 3 -
Affects 1 or
more nodes?

Is the problem affecting all nodes in the slow tier?
~ How do | know?

How do | know if the problem is affecting all nodes?

® In the Application or Tier Flow Map, click the number
that represents how many nodes are in the tier. This
provides a quick overview of the health of each node
in the tier. The small circle icon indicates whether the
server is up with the agent reporting, and the larger
circle icon indicates Health Rule violation status.

‘ L Dashboard Top Business Transactions Transaction Enapshots Transaction Analysis

Application Flow Map «

41423 calls / min, 5 ms

E-Commerce-Node-8000
1951 calls / min, 0 ms;

E-Commerze-Nods-8004

- ms L 2
s D
e Meds 1 Order Processing

Active MQO-OrderQueue

o © ©

If all the nodes are yellow or red, the answer to this
guestion is Yes. Otherwise, the answer is No.

Yes — Go to Step 4.

No — The problem is either in the node's hardware or in the
way the software is configured on the node. (Because only
one node is affected, the problem is probably not related to
the code itself.)
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In the left navigation pane, click Servers -> App Servers
-> <slow tier> -> <problematic node> to display the

Node Dashboard (flow map).

) ACME Book Store Application b Servers

(Y

SN e e

Node Flow Map +

e o
s 203 callsimin, 164 A& c2lls / min 164357 g 64 caligimin, 5 ms
e - ¢ - o]
o A Active MQ-OrderQued S'1'®
JOBE~1087 callsimin, 1 ms o |

er | External Nod

Explain this View
Load 73,243 cans 203 /min
Q2

3 200

180
10:00 AM 12,00 P 2:00PM 10:00 AM 12,00 M

o
2:00 M 10:00 AM 12:00 M 2:00 M

® Click the Dashboard tab to get a view of the overall

health of the node.

® Click the Hardware tab; if the problem is
hardware-related, contact your IT department.

® Click the Memory tab; sort on various column headings to
determine if you need to add memory to the node,
configure additional memory for the application, or take
some other corrective action.

You have isolated the problem and don't need to continue
with the rest of the steps below.

Need more help?

®* Node Dashboard

Step 4 -
Backend
problem?

Are the nodes in the slow tier linked to a backend (database or
other remote service) that might be causing your problem?
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~ How do | know?

How do | know if the nodes are linked to a backend (database or
other remote service) that might be causing my problem?

® Display the Tier Flow Map. If any nodes are linked to a
backend, links to those backends are displayed in the
flow map.

Q Acme Online Boc tore » Servers » App Servers » SEEILTET]

‘ b Dashboard Modes (2) Events Slow Response Times Errors

Tier Flow Map

Backend
41824 calls / min, 5 ms
iL ,é_J_ME lQES calls/min, 4 ms {async)
¥ —
- - &=

=y I
c-Lommerce Active MQ-OrderCueue

If a backend or the line connecting to a backend is
yellow or red, the answer to this question is Yes.
Otherwise, the answer is No.

No — Go to Step 5.

Yes —

® Click the line connecting to the backend to see an
information window about the backend. (The
contents of the information window vary depending
on the type of backend.) Use the various tabs to
find the source of the issue, or contact the team
responsible for that backend.

Inventory to Oracle - 10.0.0

BEE
Overview Slonest DB & Remete Sarica Calls Businass Transaction Braakdoun last 15 minutes ¥ A~
Inventary Or
+ Response Time vs Baseline
Average Response Time: 326 ms. Average Response Time vs Baseline
Bas ) a2 ms
Em ——— ——
Baselin: 450 me =
v Response Time
s20 7
N
oo T
360 . S _ \
3260 ez - L
— b
200 =
243 P 245 P 447 P11 449 M 451 PM 453 PM 455 P10 4457 P
v Calls
1300
1100 N y N e —
895 \ — \ — y
calls / min s00 y N y ~—_ 4
700 . y p -
13,421 e :
’ calls 500 e —
443 M 4143 M 447 Bm 449 M e 453 Pm e 457 M
w Errors
0
0 i .
0 e .
2100 P
co v
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If the backend is a database, right-click the database icon.
You have a number of options that let you see the
dashboard, drill down, etc. If you have AppDynamics for
Databases, choose Link to AppDynamics for Databases.
You can use AppDynamics for Databases to diagnose and
resolve any backend issues, or work with your internal
DBASs to troubleshoot the database, which is not
instrumented in AppDynamics.

INVENTORY-MySQL DB

View Backend Dashboard

Rename Backend

Drill Down

y Link to AppDynamics for Databases N

=l APPDY-MySQL DB-EC2-54-242-91
4 calelmin, 177 ms Hide Backend

Settings.

Global Settings...

XE-Oracle DE-DEMOY o1t Adobe Flash Player 117.700.203..

min, - ms
12 calls / min, 4 ms
Active MQ-OrderQueue 3 callsimin, 16 ms

e 3
You have isolated the problem and don't need to continue
with the rest of the steps below.

Need more help?

® Backend Monitoring
® Configure Backend Detection for Java
® AppDynamics for Databases

Step 5 - CPU
saturated?
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Is the CPU of the JVM saturated?
~ How do | know?

How do | know if the CPU of the JVM is saturated?

1. Display the Tier Flow Map.
2. Click the Nodes tab, and then click the Hardware tab.
3. Sort by CPU % (current). Show me how.

L « )  Acme Online Book Store b Si
" Dashboard Nodes (3) Events

Health Hardware Memory

Name CPU % (current)
I MNodet o0 I
| E-Commerce-Node-8004 o

| E-Commerce-Node-8000 ]

&, Order Processing

If the CPU % is 90 or higher, the answer to this
guestion is Yes. Otherwise, the answer is No.

Yes — Go to Step 6.

No — The issue is probably related to a custom
implementation your organization has developed. Take
snapshots of the affected tier or node(s) and work with
internal developers to resolve the issue.

You have isolated the problem and don't need to continue
with the rest of the steps below.

Need more help?

® Monitor JVMs

Step 6 -
Significant
garbage
collection
activity?
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Is there significant garbage collection activity?
~ How do | know?
How do | know if there is significant garbage collection activity?

® Display the Tier Flow Map.

® Click the Nodes tab, and then click the Memory
tab.

® Sort by GC Time Spent to see how many
milliseconds per minute is being spent on GC;
60,000 indicates 100%. Show me how.

R~ Dashboard Nodes (3) Events Slow Res|

Health Harduware Memory

o VM % Heap MaxHeap  JVMCPUBumt.. GC Time Spent (ms/min)

l0de-8000 27 1712 59349 808
l0de-5004 56| 1712 8 o

If GC Time Spent is higher than 500 ms, the answer to
the question in Step 5 is Yes. Otherwise, the answer is
No.

Yes — Go to Step 7.
No — Go to Step 8.

Need more help?

* Memory Usage and Garbage Collection

Step 7 -
Memory
leak?
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Is there a memory leak?
~ How do | know?

How do | know if there is a memory leak?

1. From the list of nodes displayed in the previous step
(when you were checking for Garbage Collecting
activity), double-click a node that is experiencing
significant GC activity.

2. Click the Memory tab, then scroll down to display the
Memory Pool graphs at the bottom of the window.

3. Double-click the PS Old Gen memory pools. Show
me how.

If memory is not being released (use is trending
upward), the answer to this question is Yes. Otherwise,
the answer is No.

Yes — Use various AppDynamics features to track down
the leak. One useful tool for diagnosing a memory leak is
object instance tracking, which lets you track objects you
are creating and determine why they aren't being released
as needed. Using object instance tracking, you can
pinpoint exactly where in the code the leak is occurring.
For instructions on configuring object instance tracking, as
well as links to other tools for finding and fixing memory
leaks, see Need more help? below.

No — Increase the size of the JVM. If there is significant GC
activity but there isn't a memory leak, then you probably
aren't configuring a large enough heap size for the
activities the code is performing. Increasing the available
memory should resolve your problem.

Whether you answered Yes or No, you have isolated the
problem and don't need to continue with the rest of the
steps below.

Need more help?

®* Troubleshoot Java Memory Leaks
® Troubleshoot Java Memory Thrash
® Configure and Use Object Instance Tracking for Java
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Step 8 -
Resource
leak?

Is there a resource leak?
~ How do | know?

How do | know if there is a resource leak?

1. In the left Navigation pane, go to (for example) Analyz
e -> Metric Browser -> Application Infrastructure
Performance <slow tier> -> Individual Nodes ->
<Problematic node> -> JMX -> JDBC Connection
Pools -> <Pool name>

2. Add the Active Connections and Maximum
Connections metrics to the graph.

3. Repeat as needed for various pools your application is
using.

If connections are not being released (use is trending
upward), the answer to the question in Step 7 is Yes.
Otherwise, the answer is No.

Yes — To determine where in your code resources are
being created but not being released as needed, take a
few thread dumps using standard commands on the
problematic node. You can also create a diagnostic action
within AppDynamics to create a thread dump; see Thread
Dump Actions.

No — Restart the JVM. If none of the above diagnostic
steps addressed your issue, it's possible you're simply
seeing a one-time unusual circumstance, which restarting
the JVM can resolve.

Need more help?

® Diagnostic Actions
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None of the
above?

If slow response time persists even after you've completed the
steps outlined above, you may need to perform deeper
diagnostics.

If you can't find the information you need on how to do so in the
AppDynamics documentation, consider posting a note about
your problem in a community discussion topic. These
discussions are monitored by customers, partners, and
AppDynamics staff. Of course, you can also contact
AppDynamics support.

Need more help?

® AppDynamics Pro Documentation

® Community Discussion Boards (If you don't see
AppDynamics Pro as a topic, click Sign In at the upper
right corner of the screen.)

Configure Diagnostic Sessions For Asynchronous Activity

Automatic Diagnostic Sessions For Asynchronous Activity

Diagnostic sessions are triggered based on the performance metrics for a business transaction.
The average response time of a business transaction does not include the execution time of its
asynchronous activity. If you have asynchronous processing in your application, it might be
possible for the originating transaction to execute within normal bounds even though the
asynchronous activity takes longer than normal. To diagnose an issue like this, you can create a
custom health rule based on the average response time (or other performance metric) of the
asynchronous activity and use that health rule to set up a policy that triggers a diagnostic session
on the transaction. The general steps to do this are described in the following example that uses a

metric for an async thread task.

1. Create a custom health rule based on the asynchronous metric, such as average response
time. The metrics for thread tasks are visible in the metric browser under the Thread Tasks
node for transactions with asynchronous activity. Each thread task has an individual node
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(usually its simple class name). Remember to select Custom as the type for the health rule.

Metric Browser - Async

B I Backends

B i End User Experience

Mobile

=l

Senvice End Points

* il
B0 Owerall Application Performance
¥ .1 | Business Transaction Performancs
P .1 ' Business Transaction Groups
¥ i | Business Transactions
vifp REST
v [ iCreatein
F o Individual Modes
B Iy | Thread Tasks
i Average Elock Time (ms)
il Averags CPU Used (ms)
I Average Request Size

Il Awverags Responss Time (ms)

Average Wait' Time (ms )

2. Create a policy that is based on the baseline of the asynchronous metric of interest, for
example, the average response time.
3. Configure the policy to trigger a diagnostic session on the affected business transaction.

Troubleshoot Java Memory Issues
Troubleshoot Java Memory Leaks

® Memory Leaks in a Java Environment
* AppDynamics Java Automatic Leak Detection
® Automatic Leak Detection Support
® Conditions for Troubleshooting Java Memory Leaks
® Workflow to Troubleshoot Memory Leaks
® Monitor Memory for Potential JVM Leaks
® Enable Memory Leak Detection
® Troubleshoot Memory Leaks
¢ Select the Collection Object to Monitor
® Use Content Inspection
® Use Access Tracking
® Learn More
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Memory Leaks in a Java Environment

While the JVM's garbage collection greatly reduces the opportunities for memory leaks to be
introduced into a codebase, it does not eliminate them completely. For example, consider a web
page whose code adds the current user object to a static set. In this case, the size of the set grows
over time and could eventually use up significant amounts of memory. In general, leaks occur
when an application code puts objects in a static collection and does not remove them even when
they are no longer needed.

In high workload production environments if the collection is frequently updated, it may cause the
applications to crash due to insufficient memory. It could also result in system performance
degradation as the operating system starts paging memory to disk.

AppDynamics Java Automatic Leak Detection

AppDynamics automatically tracks every Java collection (for example, HashMap and ArrayList)
that meets a set of criteria defined below. The collection size is tracked and a linear regression
model identifies whether the collection is potentially leaking. You can then identify the root cause
of the leak by tracking frequent accesses of the collection over a period of time.

Once a collection is qualified, its size, or number of elements, is monitored for long term growth
trend. A positive growth indicates that the collection as potentially leaking!

Once a leaking collection is identified, the agent automatically triggers diagnostics every 30
minutes to capture a shallow content dump and activity traces of the code path and business
transactions that are accessing the collection. By drilling down into any leaking collection
monitored by the agent, you can manually trigger Content Summary Capture and Access Tracking
sessions. See Configure Automatic Leak Detection for Java

You can also monitor memory leaks for custom memory structures. Typically custom memory
structures are used as caching solutions. In a distributed environment, caching can easily become
a prime source of memory leaks. It is therefore important to manage and track memory statistics
for these memory structures. To do this, you must first configure custom memory structures. See
Configure and Use Custom Memory Structures for Java.

Automatic Leak Detection Support
Ensure AppDynamics supports Automatic Leak Detection on your JVM. See JVM Support.
Conditions for Troubleshooting Java Memory Leaks

Automatic Leak Detection uses On Demand Capture Sessions to capture any actively used
collections (i.e. any class that implements JDK Map or Collection interface) during the Capture
period (default is 10 minutes) and then qualifies them based on the following criteria:

For a collection object to be identified and monitored, it must meet the following conditions:

® The collection has been alive for at least N minutes. Default is 30 minutes, configurable with
the minimum-age-for-evaluation-in-minutes node property.

®* The collection has at least N elements. Default is 1000 elements, configurable with the mini
mum-number-of-elements-in-collection-to-deep-size node property.

® The collection Deep Size is at least N MB. Default is 5 MB, configurable with the minimum-si
ze-for-evaluation-in-mb property.
The Deep Size is calculated by traversing recursive object graphs of all the objects in
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the collection.

See App Agent Node Properties and App Agent Node Properties Reference by Type.

Workflow to Troubleshoot Memory Leaks

Use the following workflow to troubleshoot memory leaks on JVMs that have been identified with a
potential memory leak problem:
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Dev_8001

’v Dashboard Hardware Memory

Heap & Garbage Collection Automatic Leak Detection

Heap

Garbage Collection - Time Spent

- Minor Collecti

- Major C

Memory Pools

e Evants Siow Response Timas

Oject Instance Tracking

Start On Demand Capture Session

This will start a session to track Collections (Hashmap, etc) which are currently being accessed.

Session Duration | 10 minutes (max 60)
Minumum Collection Age | 2 minutes

Only long lived Collections that are in the heap for this amount of time will be monitored,

" Dashboard Hardware Memory VM JMX Events ‘Slow Response Times Ermors. Analysis >

Heap & Garbage Collaction Automatic Leak Detection Obyect Instance Tracking Custom Memary Structures
Automatic Leak Detection How does this work? EIL
Drill Dgwn | Mors Actions v | | Start On Dsmand Captura Sassion showing 1of 1 ctjects | O
lass g Cellection Size Potentially Leaking Object Creation Time JvM Start Time Qbject Instance ID Stal.. | Collection Size Trend
java. bl concurrent Cancur 2615 e ez 050813 5:38:37 PM 050813 5:32:04 PM 51
rentHashMap

Monitor Memory for Potential JVM Leaks
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Use the Node Dashboard to identify the memory leak. A possible memory leak is indicated by a
growing trend in the heap as well as the old/tenured generation memory pool.

Node_8002 last 6 hours

tore Application

Events

Dashboard Hardware Memory

v Heap
Average Utilization Current Utilization Current Usage 70 MB
15 % 15 % Current Committed 127 MB
Max Awvailable 455 MB
last & hours Current Usage mor
Free Free 385 MB
Heap Utilization % " Show Major Garbage Collections
60
40 Iy
'I'_ 37 AM 11:49 AM 12:01 PM 12:13PM 12:25PM 12:37PM 12:49 PM 1:01 PM 1:13PM  1:25PM 1:37PM 1:49PM 2:01PM 2:13PM 2:25PM 2:37PM 2:49PM 3:01PM 3:13PM 3:25PM
Heap: [l Current Usage (MB Max (MB)
240
'.6;
120
BO
40

11:37 AM 11:49 AM 12:01 PM 12:13 PM 12:25PM 12:37PM 12:49PM 1:01PM 1:13PM 1:25PM 1:37PM 1:49PM 2:01PM 2:13PM 2:25PM 2:37PM 2:40PM 3:01 PM 3:13PM 3:25PM

An object is automatically marked as a potentially leaking object when it shows a positive and
steep growth slope.

‘ b Dashboard Hardware Memory Jvm IS Events Slow Response Times Errors Transaction 8napshots Transaction Analysis £
Heap & Garbage Collection Automatic Leak Detection Object Instance Tracking Custom Memory Structures
Automatic Leak Detection How does this work? on off
Drill Down More Actions v Start On Demand Capture Session Showing 1 of 1 objects o
Class Collection Size Potentially Leaking  Object Craation Time JWM Start Time Object Instance 1D Stat.. Collection Size Trend
java util concurrent Concur 2615 Yes 05/08/13 5:38:37 PM 05/08/13 5:32:04 PM 51
rentHashiMap -

The Automatic Memory Leak dashboard shows:
® Collection Size: The number of elements in a collection.

® Potentially Leaking: Potentially leaking collections are marked as red. You should start
diagnostic sessions on potentially leaking objects.

® Status: Indicates if a diagnostic session has been started on an object.

® Collection Size Trend: A positive and steep growth slope indicates potential memory leak.

# of Elements in a Collection

Clags |Collection Size |Potentially Leaking | Object Creation Time | JWh Start Time | Object Insta... | Status | Collection Size Trend

! T

Leak Indicator Diagnostic Session Indicator

©Tip: To identify long-lived collections compare the JVM start time and Object Creation Time.
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If you cannot see any captured collections, ensure that you have correct configuration for detecting
potential memory leaks.

Enable Memory Leak Detection

Before enabling memory leak detection, identify the potential JVMs that may have a leak. See Det
ect Memory Leaks.

Memory leak detection is available through the Automatic Leak Detection feature. Once the
Automatic Leak Detection feature is turned on and a capture session has been started,
AppDynamics tracks all frequently used collections; therefore, using this mode results in a higher
overhead. Turn on Automatic Leak Detection mode only when a memory leak problem is identified
and then start an On Demand Capture Session to start monitoring frequently used collections and
detect leaking collections.

‘ ¥ Dashboard Hardware Memory JVM JMX Events Slow Response Times Errors Transaction Snapshots Transaction Analysis
Heap & Garbage Collection Automatic Leak Detection Object Instance Tracking Custom Memory Structures
Automatic Leak Detection How does this work? on
Drill Down More Actions v Start On Demand Capture Session Showing 1 of 1 objects O
Class Collection Size Potentially Leaking Chject Creation Time JWM Start Time Object Instance 10 Stat..  Collection Size Trend
java.util. concurrent Concur 2615 o Yes 05/08/13 5:38.37 PM 05/08/13 5:32:04 PM 51
rentHashMap

Turn this mode off after you have identified and resolved the leak.

To achieve optimum performance, start diagnosis on an individual collection at a time.

Troubleshoot Memory Leaks

After detecting a potential memory leak, troubleshooting the leak involves performing the following
three actions:

® Select the Collection Object that you want to monitor
® Use Content Inspection
® Use Access Tracking

Select the Collection Object to Monitor

1. On the Automatic Leak Detection dashboard, select the name of the class that you want to
monitor.

2. Click Drill Down on the top left-hand side of the memory leak dashboard.
Alternatively right-click the class name and click Drill Down.

(i) /A IMPORTANT: To achieve optimum performance, start the troubleshooting session on a
single collection object at a time.
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| ohd Dashboard Hardware Memory ] amx Events Siow Respanse Times Erors Transaction Snapshols Transaclion Analysis
Heap & Gartage Collaction Automatic Leak Datection Jbject Instance Tracking CGustom Memory Structures
Automatic Leak Detection How doss this work? Automatically Discovered Collection: java.util.concurrent. ConcurrentHashMap

Driljown | More Actions v Start On
Overview | Size Content Inspaction Access Tracking
k

Collection Sizn Patent

java.util concurrant Concur 2615

randiashiap e Class  java.util.concurrent. ConcurrentHashhap
Object Creation Time  05/08/13 5:38:37 PM °

JVM Start Time  05/08/13 5:32:04 PM

Object Instance ID 20247707 Potentially Leaking

Collection Size Explain Collection Size | Show Major Garbage Collections

3000
2800
2600
2400
2200
2000
1800

5:46 FM 5:47 PM 5:48 FM 5:45 FM 5:50 FM 5:51 PM 5:52 PM 5:53 FM 5:54 PM 5:55 PM 5:56 PM 5:57 PM 558 PM 5:58 PM 6:00 PM

(close)

Use Content Inspection

Use Content Inspection to identify which part of the application the collection belongs to so that
you can start troubleshooting. It allows monitoring histograms of all the elements in a particular
collection.

As described above in Workflow to Troubleshoot Memory Leaks, enable Automatic Leak
Detection, start an On Demand Capture Session, select the object you want to troubleshoot, and
then follow the steps listed below:

Click the Content Inspection tab.

Click Start Content Summary Capture Session to start the content inspection session.
Enter the session duration. Allow at least 1-2 minutes for data generation.

. Click Refresh to retrieve the session data.

. Click on the snapshot to view details about an individual session.

s wNpE

(i) Exporting Troubleshooting Information
You can also export the troubleshooting information into Excel files using the Export button
under Content Summary.
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Click the
Content

Click the SnaPShOt Automatically Discovered Collection: java.util. ArrayList
to view details
about an individual

session.

Access Tracking

Overview | Size Content Inspection

Content Summary

Export |

Classname

java.util. HashMapSEntry
Click Refresh to
retrieve session
details.

©

Click to start the
content
summary
capture session

Refresh
Query for the latest available Gontent
mmaries

Start Content Summary Capture Session

| Start Content Summary Capture Session | This will start a session to capture a summary of all objects retained

Start 3 session to captu summary of the mithe Heepiby 12 ehject
contents of this Collectio

Content Summaries will be reported once a minute, for the duration of
this session.

J

. Session Duration | 10 minutes (max 60)

Cancel {73

Enter the session
duration.

Inspection tab

@Allow at least 1-2

minutes for data
generation

Count

Deep Size: 31,356,936 bytes 28.9 MB
|| Hide java.util* | O

size (bytes)
465 196,752
2 40,992
3450 27,600
1150 18,400

Use Access Tracking

Use Access Tracking to view the actual code paths and business transactions accessing the

collections object.

As described above in Workflow to Troubleshoot Memory Leaks, enable Automatic Leak
Detection, start an On Demand Capture Session, select the object you want to troubleshoot, and

then follow the steps listed below:

Select the Access Tracking tab
Click Start Access Tracking Session to start the tracking session.

Click Refresh to retrieve session data.
Click on the snapshot to view details about an individual session.

aprpLOdE

(i) Exporting Troubleshooting Information

Enter the session duration. Allow at least 1-2 minutes for data generation.

You can also export the troubleshooting information into Excel files using the Export button

under Content Summary.
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Click the Access
Tracking tab

Click the snapshot
to view details
about an individual
session.

Automatically Discovered Collection: java.util. ArrayList

Overview | Size

Content Inspection

Accass Tracking

Session Time Code Paths and Busi Tr i ing this ction (get(), put(), etc) 05/08/13 6:00:02 PM

0510813 £:00:02 P Code Paths

Code Path Occurrences

Java.util.concurrent.concurrenthashmap. puticoncurrenthashmap. java) 155
at com.appdynami mamery. collectior put(c 1leakyvZ javarl14)
memary. collection n java:88)

at com.appdyr
@ atjava.util.concurranthr tor$worker. untaskitt tor ava:285)

thr ker.run(thr java:o08)

Click Refresh to
retrieve session
details.

Troubleshooting
information

Click to start the
access tracking
session

Ref)

Query for data from the most recent Access
racking Ssssions

Start Access Tracking Session

This will start a session to track what code is accessing this
collection (geti), puti), etc) QOccurrences

This will start a ssssion {5ack code
@ accessing this Callection (get(), puti), etc) Data will be reported at the snd of the session

ession Duration | 10 minutes (max 60)

Cancel ol
ction during this session

Enter the session
duration.
@Allow at least 1-2
minutes for data
generation

(close)

Learn More

® App Agent Node Properties
® Monitor JVMs
® Metric Browser

Troubleshoot Java Memory Thrash

Memory Thrash and Object Instance Tracking
Prerequisites for Object Instance Tracking
® Specifying the Classpath
Workflow for Detecting and Troubleshooting Memory Thrash
Analyzing Memory Thrash
® To analyze memory thrash problems
® To verify memory thrash
® Troubleshooting Java Memory Thrash Using Allocation Tracking
® To use allocation tracking

Memory Thrash and Object Instance Tracking

Memory thrash is caused when a large number of temporary objects are created in very short
intervals. Although these objects are temporary and are eventually cleaned up, the

garbage collection mechanism may struggle to keep up with the rate of object creation. This may
cause application performance problems. Monitoring the time spent in garbage collection can
provide insight into performance issues, including memory thrash. For example, an increase in the
number of spikes for major collections either slows down a JVM or indicates potential memory
thrash Use object instance tracking to isolate the root cause of the memory thrash. To configure
and enable object instance tracking, see Configure and Use Object Instance Tracking for Java.
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AppDynamics automatically tracks the following classes:

® Application Classes
® System Classes

The Object Instance Tracking feature maps a histogram of every object in the JVM. The Object
Instance Tracking dashboard not only provides the number of instances for a particular class but
also provides the shallow memory size (the memory footprint of the object and the primitives it
contains) used by all the instances.

Node_8001 last 15 minutes
Dashboard Hardware Memory JVIM JMX Events Slow Response Times ==
Heap & Garbage Collection Automatic Leak Detection Object Instance Tracking Custom Memory Structures
Object Instance Tracking How does this work? on Off Configure Custom Classes to Track
L 4 VIEW: / Top Application Classes Top System / Core Java Classes Custom Classes Al Showing 31 of 56 objects
Class Current Instance Count  Shallow Size (... Status  Instance Count Trend
org.apache.catalina.loader.ResourceEntry 7084 340,032 ~
org.apache.catalina.LifecycleListener] 1,667 20416
org.apache.catalina.Lifecycle Event 1,456 46,582
org.apache.catalina.Container[] 1,456 20440
org.apache.activemq.command Messageld 1,014 40,560
javax.management.ObjectName$Property 868 20,832
org.apache.xerces.xni.QName 824 26,368

W Object Instance Tracking - Disgnostic Everts (1)

Type Summary Time

Memory Instance Tracking is [enabled] 04/28/14 1:17:32 PM

Prerequisites for Object Instance Tracking

® Object Instance Tracking can be used only for Sun JVM v1.6.x and later.

® |f you are running with the JDK then tools.jar will probably be setup correctly, but if you are
running with the JRE you must add tools.jar to JRE_HOME/lib/ext and restart the JVM for
this feature to start working. You can find the tools.jar file in JAVA_HOME/lib/tools.jar.

® In some cases In some cases you might also need to copy libattach.so (Linux) or attach.dll
(Windows) from your JDK to your JRE.

* Depending on the JDK version, you may also need to specify the classpath as shown below
(along with other -jar options).

Specifying the Classpath

When using a JDK tool, set the classpath using the -classpath option. This sets the classpath for
the application only. For example:

On Windows
java -cl asspath <conpl ete-pat h-to-tools.jar>; UCLASSPATHY -j ar nyApp.j ar
OR
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On Unix

java -cl asspath <conpl ete-path-to-tools.jar>: $CLASSPATH -jar nyApp.j ar
Alternatively, you can set the CLASSPATH variable for your entire environment. For example:
On Windows

SET CLASSPATH=%LASSPATHY% %J AVA HOVE% | i b\t ool s. j ar

On Unix
CLASSPATH=$CLASSPATH: $JAVA HOVE/l i b/tool s.jar

Workflow for Detecting and Troubleshooting Memory Thrash

The following diagram outlines the workflow for monitoring and troubleshooting memory thrash
problems in a production environment.

(D To monitor memory leaks, on the node dashboard, use the Memory -> Automatic Leak
Detection subtab. See Troubleshoot Java Memory Leaks.
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Dev_8001
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Object Instance Tracking - com.ctc.wstx.sr.ValidatingStreamReader

Overview Allocation Tracking

Session Time Code Paths and creating of this Class 05/06/14 2:13:14 PM
05/06/14 2:13:14 PM Code Paths Export

Code Path Occurrences

com ot wstx.sr. Validati init>(validati java:124)
at com.cte wstx.sr Validati idati idati Jjava:145)
at com.cte.wstx stax P . doCi i y.java:547)
at com.ctc.wstx, stax, WstxinputFactory.create SR (WstxInputFactory. java: 589)
at com.clc.wstx.stax WsbxinputFactory. create SR{WstxInpulFactory.java:645)
at com.cl.wstx.stax Wstxin putFactory. create XML actory.java:319)
al org.apache. axiom, om, ulil, StAXUtils. create XMLStreamR eader( SIAXUlils java: 180
at org.apache axis2 builder SOAPBuilder processDocumentiSOAPBuilder java:d1)
at org apache axis2 transport TransportUtils.createSOAPMessage (TransportUtils java:130)
at org.apache.axis2 transport. http. HTTPT processHTTPF iTTPT:

Refrosh Business Transactions creating instances of this Class

Query for data from the most recent Allocation ~ Transaction Name
Tracking Sessions Unknown transaction 50

Qccurrences

Start Allocation Tracking Session

This will start a session to track instantiations
of this Class

Analyzing Memory Thrash
To analyze memory thrash problems

Once a memory thrash problem is identified in a particular collection, start the diagnostic session
by drilling down into the suspected problematic class.

1. Select the class name to monitor and click Drill Down at the top of the Object Instance
Tracking dashboard.

Or right click the class name and select the Drill Down option.

(i) For optimal performance, trigger a drill down action on a single instance or class name at
atime.

After the drill down action is triggered, data collection for object instances is performed every
minute. This data collection is considered to be a diagnostic session and the Object Instance
Tracking dashboard for that class is updated with this icon (3 , to indicate that a diagnostic
session is in progress.

A A A A PR et e A e A A Aot A A AP A A P A AAF e e P
Heap & Garbage Collection Automatic Leak Detection Object Instance Tracking Custom Memory Structures

Object Instance Tracking Hew does this work?

VIEW: |/ Top Application Classes

Al

Top System / Core Java Classes Custom Classes

Drill Down Mors Actions v

Instance Count Trend

a Current Instance Count Shallow Size (bytes) Status

ivemq. command. ActiveMQMap Message 789 147,016 B

Click to start a
diagnostic session

Saw tooth pattern
indicates potential
memory thrash problem

Indicates a diagnostic
session in progress

The Object Instance Tracking dashboard indicates possible cases of memory thrash.
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The following provides more detail on the meaning of each of the columns on the Object Instance
Tracking dashboard.

# of Instances Diagnostic Session Indicator
Class Current Instance Sount Shallowr Size (bytes) Status Instance Court Trend
Approximate Memory Used by All Instances in a Class Memory Thrash Indicator

Prime indicators of memory thrash problems are:

® Current Instance Count: A high number indicates possible allocation of large number of
temporary objects.

® Shallow Size: A large number for shallow size signals potential memory thrash.
® Instance Count Trend: A saw wave is an instant indication of memory thrash.

If you suspect you have a memory thrash problem at this point, then you should verify that this is
the case. See To verify memory thrash.

To verify memory thrash

1. Select the class name to monitor and click Drill Down at the top of the Object Instance
Tracking dashboard.
2. On the Object Instance Tracking window, click Show Major Garbage Collections.

The following Object Instance Tracking Overview provides further evidence of a memory thrash
problem.

Copyright © AppDynamics 2012-2014 Page 320



APPDYNAMICS
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Close

If the instance count doesn’t vary with the garbage collection cycle, it is an indication of potential
leak and not a memory thrash problem. See Troubleshoot Java Memory Leaks.

Troubleshooting Java Memory Thrash Using Allocation Tracking

Allocation Tracking tracks all the code paths and those business transactions that are allocating
instances of a particular class.

Allocation tracking detects those code path/business transactions that are creating and throwing
away instances.

To use allocation tracking

1. Using the Drill Down option, trigger a diagnostic session.

2. Click the Allocation Tracking tab.

3. Click Start Allocation Tracking Session to start tracking code paths and business
transactions.

Enter the session duration and allow at least 1-2 minutes for data generation.

Click Refresh to retrieve the session data.

Click on a session to view its details.

Use the Information presented in the Code Paths and Business Transaction panels to
identify the origin of the memory thrash problem.

No ok
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Detect Code Deadlocks for Java

® Code Deadlocks and their Causes
® Finding Deadlocks using the Events
List
® To Examine a Code Deadlock
® Finding Deadlocks Using the REST
API
® Learn More

(i) Read areal-life story about how
AppDynamics helped identify code
deadlocks and reduce the risk to
revenue!

By default the agent detects code deadlocks. You can find deadlocks and see their details using
the Events list or the REST API.

Code Deadlocks and their Causes

In a multi-threading development environment, it is common to use more than a single lock.
However sometimes deadlocks will occur. Here are some possible causes:

® The order of the locks is not optimal
® The context in which they are being called (for example, from within a callback) is not correct

* Two threads may wait for each other to signal an event

Finding Deadlocks using the Events List

Select Code Problems (or just Code Deadlock) in the Filter By Event Type list to see code
deadlocks in the Events list. See Filter and Analyze Events. The following list shows two

deadlocks in the ECommerce tier.
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To Examine a Code Deadlock

1. Double-click the deadlock event in the events list.
The Code Deadlock Summary tab displays.
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2. To see details about the deadlock click the Details tab and scroll down.
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Finding Deadlocks Using the REST API

You can detect a DEADLOCK event-type using the AppDynamics REST API. For details see the
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example Retrieve event data.

Learn More

® Use the AppDynamics REST API
Tutorials for Java

This section provides tutorials for tasks in AppDynamics.

Quick Tour of the User Interface

x

< > I O <PREV NEXT >

Troubleshooting Application Errors

Identifying and troubleshooting errors in your Java application.
Overview Tutorials for Java

Quick Tour of the User Interface
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< > I © < PREV NEXT

Use AppDynamics for the First Time with Java

® All Applications Dashboard
® Application Dashboard
®* Time Range
®* Flow Map and KPIs
® Events
® Transaction Scorecard
® Exceptions and Errors
® More Tutorials

This topic assumes that an application is already configured in AppDynamics, and uses the Acme
Online application as the example. It also assumes that you have already logged in to
AppDynamics.

This topic gives you an overview of how AppDynamics detects actual and potential problems that
users may experience in your application - transactions that are slow, stalled or have errors - and
helps you easily identify the root causes.

All Applications Dashboard

When you log into the Controller Ul you see the All Applications dashboard.
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The All Applications dashboard shows high-level performance information about one or more
business applications. Load, response time, and errors are standard metrics that AppDynamics
calls "key performance indicators" or "KPIs". The others are:

Health Rule Violations and Policies: AppDynamics lets you define a health rule, which consists
of a condition or a set of conditions based on metrics exceeding predefined thresholds or dynamic
baselines. You can then use health rules in policies to automate optional remedial actions to take if
the conditions trigger. AppDynamics also provides default health rules to help you get started.

Business Transaction Health: The health indicators are a visual summary of the extent to which
a business transaction is experiencing critical and warning health rule violations. See the slow
transactions tutorial.

Server Health: Additional visual indicators that track how well the server infrastructure is
performing. See the server health tutorial.

Application Dashboard

Click an application to monitor, one that has some traffic running through it. The Application
dashboard gives you a view of how well the application is performing.
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You see the dashboard for your application. The flow map on the left gives you an overview of
your servers (application servers, databases, remote servers such as message queues, etc.) and
metrics for the calls between them. Click, hold and move the icons around to arrange the flow
map. Use the scale slider and mini-map to change the view.

Time Range

From the time range drop-down in the upper-right corner select the time range over which to
monitor - the last 15 minutes, the last couple of hours, the last couple of days or weeks. Try a few
different time ranges and see how the dashboard data changes.

Flow Map and KPIs

In the flow map, click any of the blue lines to see more detail on the aggregated key performance
metrics (load, average response time and errors) between the two servers. See the flow maps
tutorial.

The graphs at the bottom of the dashboard show the key performance indicators over the selected
time range for the entire application.

Events

An event represents a change in application state. The Events pane lists the important events
occurring in the application environment. See the events tutorial.

Transaction Scorecard

The Transaction Scorecard panel shows metrics about business transactions within the specified
time range, covering the percentage of instances that are normal slow, very slow, stalled or have
errors. Slow and very slow transactions have completed. Stalled transactions never completed or
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timed out. Configurable thresholds define the level of performance for the slow, very slow and
stalled categories. See the Transaction Scorecard tutorial.

Exceptions and Errors

An exception is a code-logged message outside the context of a business transaction. An error is
a departure from the expected behavior of a business transaction, which prevents the transaction
from working properly. See the exceptions tutorial.

More Tutorials
Monitoring Tutorials for Java
Tutorial for Java - Events

® Monitoring Events
® Filtering Events

Monitoring Events

1. From an application, tier or node dashboard, look at the Events panel.
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Custom Dashboards

The Events panel shows all the events that are monitored by AppDynamics. There are several
types of events:

* Health Rule Violation Events include business transaction health rule events such as
average response time, and server health events such as Java VM Heap Utilization
Thresholds. To change what generates a health rule event, see Health Rules.

¢ Slow Transaction Events occur when slow, very slow or stalled transactions are detected.
See Configure Thresholds.

®* Error Events occur when application exceptions are thrown or HTTP Errors are returned.
See Configure Error Detection.

® Code Problem Events occur when a code deadlock is detected or a resource pool is
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utilized beyond the specified threshold. For example this event occurs when a JDBC
connection pool is above 80% utilized or when a java.lang.Thread is deadlocked.

* Application Change Events occur when administrative changes are made to an application
tier. For example, this event occurs when an application server instance is restarted or when
a Java VM option is modified on an application server. See Monitor Application Change
Events.

* AppDynamics Config Warnings occur when the AppDynamics infrastructure needs
attention. For example, when the Controller detects low disk space conditions on its host the
policy associated with this event type occurs. See AppDynamics Administration.

® Custom events are user-defined events. See Events.

2. To get details click an event in the list. For example, click a slow request event to see the details
of the request in the transaction flow map so you can start troubleshooting the slow request.

USEREXPERIENCE ~ EXECUTICN TIME TIMESTAMP BUSINESS TRANSACTION REQUEST GUID Archive | %
VERY_SLOW 1390 ms 08/24/12 9:17:08 AM productioutdoor 01af587f-dd7e-43ad-Bde3-419c0866 1414

Transaction Snapshot Flow Map v X oar o

1YSQL-AfpDynamics
|

| 3
NEWSEHEMA-MYSQL

JDBC 432 ms(31.1 %)

| «

| 865 ms (62.2 %)
JDBC 240 ms(17.3 %) 0 ms(0%)
|

START

| .
1Tier

»
HTTP 0 ms(0 %)
|

A
|

300 ms (22.2 %]
0 ms(0%)

(close)

For more information on resolving issues related to slow transactions, see Troubleshoot Slow
Response Time for Java.

Filtering Events

You can filter events by type in the Events panel. Click the type of event you want to see and click
Search. For example, to see only Deadlocks and Resource Pool Exhaustion events select the
Code Problem Event and click Search.
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Tutorial for Java - Flow Maps

Flow maps show the health of your application, all tiers, and the communication between the tiers.
It includes summary indicators such as call rates and error rates:
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Visual indicators quickly show you problem tiers and healthy tiers. Below you can see tier 1 is
experiencing very slow response times, while tier 2 and tier 3 are healthy:
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By default, the flow map computes tier health by comparing the state of the tier averaged over the
last 15 minutes against the daily trend (the 30 day rolling average). You can change the time
window for baseline comparison using the time window pull down menu. You can also disable
baseline comparisons:
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You can change the time range displayed in the flow map by changing the time window using the
time window pull down menu. Changing the time range effects the entire dashboard:
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SIZAM  9:04AI  BSOAM  BIS2AM  BISOAM  BISGAM  GISBAM 900 AM  9:02AM

You can troubleshoot a problem system call by clicking on a the tier's

subset of the system involving the tier:

aQ

MyApp >

Dashboard Events

-

Tier Flow Map v

Nodes (1)

node1

To see the Tier Flow
Map, click the tier
name here or on the
Application
dashboard's flow
map.

Explain this View
Load 11,704 s

400

g 00

5114 AM 5136 AM 5156 AM 6:20 AM 6:42 AM 7:04 AM 7:26 AM 7:48 AM 6110 AM B:32 AM B:54 AM

Slow Response Times Ermrs Transaction Snapshots Transaction Analysis

[

name to drill down into a

N

- Events

o

Application Changes 4

Node Health
[

Oeriical, 1 warning, 0 normal

Transaction Scorecard

Normal [ 96.2% 1.3
Sow ws o
HTTP 143 callsimin, 2 ms 2Tier g% 40
- 0.0% 0
alls | min, 699 ms w0
- »-
ﬁ’ . Exceptions
! ————__JDBC 7708 calls/min, 4 ms Exceptions wal  imin
1Tier - — HTTP Error Codes total min
Error Page Redirects il imin
NEWSCHEMA-MYS QL
Not comparing against Baseline data
285 min Response Time (ms) 699 s average Errors 0% 0 wa 0 min =]
g
LU 5. IM\HM g
£ Ll “o
DR LU 3
2 3

5014 AM 5:36 AM 558 AM 6:20 AM 6:42 AM 7:04 AM 7:26 AM 7:48 AM 8:10 AM 6:32 AM B:54 AM

5114 AM 5:36 AM 5158 AM 6:20 AM 6:42 AM 7:04 AM 7:26 AM 7:48 AM 8:10 AM B:32 AM B:54 Al

To view the slow response times in detail click on the slow response time menu:
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CY Logout usert
X~ Dashboara Nodes (1) Events Erors  Trnsacton Snapshols  Transaction Analysis
Tier Flow Map v o Events
Application Changes 4
Node Health
[
Ociitcal, 1 varning, 0 normal
times
Transaction Scarecard
b STier - Normal [ <5 2% 113k
Databases - Sow 0% o
. 2Tier Very Siow se% a0
. T | 0% o
— = | 0% o
Exceptions
— 708 callsimin, 4 ms Exceptions total min
atiorss - HTTP Error Codes el Jmin
— Error Page Redirects -toalimin
SCHEMA-MYSQL
Explain this Not comparing against Baseline data
Load 11,704 cae 285 jmin Response Time (ms) Errors 0% 0wt 0 imin =]
00 =
| |$
g TTTITTTRE: TTTTTTIRE
o £ HHUL 5.
B 3 w0 o 3
5 0 z s
a
o £
5110 AM 5136 AM 5:58 AM 6:20 AM 6:42 AM 7:04 AM 7:26 AM 7:48 AM 8:10 AM B:32 AM B:54 AM 5114 AM 5:36 AM 5:58 AM 6:20 AH 6:42 AM 7:06 AM 7:26 AH 7:48 AM B:10 AM 8:32 AM 6:54 AM 5214 AM 5:36 AM 5:58 AM 6:20 AM 6:42 AM 7:04 AM 7:26 AM 7:48 AM 8:10 AM 8:32 AM B:54 AM

MyAp > Tro Stow Responso Tines.
MyApp Slow Transactions Slowast DB & Remate Service Calls
Business Transactons
o0 mload 1439 ca ] Pt Loact
s 4 160
Events £ Normal [ ©24% 15
Troubk w Siow 0o% o
a0 Very Siow 76% 110
& o — sals ] oo% o
BSEAM  SOLAM  S04AM  S07AM  SHOAM  SHIAM  SUGAM  SI9AM  S22AM  S25AM  O:2BAM  G:3LAM  934AM  97AM  S:0AM  SW3IAM  OMGAM  SWOAM  SIS2AM 9SS AM
Policy Violatons '
Stow Transaction Snapshots o
Configure G e ay 5
Show Fiers | \View Transaction Snapshol  Anslyze  More Actions  Configure. Showing 28 of 28 snapshots
Tine Exe Tine (ms) URL Business Transaction Tier Node
[2] oseitzoTieAM 2546 lquoerequest (quoterequest Ter nodet E
[] oseiizsoT19 AN 2549 productindoor 094e0bad ffa3-4a65-ScE-06A28520346 prductindoor Ter nodet
[2] 082112 S0TAT AM 2544 productindoor{sequence} productindoor 1Tier node1
[2] oorur2o0mT AN 254 productindoorBilardTable productindocr Ter nodet
[] oontr2o071s AN 2506 oductindocr DartSoard Joroductindocr Tier nodet
[] oszirzoorisan 254t productfurniture/SwivelChair productfumiture Tier nodet
[ oszinzoorizan  zse2 productindocr Tier nodet
[2] o2tz o0z AM 2562 fproductiumiture/Dining Table productfuriture Tier nodet
0921112 50712 AM 2563 productindecr BillardTable productindoor Tier nodet
[2] oo2t12 0000 AM 2548 productindor DartSoard productindoor Tier nodet
[2] oor112 0008 AN z650 productindoori{ssquence] productindoor Tier nodet
[2] oort1z s0mOT AM 2547 quoterequest quoterequest Tier nodet
[z] 092112 90T:06 AM 2625 productfurnitur e/SwivelChair productfurniture. 1Tier node1
[z] v9z11290z19AM 2541 quoterequest quoterequest 1Tier node1
0921112 20219 AM 2545 productfurniture/SwivelChair productfuriture Tier nodet
[ ooz s0zioam 254t jproductindooreDe scfec-1656-4aSi-0826-9d1b3fe3cB4 iproductindoor Tier nodet
[2] osriizsoziT AN 25t quaterequest quatsreguest Tier nodet
[] ootz s0ziTAM 2546 quoterequest quoterequest Ter nodet
[2] 092112 90214 AM 2546 productindoor{sequence} productindoor 1Tier node1
0921/12 60214 Al 2549 productindoorBilardTable productindocr Ter nodet
COEMEDEETED [2] oomtr2g0zta Al 2550 oductioutdoorMuttfun cionknife Joroductoutdoer Tier nodet
< M

From the transaction snapshot you can troubleshoot the slow transaction:
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Transaction Snapshot Flow Map -]
NEWSCHEMA-MYSQLIBBC 613 ms(46.3 %)
~_ 624 ms (47.2 %)
0ms(0 %)
START
1Tier
307 ms (23.2%)
183 ms (async)
0 ms(0 %) HTTP 0'ms(0 %)
~—_HTTP 0ms(0%)
“ '
JDBC 237 ms(\z\g %)109 ms (async) § 304 mq (23 %)
\ _ 0mhs(0 %)
\
\ [ e |
\\ oy
\ JDBG 241 ms(18,2%) Tier
AN
MYSQL-Appl imics

For more information on resolving issues related to slow transactions, see Troubleshoot Slow
Response Time for Java.
Tutorial for Java - Server Health

® About Java Server Health
® |[earn More

About Java Server Health

By default, AppDynamics provides predefined rules for CPU utilization, physical memory
utilization, JVM heap utilization, and CLR heap utilization. For example the default health rule for
CPU utilization triggers a warning when a node exceeds 75% CPU utilization and triggers a critical
event when CPU utilization is 90% or above.

Help  Setup  Logout usert

M & < (gBll ACME Book Store Application AN compare last 15 minutes.
“ o Dashboard Top Business Transactions Transaction Snapshots Transaction Analysis
Application Flow Map b B R X {3 m Events
L — s 2881 callmn, 168 ms Health Rule Violations Started L -]
Invghtary Server - Node Health 1 Q

- ’ Business Transaction Health

2 JDEC backends

412 callsimig) 340 ma 0 critical, 0 warning, 7 normal

Server Health
Rule Violations

Server Health

2 critical, 1 warning, 2 normal

» Configure

Transaction Scorecard

1262 calls / min/128 ms

“ < vormal [ 1000 189k
T . S
[ B 7689 callsimin, 0 ms Slov 0.0% z
ECommarce Ssrver — 0.0%
) stalls 1 0.0% 4
' Errors [ ] 184% 3.5k
APPDY-MySQL DB-LOGALHOST
Explain this View Exceptions
[T L R— A i e
Load 18,936 Laie 1,262 i min Response Time (ms) 128 e average Errors 18.4% 3.5K otal 232 i min [m]
g L P
o p 3 e
R m— o e
. /» vV WY Jum /W.“ /\ -
5 i 10 v
Custom Dashboards = 150
10:00 AM 10:03 AM 10:06 AM 10:09 AM 10:12 AM 10:00 AM 10:03 AM 10:06 AM 10:09 AM 10:12 AM 10:00 AM 10:03 AM 10:06 AM 10:09 AM 10:12 AM
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Node health is driven by node health rules. The following example shows that Node 8003 is
experiencing a JVM heap health rule violation; all of the heap is consumed.

Help  Setup  Logout useri S

tore Application » Servers » [EETISECTIIUTES ? <t‘>

Health Hardware Memory

L 3 4 ) ACME Bc

3 Tiers 5 Nodes 0

iew Dashboard  elfa Greate Tier

Mame JVM % Heap Max Heap JVM CPU Burnt (. GC Time Spent (. Major Collections  Major Col time p_.  Minor Callections  Minor Col time per

¥ | ECommerce Server 21.8 455 4347 230 <1 /min 3 total 40 12 imin 365 total 190

I Node_Booo 2130 455 2407 188 <1 /min 0 total 0 12 imin 183 total 188

I Node_Bo03 100.0 I 455 4287 27 <1 /min 3 total 73 12 imin 182 total 192

v |, Inventory Servar 108 21 <1 Jmin 0 total a 3 frmin 44 tatal 21

| Mods_Booz 108 21 <1 Jmin 0 total a 3 frmin 44 tatal 21

] v |l Order Processing Servar 121 . 4 <1 Jmin 0 total a < 1 imin 3 total 4
Databa | Mods_8001 1214 Cr|t|Cal LJVM 4 <1 Jmin 0 total a <1 imin 3 total 4
Remote Senic | Mods_8004 Heap Ugage -

Health Rule Violati
» Alert & Respond
» Analyze

» Configure

Help Setup Logout user1

ACME Book Store Application P N E PR T @l Health Rule Violations ? %
Business Transactions v DA .)\ # View All Health Rule Violations in the Tims Range

Viewing 3 of 3 Health Rule Violations O

Servers Show Filters  View Health Rule Violation Detalls  Gonfigurs View Only Health Rule Violations Open Mow

v App Servers Stalus  Health Rule Description StartTime | End Time  Duralion  Affects

. o Open JVM Heap utilization is too high Appdynamics has detected a problem with Node 12/08/13 - Ongaing (1 l_ ECommerce Server
ECommerce Server Mode_8003. 12.23:55 dar, 1 g joge g0
Node Health - Hardware, JVM, CLR  jym Heap utilization is too high started violating and is ~ AM hours, 11 =
Node_8000 (cpu, heap, disk IO, etc) now critical minutes)
5 All of the following conditions were found to be violating
Node_8003 For Node Node_8003:
Inventory Server View
Node 8002 Open JVYM Heap utilization is too high Appdynamics has detected a problem with Node 12/08/13 - Ongaing (1 l_ ECommerce Server
Ll . Node_6000 12:23:55 dar 11 g e san
- o Wods Health - Hardware, J\VM, CLR  jym Heap utilization is too high started viclating and is ~ AM hours, 11 =
" b Order Processing Server (cpu, heap, disk /0, etc) now warning. minutes)
All of the following conditions were found to be violating
Databases For Node Node_8000:

Remote Services

View

Events o Open TTT Appdynamics has detected a problem with Business 1210913 - Ongaing (8 nU:-crLacun.mcmhcr\_oqin
- Transaction UserLogin.memberLogin minutes)
» End User Experience Business Transaction Performance 7T startad violating and is now critical

(load, response time, slow calls, et¢)  ay; f the following conditions were found to be violating

v Troubleshoot For Business Transaction UserLogin.memberLogin:
1) condition 1

Slow Response Times

Wiew
Errors

Health Rule Violations a

There are many types of health rules and each defines a condition or set of conditions in terms of
a certain set of metrics that serve as health indicators of your application component. For example,
the Business Transaction Performance health rule defines a set of conditions in terms of business
transaction metrics, while the Node Health-Hardware,JVM,CLR health rule defines a set of
conditions in terms of hardware metrics.

To change or add a new health rule, see Configure Health Rules.
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\pplication -« o )  ACME Boc e Application » Alert & Respond » ECEEGIIITTS
Health Rules | Evaluate Haalth Rules 4 JVIM Heap utilization is too high
+ - Filters v O Current Evaluation Status Evaluation Evants
Mame Type Enabled  Current Health Rule Evaluation Status For: JVI Heap utilization is too high
Busingss Transaction response times  Business Transaction Parformance v This is a list of what this Health Rule affects, and the status of the latest evaluation

is much higher than normal

Business Transaction error rate is  Business Transaction Performance

much higher than normal v Tier Policy Executed On Ouerall taj
CPU uiilization is ton high Node Health - Hardware, JWM, CLR . ECommarce Server Nods_8003 [
[REATTE=RE  Edit Health Rule - JVM Heap utilization is too high _Ox
JYM Heap utilizatio  OYERVIEW Overview
) AFFECTS
VM Garbage Calles Name | JVM Heap utilization is toa high
CLR Garbage Callee. CRITICAL CONDITION Enabled ||
high
WARNING CONDITION Type Overall Application Performance (ioad, response time, num slow calls, etc)
Business Transaction Performance {load, response time, slow calls, etc)
R [ Nod: Health - Transaction Performance (load, response time, siow calls, etc)
Alert & Respo
Alert & Respond Node Health - Hardware, JVM, CLR (cpu, heap, disk 110, etc)
Ba Node: Healih - JMX (connection pools, thread pools, etc)
Healtn Rules
Error Rates (exceptions, return codes, efc)
Actions
Custom (use any matrics)
Email Di
- When s this Health Rule Enabled?  Always [«
Analyze
Comk e During these times:

Usethelast | 30 v | minutes of data when evaluating the Health Rule

Wiait Time after Viclation  Health Rules are evaluated every minute.
If a Health Rule violation occurs, wait |30 minutes before evaluating it again for that aflected entity (Business Transaction, Tier, Node, atc)

For example, if a Health Rule violates for Business Transaction ‘Checkout at 1:00pm, and this walt time is set to 30 min, then the Health Rule will not be
evaluated again for ‘Checkout' until 1:30pm.

Cancel Next > Save
Close

You can control the scope of a health rule to a specific application component. For example, for
Node Health, you can choose between scoping to tiers or nodes. For tiers, you can apply the
health rul to all tiers or to specific tiers only. For nodes, you can apply the health rule to all nodes.
If you have a large cluster, you can choose specific nodes as well.

Edit Health Rule - JWVM Heap utilization is too high

OVERVIEW

What does this Health Rule affect?

AFFECTS Tiers
CRITICAL CONDITION @) Nodes

WARNING CONDITION .
Select what Nodes this Health Rule affects

Type of Nodes | Java Nodes w

All Nodes in the Application -

All Modes in the Application
. ) . {b his Health Rule affects all Nodes in the Application iii ACME Book Store Application
Nodes within the specified Tiers:

These specified Nodes:

MNodes matching the following Criteria:

Cancel < Back Next > Save
Close

Once you scope the health rule, you can define the triggering conditions of the health rule. There
are two status condition sets, warning and critical, which can be defined independently of each
other. Each status condition set consists of atomic conditions that must either be ALL met or have
ANY that are met in order to trigger the status condition. Atomic conditions are based on
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predefined metrics that serve as health indicators of your application component. If you cannot find
a Health Rule type that has a predefined metric that meets your needs, you can add a metric using
custom monitors or create a JIMX metric from MBeans and use a Custom Health Rule.

Edit Health Rule - JVM Heap utilization is too high

OVERVIEW " " _ _
Critical Condition D-I Copy from Warning Condition

AFFECTS

If of the following conditions are met: Add Condition
CRITICAL CONDITION i +

of JvM|Memory:Heap|Used % | o,
is | > Specific Value v 20

of Selecta Metric |, &,

condition 2 -
is = Baseline Select a Metric  aseling] - ‘ by [Select Unif] -

WARNING CONDITION

Select Node Metric *

» B 2oent ~
» [lm Hardware Resources
-
1. JVM|Classes|Current Loaded Class Count
L. JV¥M|Classes|Total Classes Loaded
1. JVM|Garbage Collection|GC Time Spent Per Min (ms)
L. JVM|Garbage Collection|Major Collection Time Spent Par M
L. J¥M|Garbage Collection|Number of Major Collections Per M
1. JVM|Garbage Collection|Minor Callection Time Spent Per M
L. JV¥M|Garbage Collection|Number of Minor Collections Per
L. J¥M|Memory:Heap|Committed (MB) e | Cancel ‘ | < Back | ‘ Next > | ‘ Save

Close

L. JVM[Memory:Heap|Current Usage (MB)

L. JVM|Memory:Heap|Max Available (MB)
1. JVM|Memory:Heap|Used %
L. JVM[Memory:Non-Heap|Committed (MB)

1. JVM|Memaory:Non-Heap|Current Usage (MB)

Cancel

After defining Health Rules, you can use the Health Rule Violation Events in policies to trigger acti
ons that can notify Administrators via email or SMS systems or perform some other action.
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minutes.BEFORE_NOW.-1.1386602277365.15& 3%

Enabled | Actions to Execute

Name Enabled

This Policy will firewhen v any of these Events occur on » any abject

Health Rule Violation Events Other Events

] Hesltn Rule Vioation tarad - arning o [ e
] Hesltn Rule Vitston starta - Crl

] Heath Rule Vil Upgraded - Warning o Criical [] Emors

[ Hesltn Rule Vilston Dosngraded - Cral to Waring » [ Coe Protiems

D Health Rule Violation Ended N D Application Ghanges

What Health Rulss? » | Aspoynaics Conflg Warnings

) Any Health Rule

Create Policy
Enabled |v|
TRIGGER Actions to Execute

ACTIONS +

ype [ View Acton Executions

 this Policy fires in response o an Event, the Actions that are sxecuted wil be visible in the ‘Actions'

s Acti olumn on the Events screen
elect Action jew Events
e
pel e e Bt &y
- 5 el cton execuion can be suppressed for certain Tiers / Nades and fime period (for example, to siop
FILTERT] | [N | Diag | R 11| ]| Custom Actions Cloud Auto-Scaling cfcations while maintenance is taking place)

Name Require Approval  Type onfigure Action Suppression

& i@a.com No Email

©  cancel <Back Noxt save
Create Action Cancel Select

Learn More

® Troubleshooting Server Health, AppDynamics in Action video
Tutorial for Java - Transaction Scorecards
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X Help Logout user1

= « N MyApp Y4y Compare last 5 minutes

Iy,
" Dashboard Top Business Transaction Transaction Snapshat: Transaction Analysis

Business Transactions

Application Flow Map - ¥ E v w oy M Events
Code Problems 1@

Business Transaction Health

286 calls / min, 608 ms 286 calls / min, 545 ms
143 calls/min, 2 ms Business
Transaction

& L&)
Scorecard

1Tier ZTier', Server Health
Y

7722 callg/min, 4 ms

0 critical, 0 warning, & normal

0 critical, 0 warning, 3 narmal
Transaction Scorecard

vornl [ o2 560
i

Slow 0.0%
Very Slow 77% 55
' Stalls 1 0.0%
' ¥ SaL-AppDynamics Errors 1 0.0%
MEWSCHEMA-MYSOL
Exceptions
Exceptions d total =1 /min
HTTF Error Codes 0 total =1 /min
Error Page Redirects 0 total =1 Smin
Explain this View Mot comparing against Baseline data
Load 715 caie 143 ;1 Response Time (ms) BB e avernge Errors 0% 0 0 imin ]
200 o 1200
160 > 5
- m
b / § H00 y 3
- 120 g ) ) y -'f'_ o
3 w0 R 3
40 Kl
2
Custom Dashboards ] ~ "

B:45 AM  B:46 AM  B:47 AM B:4BAM B:49 A1 B:45 AM  B:46 AM  B:47 AM B:48 AM B:40 A1 B:r45AM  B:46 AM  B:47 AM B:48AM B:49

Transactions are categorized as Normal, Slow, Very Slow, Stalled, or Errors, which are
determined by thresholds and the AppDynamics error detection subsystem. Thresholds can be
static or dynamic; dynamic thresholds are based on historical data. The Transaction Analysis
Histogram shows the distribution over time.
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‘v

 Show Events | Show Normal Transactions

Dashboard Top Business Transactions

ishow event filters)

220 —
200 —
180 —
160 —
140 —
Q120 —
=
100 —
80 —
60 —
40 —

20 —

1
Bi52 AM

Transaction Snapshots

Show Response Time

Bi53 AM

Transaction Analysis

W Normal Slow Very Slow [l Stall

Very Slow
Transactions

Normal
Response
Times

B:54 AM Bi55 AM Bi56 AM

W Error

» Response Time

— 2200

— 2000

— 1800

— 1600

— 1400
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— B00
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Default Transaction Thresholds can be viewed here:

0 MyApp

.
Hida Tree

b Default Thresholds
Events » % Individual Transaction Thresholds
Troubleshe

R

Ermors

Navigate
Here
Instrumentation

Slow Transaction Threshalds

Custom Dashboards

BY Refresh Tree

» Configure »

—_—N
—_—

Slow Transaction Thresholds

User Transaction Thresholds | Background Tasks Thresholds

User Transaction Thresholds

This section lets you configure Slow Transaction Thresholds, and when to trigger Diagnostic Sessions.

w Slow Transactions Thresholds

Every Transaction that is processed by the Application will be categorized as normal, slow, very slow, or stalled based on these threshoalds.

Slow Transaction Threshold

More than % slower than the average of the last |2 hours v
Greater than Milliseconds

®) Greaterthan |3 Standard Deviations for the last |2 hours v

Very Slow Transaction Threshold
Wore than 9% slower than the average of the last |2 hours v
Greater than Millissconds

®) Greaterthan |4 Standard Deviations for the last 2 hours =

© stall Threshold

Disable Stall detection

. ‘@) Stall oceurs when a transaction takes more than | 45 seconds.

Stall occurs when a transaction's response time is deviations above the average for the last 2 hours

Apply to all Existing Business Transactions

w Diagnostic Session Settings

Diagnostic Sessions are started to capture detailed Transaction Snapshots including ful call graphs

®- Configure thresholds for when Diagnostic Sessions will be started
Diagnostic sessians are started after a series of slow or ermor Transactions.
ios Nizorgel Loacethon (20

o2 of iy i " ihe S Throchold L houal

This section configures when Diagnostic Sessions are started and how they run

Save Default Slow Transactions Thresholds

If you want to change the thresholds for all or individual transactions see the transaction threshold
policy configurations (see below). See Thresholds.
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=
_
"
-t
Hide Tree

Set Individual
Business
Transaction

. Thresholds

Py Default Thresholds

saction Thresholds - /http/to3d

U configure Slow Transaction Threshalds, and when to trigger Diagnostic Sessions

¥ = Individual Transaction Threshold
B httpitoad

B /processorderielectronics

esholds for all Business Transactions
View /hittp/to3d Dashboard

B /productfurniture
B /productindoar
B /productioutdoor

w Slow Transactions Thresholds

Every Transaction that is processed by the Application will be categorized as normal, slow, very slow, or stalled based on these thresholds.

B/qusterequest Slow Transaction Threshold
More than % slower than the average of the last |2 hours -
Graater than Milliseconds

ﬁ #) Greaterthan |3 Standard Deviations far the last | 2 hours -

Very Slow Transaction Threshold
More than % slower than the average of the last | 2 hours

Greater than Milliseconds
_* @) Greaterthan |4 Standard Deviations for the last |2 hours  w

© stall Threshold

Disable Stall detection

ﬁ @) Stall occurs when a transaction takes more than | 45 seconds.

Stall occurs when a transaction's response time is deviations above the average for the last 2 hours

Save Slow Transactions Thresholds

w Diagnostic Session Settings

Diagnostic Sessions are started to capture detailed Transaction Snapshots including full call graphs. This section configures when Diagnostic Sessions are started and how they run.

“»- Configure thresholds for when Diagnostic Sessions will be started

Diagnostic sessions are started after a series of slow or error Transactions

Refresh Tree

To troubleshoot slow transactions, see Troubleshoot Slow Response Times for Java.

By Default, errors are determined when HTTP Error Codes are returned and by default
AppDynamics instruments Java error and warning methods such as logger.warn and logger.error.
AppDynamics captures the exception stack trace and automatically correlates it with the request.
To learn how to change this, such as to reduce the number of errors reported by AppDynamics by
default or to add redirect error pages, see Configure Error Detection.

Troubleshooting Tutorials for Java

Tutorial for Java - Business Transaction Health Drilldown

WATCH THE
Business Transaction Drilldown

Download MP4 version: BTHealthDrilldown.mp4
Download QuickTime version: BTHealthDrilldown.mov

Tutorial for Java - Exceptions

The Exceptions

Drill Down into the HTTP Error Code Exception
Drill Down into the AxisFault Exception

Drill Down into the Logger Exception

See How Exceptions are Configured

Learn More

The Exceptions

An exception is a code-logged message outside the context of a business transaction. Common
exceptions include code exceptions or logged errors, HTTP error codes, and error page redirects.
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Exceptions display in the Exceptions pane of many dashboards.

Exceptions

Exceptions 790 total 1 /min
HTTP Error Codes 3,664 total 2 Jmin
Error Page Redirects 0 total =1 /min

Click Exceptions to quickly see a list, ordered by frequency.

Q ACME Book Store Application » Troubleshoot » a last 1 day
Error Transactions Exceptions
Exceptions 790 joim 1 smin HTTP Error Codes 3,664 w3 1min Error Page Redirects 0 <1 i
E1s f J40 g
5 1.2 ] | o )
2 ml e il mB e i g &
- 0.6 o [
e } H |w I |[w | ‘ |Il \ 3 E
C| L 1 . LI I Ll L 3 D - a =
5:00 PM 10:00 PM 3:00 AM B:00 AM 1:00 PM 5:00 PM 10:00 PM 3:00 AM  B:00 AM 1:00 PM 5:00 PM 10:00 PM 3:00 AM B:00 AM 1:00 PM
Export Data = Show Exceptions with 0 count  Wiewing 5 of 5 Exceptions 02 ]
Mame Summary Exceptions / min Exception count Tier
© Page Not Found : 404 HTTP error cods ; 404 4 3,664 | ECommerce Server
. org.apache.axis.AxisFault : Context message: ; = ECommerce Sarver
o AuisFault http:flocalhost:B800 2 cart/'service s/OrderService ?wsd 524 l' =

; I java.lang.reflect.InvocationTargetException caused
o InvocationTargetException : b : 262 l- Inventory Sarver

InventoryServerExce ption

e Logd Error Messages Logdd Ermor Messages - 282 l. Inventory Server

e MullPointerException java.lang.MullPointerException - 4 l. ECommarce Server

i T P © T P PP T e PP

Drill Down into the HTTP Error Code Exception

Notice the spike in the HTTP Error Codes graph, and that the "Page Not Found: 404 error" is the
most frequent.

To find out more about the 404 error, click the row.

Copyright © AppDynamics 2012-2014 Page 342



APPDYNAMICS

M  ACME Book Store Application » Troubleshoot » Errors  » [EEEREENGSILLEEL T G last 1 day II
Tier l., ECommearce Server Errars Par Minute
Marme  Page Mot Found : 404 40 Jr.
{

Summary  HTTF error code : 404 30 | \
20

10 | l

i [ .r\.l |

5;00PM  B:00PM 11:00PM 2:00AM 5:00AM B:00AM  11:00 AM  2:00 PM

Showing traffic details from 1001212 215 AR to 1071212 5:03 PM. Fetch more.. o [m|
url MNode Count

fappdynamicspilotimages/errorBox/e rror-kopt.jpg Mode_8000 a3

lappdynamicspilot/css/errorbos. css Mode_8000 5

Jappdynamicspilot/UserLogin. memberLogin Mode_2000 3

fappdynamics pilot’Viewltems Mode_ 8000 1

fconsumer/ProductFetch.aspx Mode_8000 15

{UserLogin.memberLogin Mode_&000 1

fappdynamics pilotViewltems. getdllitems Mode_8000 1560

Jappdynamics pilot/UserLogOut. me mberLogOut Mode_&000 2064

P s B bttt ot e P et sl T R IR NE b g A p o b i AT

The list of URLs shows pages that have 404 errors. The memberLogOut and getAllltems URLs
have the most 404 errors. You can provide this information to the web team to determine why
those pages have so many 404 errors.

Drill Down into the AxisFault Exception

In the Exceptions tab, click the AxisFault row. A list of error snapshots shows the affected URL,
tier, and node.

Q ACME Book Store Application » Troubleshoot » Errors b VIR last 1 day l
Tier l. ECommerce Server Errors Per Minute
Mame  AxisFault 1.8 |||
Summary  org.apache.axis.AzisFault ; Context message: 132
http:flocalhost: 200 2/cart'services/OrderService ?wsd| : |' i Ty .| |
|'|I| | ||| Il |||| i lnl'l in N
WM L LA B |||| (AL M
6:00 PM  S:00PM  12:00 AM  3:00AM  6:00AM  S:00AM  12:00PM  3:00 PM
Occurrences of this Exception Stack Traces for this Exception jm}
Show Filters el
Time Type Summary BT, Tier, Node

© 101812 10:37:50 PM Error Transaction Snapshot B checkout i
URL: R | ECommerce Server
fappdynamicspilotViewCart'sendlte
ma. action I Mode_8000

© 10/19121218:53 AM  Error Transaction Snapshot & Checkout
URL: o ) | ECommerce Server
fappdynamicspilotViewCartlsendlte
ma. action I Mode_8000

© 101812 11:17:45 PM  Error Transaction Snapshot B Checkeout
URL: | ECommerce Server

R TPy S PR, 1+ - B Sodite R Y il

Click a row and then click the Stack Traces for This Exception tab to drill down further. Then click
on one of the exceptions to see the stack trace.
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Tier l., ECommearce Server

Mame  AxisFault

Summary  org.apache.axis.AxisFault . Context message:
hitp:Mocalhost: BO0 2 cart/services/OmderService?wsd|

Exception 0

org.apache.axis.AxisFault:

org.apache.axis.AxisFault:

Occurrences of this Exception Stack Traces for this Exception a

oot » Ermors b EEESAETETT 3 last 1 day II

Errars Par Minute
1.8 |

1.2

< Ih Il TR

6:00PM  5:00PM 12:00AM 3:00AM 6&:00AM  S:00AM 12:00PM  3:00 PM

org.apache.axis. AxisFault:

org.apache.axis. AxisFault : o~
at com.appdynamicspilot. webse rviceclient. SoapUtils.raise PO Soapltils. java:34)
at com.appdynamicspilot. service. CartService. check Outi CartService java:40)
at
com.appdynamicspilot service. CartService $5FastClassByCGLIBSSdiSbEe a.invoke{<generated =)
at net.sf.calib.proxy MethodProxy.invoke(Method Proxy . java: 149)
at
org.epringframewark. aop framework. CglibZAopProxy$CalibMethodInvocation.invokeJoinpoint{ Cglib
28opProxy.java:g94 )
at
org.springframework. aop framework. Reflective MethodInvocation. proceedi Reflective Methodlnvocati
on.java:148)
at
org.springframework.transaction.interce ptor. TransactionInterceptor.invoke (TransactionInte rceptor.j
ava:106)
at
org.springframework. aop framework. Reflective Method Invocation. proceed| Reflective MethodIinvocati

Share the stack trace with the development team to solve the problem.

Drill Down into the Logger Exception

In the Exceptions tab, click the Log4J Error Messages row. A list of error transaction snapshots
shows the affected URL, business transaction, tier, and node. You can see a graph of the
errors-per-minute data.

Tier l., Inventary Server
Mame  Logdd Error Messages

Summary  Logdd Error Messages

Show Filters

o 10018112 121217 AN Error Transaction Snapshiot

e 10/18M2 7:14:49 PM Error Transaction Snapshot

e 10/189/M12 3:45:02 PM Error Transaction Snapshot

N e ! PPV L PR RNy S SPuar ey N

Occurrences of this Exception Stack Traces for this Exception a

Time Type Summary BT, Tier, Mode

URL: /cart/services/OrderService

URL: /cart/services/OrderService

URL: /cart'services/CrderService

Lk

NS NS Logdd Ervor Messages G, last 1 day II

Errars Par Minute

S

6:00PM  S5:00PM  12:00 AM  3:00AM  6:00AM  S5:00AM  12:00PM  3:00 PM

E Checkout b
l. Inventory Server
I Mode_g002
E Checkout
l. Inventory Server
I Mode_2002
E Checkout

l. Inventory Server

Click on a row to see the flow map for the error transaction snapshot.
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Transaction: Sbabea62-c629-4bf-bcdT-e2855118a1be

USER EXPERIENCE

EXECUTION TIME

TIMEST.
10181212

L © ERROR 30 ms
Transaction Snapshot Flow Map »
iclosa)

BUSINESS TRANSACTION
Checkout

REQUEST GUID
SbaSeabz-c628-4bf1-bod 7-e285511Balbe

3ms (10 %)

/
Inventory Server
J

ECommerce Server

The icons for both tiers have a Drill Down button. Click the Drill Down button on Ecommerce tier;
also says "Start", indicating that the transaction started on this tier.

The Call Drill Down shows the summary of the error message.

Call Drill Down. Exe Time! 17 AM BT: Checkout GUID: 5baSeab:

ms Timestamp: 10/1

NODE PROBLEMS

ADDITIONAL DATA

Export to PDF

iclose)

Business Transaction
URL

Session D

User Principal
Process 1D

Thread Name

Thread ID

Transaction Thresholds

Request GUID

SUMMARY User Experiznce °ERROR
SQL CALLS Execution Time 30 ms
CPUTime 0Oms 0%
HTTP PARAMS
Transaction Timestamp 101812 121217 AM (server) 10/19/12 121217 AM (agent)
COOKIES Summary [Error] - com.appdynamicspilot.webserviceclient.SoapUtils::There was an exception in checking out5 : AxisFault: Exception occurred
while trying to invoke service method createOrder http:illocalhost:8002/cart/services/OrderService ?wsdl : AxisFault: Exception
USER DATA occurred while trying to invoke service method createOrder -
ERROR DETAILS Error  Exception Message: Exception occurred while trying to invoke service method createOrder
Tier [l ECommerce Server
HARDWARE / MEM
Mode | Mods_8000

n Checkout

Jappdynamics pilotViewCart!sendltems. action

gl
o

C1EFEDNBSAASCCB44ATBBADETEAL 3382

Mo User Principal el

anT

hitp-8000-Processor! 7

42

Slowe: 3.0x of standard deviation [1792.2704] for moving average [585.2495] for the last [120] minutes.
Wery Slow: 4.0x of standard deviation [1722.2704] for moving average [585.2495] for the last [120] minutes.
Configure

SbaSeat2-cE20-4bf1-bod T-e2855118a1be

it
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You can use the Export to PDF button at the lower left to send this information to your colleagues.

Go back to the flow map and click the Inventory tier Drill Down button. You see the Call Drill
Down of the Inventory tier error message.

Call Drill Down. Exe Time: 3 ms Timestamp: 10/19/12 12:12:17 AM BT: Checkout GUID: 5babeab2-c629-4bf1-bcd7-22855118a1be

SUMMARY

SOL CALLS

HTTF PARAMS
COOKIES

USER DATA
ERROR DETAILS
HARDWARE | MEM
NODE PROBLEMS

ADDITIONAL DATA

Export to PDF

(close)

User Experience
Execution Time

CPU Time

Transaction Timestamp

sSummary

Error

Tier

Node

Business Transaction
URL

Session D

User Principal
Process 1D

Thread Mame

Thread ID

Transaction Thresholds

Request GUID

©ERROR

ams

Oms 0%

102121217 AM (server) 10018012 12:12:17 AM (agent)

[Error] - org.apache.axis2.rpc.receivers.RPCMessageReceiver::Exception occurred while trying to invoke service method create Order @
InvocationTargetException com.appdynamics.inventory.OrderService : Error in creating order5 -

Exception Message: null
com.appdynamics.inventory.OrderService : Error in creating order5

. 'nventory Server
I Mode_8002
E Checkout
Jeart’sarvices/OrderService O
(not found)
Mo User Principal yel
B153
http-8002-Processor1d
46
Slow: 3.0x of standard deviation [1382.887 1] for moving average [296.60364] for the last [120] minutes
Very Slow: 4.0x of standard deviation [1322.997 1] for moving average [296.60364] for the last [120] minutes.
Configure

SbaSeafZ-c628-4bf1-bcd 7-e2855118a1be

Compare the two error messages.

See How Exceptions are Configured

AppDynamics provides application-level default configurations for detecting exceptions. In the left
navigation pane click Configure -> Instrumentation -> Error Detection.
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= | ) ACME Book Store Application » ... » NS UTIELTEGEN]
* bt Transaction Detection Backend Detection Error Detection Diagnostic Data Caollectors Call Grd
Java - Error Detection .MET - Error Detection

App Servers
Save Error Configuration

b EComme

Mode_8000

Node_B003 M Error Detection Using Logged Exceptions or Messages

v Define where AppDynamics will look for log messages or exceptions to detect errors

| Detect errors logged using java.util.logging (Java 1.6 is required) Configure AppDynamics to look for logged errors o
method invocation. This can be used if you use a

»" | Detect errors logged using Logdj e I P T T
Events
Mame

End User Experi »" | Detect errors by looking at messages logged with ERROR ar higher
Troubleshoot

»"| Mark Business Transaction as error

Slow Response Times

Errors
Add Custom Logger Definition

« Define exceptions or log messages to ignore when detecting error Transactions

Ignored Exceptions Ignored Messages
Ignore these exceptions when detecting errors Ignore these logged messages

Slow Transaction Thresholds

Learn More

® Troubleshoot Errors
® Configure Error Detection

Tutorial for Java - Slow Transactions

To begin troubleshooting, click Troubleshoot -> Slow Response Times:
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A, Help  Logoutusert
E 3 | N ACME Book Store Application KN Compare last 15 minutes
‘ A Dashboard Top Business Ti T T Analysis
A y Map v W EE X m  Events
Application Changes 12
Datab: Click Here to start Business Transaction Health
troubleshootin
Remote Services Al
slow response e lomin, 22 me 0 critical, 0 warning, 8 normal
Events i
Troubleshoot mes Server Health
ow Response Times scatsiminsms |
o ) . 0 critical, 0 warning, 4 normal
Errors
Acive WG-Orderauese )
Policy Violations Transaction Scorecard
| Normal N 100.0% 108
Y
Configure } Slow 00% 0
| ' Very Slow 0.0% 0
2 seovmsotos | Stalls || 00% 0
e Erors | 0.0% 0
Exceptions
Exceptions 4 total 1 /min
HTTP Error Codes 0 total <1/min
Error Page Redirects 0 total <1 /min
Explain this View Not comparing against Baseline data
Load 108 cais 27 Jmin Response Time (ms) 197 s average Errors 0% 0 totar 0 Jmin =]
Z 200
£
8 s g 3
: o S
ERY 2 80 3
3w | E
Custom Dashboards 0 = 0 A
331PM 3:34PM 3:37PM  3:40PM  3:43PM 331PM  3:34PM 3:37PM  3:40PM  3:43PM 331PM 3:34PM  3:37PM 3:40PM  3:43PM
To troubleshoot slow business transaction URLS, select the Slow Transactions tab and use the
A, Help  Logoutusert
® 4 ()  ACME Book Store Application » Troubleshoot » LR Tl R X last 15 minutes
ACME Book Store Application Slow Transactions Slowest DB & Remote Service Calls
Busin actions
@ 500 W Load 1,802 calls  Plot Load
Serve E
i 400
Normel I 5% 15k
= 200 Slow 0.0% 0
% 100 5 Very Slow 02% 4
£, Click on a slow g |
q Stalls 00% 0
3:35PM 3:36PM 3:37PM 3:38PM 3:39PM 3:40PM 3:41PM 3:42 P UHL to Dn" :46 PM  3:47PM  3:48 PM  3:49 PM
e down on a
Slow Response Times Slow Transaction Snapshots business u}
Errors . . transaction
E— Y UVoON N R £
%y Vioa Show Filters. More Actions  Configure Showing 4 of 4 snapshots
D Time Exe Time (ms URL Business Transaction Tier Node
RO 00/28/12 3:50:03 PM 10047 iewCar action ViewCart.sendltems ECommerce Server  Node_8003
09/28/12 3:49:53 PM 10019 icspilot/ViewCar action ViewCart.senditems ECommerce Server  Node_8003
[2] 09/28/123:49:43PM 10018 i iewCar action ViewCart.senditems ECommerce Server  Node_8000
[2] 09/28/123:49:33PM 10020 iewCar action ViewCart.senditems ECommerce Server  Node_8000

Custom Dashboards

Once you select the URL you will see a visualization of the transaction. You can drill into a call

graph by clicking the drill-down icon.
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" a Heln 1 oaout usert
Transaction: 3423b3eb-5b11-44¢9-bf8c-903dd51chb8e8 P o
USER EXPERIENCE  EXECUTION TIME TIMESTAMP BUSINESS TRANSACTION REQUEST GUID Archive | &
VERY_SLOW 10047 ms 09/28/12 3:50:03 PM ViewCart.senditems 3423b3eb-5b11-44c9-bf8c-903dd51ch8es
13 mMs (V.1 %)
Transaction Snapshot Flow Map v woinog

T UMS 5ms(0 %)

——
‘m\ 8k

~pes o .
ce Sener —

N . T~ 4
Click on a drill / K\ T~ 0
down icon to see Web Senvice Z/ms(0 %) X J cueve ]
call graph p \\ Active MQ-OrderQueue

/ \ 2
/ .
JDBC\ 1 ms(0 %)
\ 10ts
25ms (02 % \
—— A N\
[ @ oo | AN
\ \\
Inventory Séqver
\ N\
N\ N\
N\
JDBC 10001 ms(99.5 %) \
N\
\\ \ '
\\ APPDY-MySQL DB

2 JDBC backends

(close)

Once you are in the call graph you can look for methods that have a significant response time. For
example, the executeQuery method is responsible for 99% of response time:

[ a Heln | oaout usert
Transaction: 3423b3eb-5b11-44c9-bf8c-903dd51cb8e8 P
Call Drill Down. Exe Time: 10026 ms Timestamp: 09/28/12 3:50:03 PM BT: ViewCart.sendltems GUID: 3423b3eb-5b11-44c9-bf8c-903dd51ch8e8 - 0O x I
SUMMARY Execution Time: 10026 ms. Node Node_8002 Timestamp: 09/28/12 3:50:03 PM [=]This is a Partial Call Graph
PARTIAL CALL GRAPH | Setas Root ) Show Filters v 0
HOT SPOTS Name Time (ms) Exit Calls / Threads
v Elljava.lang. Thread:run:680 oms(self)y | 0% @
SQL CALLS
v R HTTPSenviet:service:729 oms(selfy | 0% @
HTTP PARAMS
v B HTTPSenlet:service 647 Oms(selfy | 0% @
COOKIES v Bl Axis2 Webservice ServietdoPost: 116 oms(sel) | 0% ®
USER DATA v [ Web Service - org.apache axis2.receivers, iver-receive:39 oms(self)y | 0% @
1
ERROR DETAILS v [ Web Senvice - org.apache.axis2.rpe.receivers. RPC ogic:116 oms(self) | 0% ®
HARDWARE / MEM v @l Spring Bean - orderService:createOrder:16 oms(self)y | 0% @
NODE FROBUEMS v [@Proxy For Spring Bean - orderServiceTarget:createOrder oms(selfy | 0% [
v @ Proxy For Spring Bean - orderServiceTargetiinvoke 0%
ADDITIONAL DATA BlProwy For sping 9 oms (self) | @
v (@ Spring Bean - orderService Target.createOrder:22 oms(selfy | 0% @
v @ spring Bean - orderDao:createOrder:33 18ms (self)y | 0.2% @
vBcom ics.inventory.Q i 61 oms(selfy | 0% ®
» B com jdbe. Query:41 10005 ms (total)  [SSIEIA JDBC ®

We find a very
slow JDBC
query

Export to PDF

(close) * Some packages have been excluded from this Call Graph

From the Troubleshoot -> Slow Response Times page, you can also select the Slowest DB &
Remote Service Calls tab:

Copyright © AppDynamics 2012-2014 Page 349



APPDYNAMICS

&, Help  Logoutuser]

a <« )  ACME Book Store Application b Troubleshoot » [EEIEULEEIIERS j I % last 15 minutes
CME Book Store Applica
il sy v ] Slow Transactions Slowest DB & Remote Service Calls
ess Transactions
2 500 m Load 3,956 calls | Plot Load
© 400
App Servers 2 200 Normal [N %04% 3.9«
Datal = 200 Slow 0.0% 0
Remote S ig 100 Click here to see slow Very Slow 06% 22
Event T JDBC and Remote Stalls 1 00% 0
3:40PM  3:41PM 3:42PM 3:43PM 3:44PM 3 S0PM 3:51PM 3:52PM 3:53PM 3:54 PM
Troubleshoot System calls
Slow Response Times Slow Transaction Snapshots t
Errors v Ay
Pol lat Y \ 2
olicy Violations h
Gl AHonS Show Filters More Actions  Configure Showing 26 of 26 snapshot
Ana
Y Time Exe Time (ms URL Business Transaction Tier Node
Configure
oniig E 09/28/12 3:56:51 PM 10017 i action ViewCart.sendltems ECommerce Server  Node_8003
[2] 09/28/123:56:41PM 10019 iewC: action ViewCart.senditems ECommerce Server ~ Node_8000
E 09/28/12 3:56:30 PM 10017 i action ViewCart.sendltems ECommerce Server  Node_8000
[2] 09/28/123:55:44PM 10020 iewC: action ViewCart.senditems ECommerce Server ~ Node_8003
E 09/28/12 3:55:34 PM 10015 i action ViewCart.sendltems ECommerce Server  Node_8000
[2] 09/28/123:5524PM 10023 iewC: action ViewCart.senditems ECommerce Server ~ Node_8000
E 09/28/12 3:55:07 PM 10020 i action ViewCart.sendltems ECommerce Server  Node_8003
[2] 09/28/123:5457PM 10021 iewC: action ViewCart.senditems ECommerce Server  Node_8003
E 09/28/12 3:54:47 PM 10016 i action ViewCart.sendltems ECommerce Server  Node_8000
[2] 09/28/123:54:37PM 10017 iewC: action ViewCart.senditems ECommerce Server  Node_8000
E 09/28/12 3:54:02 PM 10018 i action ViewCart.sendltems ECommerce Server  Node_8003
[2] 09/28/123:53:52PM 10023 iewC: action ViewCart.senditems ECommerce Server  Node_8003
E 09/28/12 3:53:42 PM 10018 i action ViewCart.sendltems ECommerce Server  Node_8000
[2] 09/28/123:53:32PM 10017 iewC action ViewCart.senditems ECommerce Server  Node_8000
om Dashboards X
E 09/28/12 3:53:14 PM 10018 action ViewCart.sendltems ECommerce Server  Node_8003

You can drill into the transaction snapshots from this tab to see the snapshot view:

A, Help  Logoutuserl

L | ()  ACME Book Store Application » Troubleshoot » [ CR IS TP % last 15 minutes

Slow Transactions Slowest DB & Remote Service Calls
You can Call Type 4 These are the calls with largest observed individual execution time (Max Time) during the specified time range.
filter by pel Call Avg. Time Number of Ca Max Time Snapshots
per Call (ms) (ms)
»0 All Calls
ORDERSERVICE.CREATEORDER 114.8 2532 10028 Bl View snapshots
Remote Services @ JoeC INSERT INTO ORDERREQUEST (ITEM_ID, NOTES ) VALUES ( '3, 'AUDACITY OF HOPE OF O 105.9 2524 10001 IR View snapshots
S © s DELETE FROM CART 64 No snapshots
Tt e GET POOLED CONNECTION FROM DATASOURCE 329 Click on No snapshots

GET POOLED CONNECTION FROM DATASOURCE 23.2, No snapshots

snapshot icons
to see the

snapshot list

Slow Response Times

/iolations

INSERT INTO INBOUND_INVENTORY ( ORDERIDS, NOTES ) VALUES ( ?,?) 1 - View snapshots
You can see
all slow

queries and

system calls

DB TRANSACTION COMMIT 13 No snapshots

SELECT THIS_ID AS ID1_0_, THIS_.TITLE AS TITLE1_0_, THIS_IMAGEPATH AS IMAGEPATH1_ 12 No snapshots

Analyzs
ORDERQUEUE 0.8 1238 12 B View snapshots
Configure

SELECT THIS_.ID AS ID0_0_, THIS_.EMAIL AS EMAILO_0_, THIS_.PASSWORD AS PASSWORD( 10 1 10 No snapshots

Call Details Correlated Snapshots
ORDERSERVICE.CREATEORDER

Custom Dashboards

0

For more information on resolving issues related to slow transactions, see Troubleshoot Slow
Response Times for Java.

Tutorial for Java - Troubleshooting using Events

® Troubleshooting with Events
® How to Set up the Events List
®* How to Know Something is Not Quite Right
® How to Investigate
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Investigating Errors

Investigating Stalled Business Transactions
Investigating Slow Business Transactions
Investigating Application Server Exceptions
Investigating Code Deadlocks

Investigating Application Change Events

Troubleshooting with Events
How to Set up the Events List
1. From the left navigation pane, click an application and then click Events.

(%) You can also access the Events window by clicking Events on the right side of the
application dashboard.

2. In the Events window, use the filter criteria to pick which events you want to monitor. Click Sear
ch.
3. Set the time range.

4. Look for issues and anomalies.

How to Know Something is Not Quite Right
You see:

® Red (critical, policy violation)
® Purple (warning, stall)
® OQOrange (warning, very slow)
® Yellow (warning, slow)

How to Investigate

You drill down to the root cause of the problem in different ways depending on the type of event.
Investigating Errors

You can troubleshoot application issues by drilling down into errors.

1. In the Events window click an Error.

o Errar fappdynamics plot"iewCart! sandtems. action  01/€

5, [ * . i o 5 Loh 0] i 4y ] i o, b 41

2. In the Transaction Flow Map click the Drill Down icon. If there are multiple drill down icons,
select the one with the transaction that takes the most time.
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47 ms (100 %)

% Drill Down B

START Drill Down into Call
E-Commerce

Web Service l"

9 ms (19.1 %)

Inventory

3. In the Call Drill Down window click the Summary tab.

Call Drill Down. Exe Time: 47 ms Timestamp: 01/0713 1:58:32 PM BT: Checkout GUID: Ocdcf690-e6a1-4cdd-8d2f-e53069

SUMMARY Uszer Experience
S0OL CALLS Execution Time
CPU Time
HTTP PARAMS
Transaction Timestamp
COCKIES Summary
USER DATA
ERROR DETAILS St
Tier
HARDWARE { MEM
Mode
NODE PROBLEMS Business Transaction
ADDITICNAL DATA URL
Session 1D

User Principal
Process D
Thread Mame
Thread ID

Transaction Thresholds

Request GUID

°ERROR

47 ms

O0ms 0%

01/07/13 1:58:32 PM (server) 010713 1:58:32 PM (agent)

[Errar] - com.appdynamicspilot.webserviceclient.SoapUtils::There was an e
invoke service method create Order hitp:/flocalhost:8002icartiservices/Ordée
method createQOrder - 4

Exception Message: Exception occurred while trying to invoke service mct:L
| E-Commerce .
| E-Commerce-Node-8000

E Checkout
fappdynamicspilot™iewCart!lsendltems. action o
BFOE4F18355CB2B4056E27TCBFEABTDED O
Mo User Principal ol

7366

http-8000-Processor1 2

46

Slow: 350 ms.

Very Slow: 700 ms.

Configure

Ocdcfédi-ebal-d4cdd-Bd 2-e53bED3d0556

4. Use the Summary information to troubleshoot issues. This information can also be exported to

PDF.

Investigating Stalled Business Transactions

You can troubleshoot business transactions by drilling down into stalled business transactions.

1. In the Events window click a Slow Requests - Stalled row.
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fappdynami... 010713 15741 F  Add tn._l

- —_— & — ; —y
gyl N N T A,

© Slow Requests - Stalled

P

Qe (koS s . Sl il

2. In the Transaction Flow Map click the Drill Down icon.

APPDY-MySQL DB

54112 ms (100 %) e
Dl'i Donwmi

E-Commerce

Drill own into Call

3. In the Call Drill Down window click the Summary tab.

User Experience () STALL i
Execution Time 54136ms Rk
CPUTime 0ms 0% p
Transaction Timestamp  01/07/13 1:57:41 PM (server) 01/07/13 1:57.41 PM (agent) o P

Summary

Request took higher than the stall threshold of [45000] ms -

Tier [ E-Commerce i

Mode
Business Transaction

Stack Dump

I E-Commerce-MNode-8000
g /dd to cart
Thread Name:http-8000-Processor2d v

1D:51 1
Time:Mon Jan 07 21:58:26 UTC 2013 }
State:TIMED_WAITING 1
Priority:5

java.lang.Thread.sleepiNative Method)
com.appdynamicspilat. action. CartAction.add ToCart{ CartAction.java: 109) {
sun.reflect. GeneratedMethodAccessor163.invoke (Unknown Source) ;
sun.reflect. DelegatingMethodAccessorimpl.invoke (DelegatingMethod Accessorlmpl.java: 25)
java.lang.reflect. Method.invoke (Method java: 597 ) 1
com.opensymphony. xwork2. DefaultActionInvocation. invoke Action{DefaultActionlnvocation java: 4@
com.opensymphony. xwork2. DefaultActioninvocation. invoke Action Only( DefaultActionlnvocation. ja
com.opensymphony. xwork2. DefaultActioninvocation. invoke | Defaulthctionlnvocation. java: 229)  +
u:u:um.u:upensymphnny.:l.r.'urkz.interceptur.DefauIt'.".-'orkflu:uu'.'lnterceptur.u:IoIntercept[Default'."Ju:urklel.r._"
L faam snen sy nobiony, xwork2 St ercaptoebied g R lba d ntarce ptor. ipte™ saiiMgthod it arlotes=g of

4. Use the Summary information to troubleshoot business transaction issues. This information can
also be exported to PDF.

Investigating Slow Business Transactions

You can troubleshoot business transactions by drilling down into slow or very slow business
transactions.

1. In the Events window click a Slow Requests - Very Slow or Slow row.
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Slow Requests - Very Slow lappdynamicspilot™iewCart! sendltems. action L

Slowe Reaussts.- "'.."E.h"-ﬂll:l'.'-' ‘appdynamics pilotiewCart! sgndltems. agtion.. O

2. In the Transaction Flow Map click the Drill Down icon. If there are multiple drill down icons,
select the one with the transaction that takes the most time.

292 ms (2.8 %) JDBC 10034 ms(95.9 %) '
N Y
Web Service 16 ms(0.2 %) I JDBC 31m5[0'4 )
nventory

83 ms (0.8 %)

' 3
[ @ oo | JOBC 3 ms(0 %)
) » INVENTORY-MySQL DB
START ’

AR s 0 %)

APPDY-MysQL DB

If there is more than one call from the originating Tier, you will see the Select a Call window. In
this case, proceed to step 3. Otherwise, skip to step 4.

3. In the Select a Call window click the slowest call.

Select a Call to Drill Down into

Multiple calls were made to this Tier as part of this Transaction.

Show: | AllCh

Exe Time (ms) Summary Exit Calls
10032 ms [Web Service] call from E-Commerce 7 JDBC calls (10003 ms, max, 1429.0 ms. avg.)
299 ms [Web Service] calhrom E-Commerce T JDBC calls (17 ms. max, 2.4 ms. avg.)
32 ms Web Service] call from E-Commerce T JDBC calls (14 ms. max, 2.0 ms. ava.)

4. In the Call Drill Down window click the Hot Spots tab to see the slowest methods.
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This screen displays all of the method calls in the call graph sorted by time

k Mame Method Time (ms) Extzrnal Calls
E com.appdynamics.jdbc. MPrepareStatementexecuteQuery:45 10005 ms (self) [ESSSEN JCOBC
. Spring Bean - transactionManager:doCommit: 578 23 ms (zelf) | oD2% JOBC

Invocation Trace

AxisBarviet.doPost.unknown (3ms self time, 10031 ms total time)
AbstractinOutSyncMessageReceiver.receive: 29 (0ms self time, 10028 ms total time )
RPCMessageReceiver.invokeBusinesslogic: 116 (Oms self time, 10028 ms total time)
CrderWebservices.createCrder:16 (Oms self time, 10028 ms total time)
OrderService $3EnhancerByCGLIES%1eefcdZe createOrderunknown (Oms self time, 10028 ms total time)
OrderSarvice$$FastClassByCGLIESSe4 0d67 5L invoke: unknown (Oms self time, 10005 ms total time)
OrderService.createOrder:22 (Oms self time, 10005 ms total time)
OrderDaclmpl.createOrder:33 (0ms self time, 10005 ms total time)
QueryExecutor.execute Zimple PS:61 (0ms salf time, 10005 ms total time)
MPrepare3tatement executeQuery:45 (10005ms self time, 10005 ms total time)

5. In this example, since the slow call is a database call you know you can click the SQL Calls tab
to see the slowest SQL statement.

Quary Ty Quary Avg, Time Count
H |nsart insert into OrderRequest { itam_id, notes ) values (7, 7) 10003 1 _
|* '_

H COMMIT DB Transaction Commit 22 1

6. Use this information to diagnose transaction issues. This information can also be exported to
PDF.

Investigating Application Server Exceptions

You can troubleshoot application server issues by drilling down into application server exceptions.

1. In the Events window click an Application Server Exception.

° Application Server Exception org.apache. strutsZ. dispatcher Dispatch.|

ﬂ Slow Requests - Stalled, ) .-'appd',_fnamicspiInt-"-.;'ie-.r.'Cart!addTDCart.E

2. In the Application Server Exception window, click the Details tab.
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Application Server Exception

Summary Details Comments (0)

Copy to Clipbloard

ConfigurationExce ption: ’ There is no Action mapped for namespace / and action name addToCart. - [unknown location]
at com.opensymphony. swork2 DefaultdctionProxy. pre parel DefaultAictionProxy. java: 186)
at org.apache . struts2.impl. Struts ActionProxyFactory. create Action Proxy Struts ActionProxyFactory . java: 4 1)

Error capture limit has been reached, this stack trace is truncated.

PRI R R R o i P Sy e W MW“‘!

3. Use this information to troubleshoot application server issues. Use the Copy to Clipboard butto
n to save the exception details.

Investigating Code Deadlocks
You can troubleshoot code deadlocks by drilling down into a code deadlocks.
1. In the Events window click a Code Deadlock.

Code Deadlock IV deadlock detect... 010713 1
Code Deadlock JVM deadlock detect... 0107131

G TN AT Wit P AT P

2. In the Code Deadlock window click the Details tab.

Code Deadlock

Summary Details Comments (0}

Copy to Clipbloard

pool-1-thread-1 k Mame[pool-1-thread-1]Thread 1D[64]
Deadlocked on Lock[java.lang. Object@351626a6] held by thread [pool-1-thread-2] Thread ID[E3]

Thread stack [

com.appdynamicspilot. action. Dead LockAction lock 12 DeadLock Action. java:63)
com.appdynamicspilot. action. Dead LockAction. access$000{ Dead LockAction. java: &)
com.appdynamicspilot action. Dead LockAction $1. calli DeadLockAction. java: 20)
java.util.concurrent. FutureTask$Sync.innerRun(FutureTask.java: 303)
java.util concurrent FutureTask runi{FutureTask java:138)
java.util.concurrent Thread PoolExecutarWorker.runTask( Thread PoolExacutar java: BEE)
java.util.concurrent. Thread Pool Executor$Workar.runi Thread Pool Executor java: 00 2)
java.lang. Thread.runiThread.java:662)
]

pool-1-thread-2 Mame[pool-1-thread-2]Thread 1D[E5]
Deadlocked on Lock[java.lang.Object@2eb10475] held by thread [pool-1-thread-1] Thread 1D[64]
Thread stack |

com.appdynamicspilot. action. Dead LockAction lock 2 1({DeadLockAction.java: T2)
com.appdynamicspilot. action. Dead LockAction. access$ 100 Dead Lock Action.java: &)
com.appdynamicspilot action. Dead LockAction 2. call{ Dead LockAction. java: 36)
java.util.concurrent. FutureTask$Sync.innerRuniFuture Task.java; 303)
java.util.concurrent. FutureTask.runi{FutureTask.java: 138)

java.util.concurrent Thread PoolExecutor$Worker.runTask( Thread PoolExecutar java: BEE)
java.util.concurrent. Thread Pool Executor$Workar.runi Thread Pool Executor java: 00 2)
java.lang. Thread.run(Thread.java:662)

]

T o PO I T i SRt ORI

R—l-ﬁ.-'%h o, By, TR Ay
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3. Use this information to troubleshoot code deadlock issues. Use the Copy to Clipboard button
to save the deadlock details.

Investigating Application Change Events

You can view application changes by drilling down into application change events.

(¥) By default AppDynamics reports events when applications are deployed, app servers are
restarted, and configuration parameters are changed. Since these are not problems, they
are indicated by a blue icon.

1. Click a change event to see a summary and details, for example:

App Server Restart Application Server JWM was re-started Node: Inve... 01
Application Configuration Che*qe Application Server environment variables changed 01

. Application Configuration Change Application Server VA system properties changed 01

2. Use this information to view application changes. Use the Copy to Clipboard button to save the
change details.

Application Configuration Change

Summary Details Commants (0)

Copy to Clipbloard k
Modified Wariable 1: ACTION=start (changed to) ACTION=stop
Modified Variable 2: _EXECJAVA=start "Tomeat" "C\Program Files\Javaijdk1.6.0_33binyjava" (changed to) _EXECJAVA="C\Prod
I

Administer App Agents for Java

Resolving Configuration Issues App Agent for Java

® Resolving App Agent for Java Startup Issues
® Locating the App Agent for Java Log Files
® Resolving Incomplete Agent Configuration Issues
® Unblocking the Controller Port
® Correcting File Permission Issues
® |Learn More

This topic discusses techniques for finding and interpreting the information in the App Agent for
Java log files.

Resolving App Agent for Java Startup Issues

After sending a request to your web application, data should appear in the Ul. If no data appears,
check the following:

1. You have re-started the application server.

2. Verify that the javaagent argument has been added to the startup script of your JVM.

3. Verify that you configured the agent-controller communication properties and agent identification
properties in the controller-info.xml file or as system properties in the startup script of your JVM.
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See App Agent for Java Configuration Properties.

4. Check the Agent logs directory located at <Agent_Installation_Directory>/logs/<Node_Name>
for the agent.log file.

5. Verify that the Agent is compatible with the Controller. For details see Agent - Controller
Compatibility Matrix.

Locating the App Agent for Java Log Files

Agent log files are located in the <Agent_Installation_Directory>/logs/<Node_Name> folder.

The agent.log file is the recommended file to help you with troubleshooting. This log can indicate
the following:

® |ncomplete information in your Agent configuration.
® The Controller port is blocked.
® |ncorrect file permissions.

Error messages related to starting the App Agent for Java use this format:

ERROR com si ngul arity. JavaAgent - Could Not Start Java Agent

Resolving Incomplete Agent Configuration Issues

The following table lists the typical error messages for incomplete Agent configuration:

Error Message Solution

Cannot connect to the Agent - ERROR This indicates that the value for the controller
com.singularity. XMLConfigManager - port in controller-info.xml is missing.
Incomplete Agent Identity data, Invalid Add the port value, along with the host value
Controller Port Value [] (<your-host-name>), to fix this error.

®* For on-premise Controller installations:
Default port value is 8090 for HTTP and
8181 for HTTPS.

® For Controller SaaS service: Default port
value is 80 for HTTP and 443 for HTTPS.

Caused by: This is usually caused because of incorrect
com.singularity.ee.agent.configuration.a: configuration in the Controller-info.xml file.
Could not resolve agent-controller basic Ensure that the information for agent
configuration communication (Controller host and port) and

agent identification (application, tier and node
names) is correctly configured.

Alternatively, you can also use the system
properties (-D options) or environment
variables to configure these settings.

For more information about agent properties see App Agent for Java Configuration Properties.
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Unblocking the Controller Port

The following table lists the typical error message when the Controller port is blocked in your

network:

Error Message

ERROR

com.singularity. CONFIG.ConfigurationChannel

- Fatal transport error: Connection refused
WARN

com.singularity. CONFIG.ConfigurationChannel

- Could not connect to the controller/invalid
response from controller,

cannot get initialization information, controller

host \x.x.x.x\, port 8090, exception Fatal
transport error: Connection refused

Correcting File Permission Issues

Solution

Try to ping <your-host-name> from the
machine where you have configured the
Application Server Agent.

If it works, then confirm if the Controller port is
not blocked in your network.

@) To check if a port was blocked in the
network; use command: netstat -an for
Windows and nmap for Linux.

1. * For on-premise Controller
installations: Default port value is 8090 for
HTTP and 8181 for HTTPS.

® For Controller SaaSs service: Default port
value is 80 for HTTP and 443 for HTTPS.

Following table lists the typical error message when the file permissions are not correct:

Error Message

ERROR com.singularity.JavaAgent - Could
Not Start Java Agent

com.singularity.ee.agent.appagent.kernel.spi.c

: Could not start services"

Learn More

® Install the App Agent for Java

* App Agent for Java Configuration Properties

Solution

This is usually caused because of incorrect
permissions for log files.

Confirm if the user who is running the server,
has read and write permission on the agent
directories.

If the user has chmod a-r equivalent
permission, change the permission to chmod
a+r "<agent_directory>"

App Agent for Java Configuration Properties

® Where to Configure App Agent Properties

® Creating and Registering Tiers

® Example Java App Agent controller-info.xml File
® Example Startup-up Using System Properties

® Java App Server Agent Properties

® Agent-Controller Communication Properties

® Controller Host Property
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® Controller Port Property
® SSL Configuration Properties

® Controller SSL Enabled Property
Controller Keystore Password Property
Controller Keystore Filename Property
Force Default SSL Certificate Validation Property
® Agent ldentification Properties
Application Name Property
Tier Name Property
Node Name Property
Reuse Node Name Property

®* Reuse Node Name Prefix Property
® Multi-Tenant Mode Properties

® Account Name Property

® Account Access Key Property
®* Proxy Properties for the Controller

® Proxy Host Property

® Proxy Port Property

® Proxy User Name Property

®* Proxy Password Property
® Other Properties
Enable Orchestration Property
Agent Runtime Directory Property
Redirect Logfiles Property
Force Agent Registration Property
Reuse Node Name Property
Auto Node Name Prefix Property
Cron/Batch JVM Property

® Unique Host ID Property

® |earn More

Where to Configure App Agent Properties

You can configure the App Server Agent properties:
® in the controller-info.xml file in the <Agent_Installation_Directory>/conf directory
® in the system properties (-D options) in the JVM startup script

The system properties override the settings in the controller-info.xml file.

For shared binaries among multiple JVM instances, AppDynamics recommends using a
combination of the xml file and the start-up properties to configure the app agent. Configure all the
properties common to all the JVMs in the controller-info.xml file. Configure the properties unique to
a JVM using the system properties in the start-up script.

For example:

* For multiple JVMs belonging to the same application serving different tiers, configure the
application name in the controller-info.xml file and the tier name and node name using the
system properties.

* For multiple JVMs belonging to the same application and the same tier, configure the
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application name and the tier name in the controller-info.xml file and the node name using
the system properties.

After you configure agent properties, confirm that the javaagent argument has been added to the
JVM startup script. For more information, see Java Server-Specific Installation Settings.

For some properties, you can use system properties already defined in the start-up script as the
App Server Agent property values. For more information, see Configure App Agent for Java to Use
Existing System Properties.

Creating and Registering Tiers

You can create a tier in the Controller prior to setting up any agents. Alternatively, an agent can
register its tier with the Controller the first time, and only the first time, that it connects with the
Controller. If a tier with the name used to connect already exists, the agent is associated with the
existing tier.

Example Java App Agent controller-info.xml File

<?xm version="1.0" encodi ng="UTF-8"?>
<control |l er-info>

<control |l er-host>192. 168. 1. 20</control | er- host >
<control | er-port>8090</controller-port>

<control | er-ssl -enabl ed>f al se</control |l er-ssl-enabl ed>
<appl i cati on- name>ACMEONI i ne</ appl i cati on- name>
<tier-name>l nventoryTier</tier-nane>

<node- nane>| nvent or y1</ node- nanme>
<agent-runti nme-di r></agent-runtime-dir>

<enabl e- orchestrati on>f al se</ enabl e- orchestrati on>

<account - nane></ account - nane>
<account - access- key></ account - access- key>

<force-agent-regi stration>fal se</force-agent-registration>

</controll er-info>

Example Startup-up Using System Properties

The following command uses the system properties to start the agent that monitors the ACME
Online sample application's Inventory tier. Note that the system properties are case-sensitive.
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j ava -javaagent:/ home/ appdynamni cs/ AppServer Agent/j avaagent.j ar
- Dappdynami cs. control | er. host Nanme=192. 168. 1. 20

- Dappdynami cs. control | er. port=8090

- Dappdynani cs. agent . appl i cat i onName=ACMEOnI i ne

- Dappdynani cs. agent . ti er Name=l nvent ory

- Dappdynani cs. agent . nodeNane=l nvent oryl Sanpl eApplication

Java App Server Agent Properties

This section describes the Java App Agent configuration properties, including their
controller-info.xml elements and their system property options.

Agent-Controller Communication Properties
Controller Host Property

Description: This is the host name or the IP address of the AppDynamics Controller. Example
values are 192.168.1.22 or myhost or myhost.abc.com. This is the same host that you use to
access the AppDynamics browser-based user interface. For an on-premise Controller, use the
value for Application Server Host Name that was configured when the Controller was installed. If
you are using the AppDynamics SaaS Controller service, see the Welcome email from
AppDynamics.

Element in controller-info.xml: <controller-host>

System Property: -Dappdynamics.controller.hostName
Type: String

Default: None

Required: Yes, if the Enable Orchestration property is false.

If Enable Orchestration is true, and if the app agent is deployed in a compute cloud instance
created by an AppDynamics workflow, do not set the Controller host unless you want to override
the auto-detected value. See Enable Orchestration Property.

Controller Port Property

Description: This is the HTTP(S) port of the AppDynamics Controller. This is the same port that
you use to access the AppDynamics browser-based user interface.

If the Controller SSL Enabled property is set to true, specify the HTTPS port of the Controller;
otherwise specify the HTTP port. See Controller SSL Enabled Property.

Element in controller-info.xml: <controller-port>
System Property: -Dappdynamics.controller.port
Type: Positive Integer

Default: For On-premise installations, port 8090 for HTTP and port 8181 for HTTPS are the
defaults.
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For the SaaS Controller Service, port 80 for HTTP and port 443 for HTTPS are the defaults.
Required: Yes, if the Enable Orchestration property is false.

If Enable Orchestration is true, and if the app agent is deployed in a compute cloud instance
created by an AppDynamics workflow, do not set the Controller port unless you want to override
the auto-detected value. See Enable Orchestration Property.

SSL Configuration Properties
Controller SSL Enabled Property

Description: When set to true, this property specifies that the agent should use SSL (HTTPS) to
connect to the Controller. If SSL Enabled is true, set the Controller Port property to the HTTPS
port of the Controller. See Controller Port Property.

Element in controller-info.xml: <controller-ssl-enabled>
System Property: -Dappdynamics.controller.ssl.enabled
Type: Boolean

Default: False

Required: No

Controller Keystore Password Property

Description: This is an encrypted value of the Controller certificate password. See Password
Encryption Utility.

Element in controller-info.xml: <controller-keystore-password>
System Property: Not applicable

Type: Boolean

Default: None

Required: No

Controller Keystore Filename Property

Description: By default the agent looks for a Java truststore file named cacerts.jks in the
configuration directory: <agent install directory>/conf. Use this property to enable full validation of
Controller SSL certificates with a different Java truststore file. See Enable SSL for Java.

Element in controller-info.xml: <controller-keystore-filename>
System Property: Not applicable

Type: String

Default: None

Required: No

Force Default SSL Certificate Validation Property
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Description: This property allows you to override the default behavior for SSL validation. The
property can have three states:

® true: Forces the agent to perform full validation of the certificate sent by the controller,
enabling the agent to enforce the SSL trust chain. Use this setting when a public certificate
authority(CA) signs your Controller SSL certificate. See Enable SSL On-Premise with a
Trusted CA Signed Certificate.

® false: Forces the agent to perform minimal validation of the certificate. This property
disables full validation of the Controller's SSL certificate. Use this setting when full validation
of a SaaS certificate fails.

® unspecified: The validation performed by the agent depends on the context:

If the agent is connecting to a SaaS controller, full validation is performed.
If the agent is connecting to an on-premise controller, and the cacerts.jks file is
present, then full validation is performed using the cacerts.jks file.

® |f the agent is connecting to an on-premise controller, and there is no cacerts.jks file,
then minimal validation is performed

Element in controller-info.xml: Not applicable

System Property: -Dappdynamics.force.default.ssl.certificate.validation
Type: Boolean

Default: None

Required: No

Agent Identification Properties
Application Name Property

Description: This is the name of the logical business application that this JVM node belongs to.
Note that this is not the deployment name(ear/war/jar) on the application server.

If a business application of the configured name does not exist, it is created automatically.
Element in controller-info.xml: <application-name>

System Property: -Dappdynamics.agent.applicationName

Type: String

Default: None

Required: Yes

Tier Name Property

Description: This is the name of the logical tier that this JVM node belongs to. Note that this is
not the deployment name (ear/watr/jar) on the application server.

If the JVM / AppServer start-up script already has a system property that references the tier, such
as -Dserver.tier, you could use ${server.tier} as the tier name. For more information, see Configure
App Agent for Java to Use Existing System Properties.

See Name Business Applications, Tiers, and Nodes.
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Element in controller-info.xml: <tier-name>
System Property: -Dappdynamics.agent.tierName
Type: String

Default: None

Required: Yes

Node Name Property
Description: This is the name of the JVM node.
Where JVMs are dynamically created, use the system property to set the node name.

If your JVM / AppServer start-up script already has a system property that can be used as a node
name, such as -Dserver.name, you could use ${server.name} as the node name. You could also
use expressions such as ${server.name}_${host.name}.MyNode to define the node name. See Co
nfigure App Agent for Java to Use Existing System Properties for more information.

In general, the node name must be unique within the business application and physical host. If you
want to use the same node name for multiple nodes on the same physical machine, create
multiple virtual hosts using the Unique Host ID property. See Unique Host ID Property.

See Name Business Applications, Tiers, and Nodes.
Element in controller-info.xml: <node-name>
System Property: -Dappdynamics.agent.nodeName
Type: String

Default: None

Required: Yes

New

Reuse Node Name Property
Description: This system property enables the reuse of node names.

This property is useful in zOS Dynamic Workload Manager based-environments where new JVMs
are launched and shutdown based on actual work load. Appdynamics generates a node name with
App, Tier and Sequence number. The node names are pooled. For example, the sequence
numbers are reused when the nodes are purged (based on the node lifetime).

Use this option in environments where the node name can't be specified in the server startup
script, and therefore needs to be auto-generated. Every node creates its own metrics and the
names are pooled to make sure the Controller isn't overloaded with too many metric names. The
node name is generated by the Controller and sent back to the agent. The Controller recycles
node names based on the node retention period property.

Element in controller-info.xml: <node-name>
System Property: -Dappdynamics.agent.reuse.nodeName

Type: Boolean - valid values are "true" or "false”
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Default: String.
Required: No

Example: Using the following property specifications, the agent directs the Controller to generate
a node name with the prefix "reportGen". Node names will have suffixes --1, --2 etc. depending on
how many nodes are running in parallel. Later, the node names are reused by the controller.

- Dappdynam cs. agent . r euse. nodeName=t r ue
- Dappdynam cs. agent . r euse. nodeNarme. prefi x=report Gen

Reuse Node Name Prefix Property

Description: This property directs the Controller to generate node names dynamically with the
prefix specified.

System Property: -Dappdynamics.agent.reuse.nodeName.prefix

Element in controller-info.xml: <node-name>

Type: Boolean - valid values are "true" or "false"

Default: false, when set so "true", you do not need to specify a node name.
Required: No

Example: Using the following property specifications, the agent directs the Controller to generate
a node name with the prefix "reportGen". Node names will have suffixes --1, --2 etc. depending on
how many nodes are running in parallel. Later, the node names are reused by the controller.

- Dappdynarmi cs. agent . reuse. nodeNane=t r ue
- Dappdynami cs. agent . reuse. nodeNane. pr ef i x=r eport Gen

Multi-Tenant Mode Properties

Description: If the AppDynamics Controller is running in multi-tenant mode or if you are using the
AppDynamics SaaS Controller, specify the account name and account access key for this agent to
authenticate with the Controller. If you are using the AppDynamics SaaS Controller, the account
name is provided in the Welcome email sent by AppDynamics. You can also find this information
in the <controller-install>/initial_account_access_info.txt file.

If the Controller is running in single-tenant mode (the default) there is no need to configure these
values.

Account Name Property

Description: This is the account name used to authenticate with the Controller.
Element in controller-info.xml: <account-name>

System Properties: -Dappdynamics.agent.accountName

Type: String

Default: None

Required: Yes for AppDynamics SaaS Controller and other multi-tenant users; no for
single-tenant users.
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Account Access Key Property

Description: This is the account access key used to authenticate with the Controller.
Element in controller-info.xml: <account-access-key>

System Properties: -Dappdynamics.agent.accountAccessKey

Type: String

Default: None

Required: Yes for AppDynamics SaaS Controller and other multi-tenant users; no for
single-tenant users.

Proxy Properties for the Controller

These properties route data to the Controller through a proxy.

(D) Proxy authentication cannot be used in conjunction with SSL.

Proxy Host Property

Description: This is the proxy host name or IP address.
Element in controller-info.xml: Not applicable

System Property: -Dappdynamics.http.proxyHost
Type: String

Default: None

Required: No

Proxy Port Property

Description: This is the proxy HTTP(S) port.

Element in controller-info.xml: Not applicable

System Property: -Dappdynamics.http.proxyPort

Type: Positive Integer

Default: None

Required: No

Proxy User Name Property

Description: New for 3.8.1 This is the name of the user that is authenticated by the proxy host.
Element in controller-info.xml: Not applicable

System Property: -Dappdynamics.http.proxyUser
Type: String
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Default: None

Required: No
Proxy Password Property

Description: New for 3.8.1 This is the absolute path to the file containing the password of the
user that is authenticated by the proxy host. The password must be the first line of the file and
must be in clear, unencrypted text.

Element in controller-info.xml: Not applicable

System Property: -Dappdynamics.http.proxyPasswordFile
Type: String

Default: None

Required: No

Example: -Dappdynamics.http.proxyPasswordFile=/path/to/file-with-first-line-containing-password-
in-clear-text

Other Properties
Enable Orchestration Property

Description: When set to true, enables auto-detection of the controller host and port when the
app server is a compute cloud instance created by an AppDynamics orchestration workflow. See
Controller Host Property and Controller Port Property.

In a cloud compute environment, auto-detection is necessary for the Create Machine tasks in the
workflow to run correctly.

If the host machine on which this agent resides is not created through AppDynamics workflow
orchestration, this property should be set to false.

Element in controller-info.xml: <enable-orchestration>
System Property: Not applicable

Type: Boolean

Default: False

Required: No

Agent Runtime Directory Property

Description: This property sets the runtime directory for all runtime files (logs, transaction
configuration) for nodes that use this agent installation. If this property is specified, all agent logs
are written to <Agent-Runtime-Directory>/logs/node-name and transaction configuration is written
to the <Agent-Runtime-Directory>/conf/node-name directory.

Element in controller-info.xml: <agent-runtime-dir>
System Property: -Dappdynamics.agent.runtime.dir

Type: String
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Default: <Agent_Installation_Directory>/nodes

Required: No

Redirect Logfiles Property

Description: This property sets the destination directory to which to redirect log files for a node.
Element in controller-info.xml: Not applicable

System Property: -Dappdynamics.agent.logs.dir

Type: String

Default: <Agent_Installation_Directory>/logs/<Node_Name>

Required: No

Force Agent Registration Property

Description: Set to true only under the following conditions:

® The Agent has been moved to a new application and/or tier from the Ul
and

® You want to override that move by specifying a new application name and/or tier name in
the agent configuration.

Element in controller-info.xml: <force-agent-registration>
System Property: Not applicable

Type: Boolean

Default: False

Required: No
Reuse Node Name Property

Description: Set this property if you want the Controller to generate unique node names
automatically using a prefix.

You can specify the prefix in the Auto Node Name Prefix Property. If you do not provide a prefix
but set the reuse.nodeName property to true, the Controller uses the tier name as a prefix.

This property is useful for dynamic multi-tier clustered applications with many JVMs that have
short life spans. It allows AppDynamics to reuse node names and to capture historical data for
these short-lived nodes after they become historical or are deleted.

Element in controller-info.xml: Not applicable

System Property: -Dappdynamics.agent.reuse.nodeName
Type: Boolean

Default: None

Required: No
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Auto Node Name Prefix Property

Description: Set this property if you want the Controller to generate node hames automatically
using a prefix that you provide.

The Controller generates node names based on the prefix concatenated with a number, which is
incremented sequentially. For example, if you assign a value of "mynode" to this property, the
Controller generates node hames "mynode-1", "'mynode-2" and so on.

If one of the nodes is deleted and the Reuse Node Name Property is true, the Controller will re-use
the deleted node name.

Element in controller-info.xml: Not applicable

System Property: -Dappdynamics.agent.auto.node.prefix=<your_prefix>
Type: String

Default: Serial number maintained by the Controller appended to the tier name
Required: No

Cron/Batch JVM Property

Description: Set this property to true if the JVM is a batch/cron process or if you are
instrumenting the main() method. This property can be used to stall the shutdown to allow the
agent to send metrics before shutdown.

Element in controller-info.xml: Not applicable
System Property: -Dappdynamics.cron.vm
Type: Boolean

Default: False

Required: No

Unique Host ID Property

Description: UniqueHostld logically partitions a single physical host or virtual machine such that
it appears to the Controller that the application is running on different machines. Set the value to a
string that is unique across the entire managed infrastructure. The string may not contain any
spaces. If this property is set on the app agent, it must be set on the machine agent as well.

See Configure Multiple Standalone Machine Agents for One Machine for Java.
System Property: -Dappdynamics.agent.uniqueHostid

Type: String

Default: None

Required: No

Learn More

®* Name Business Applications, Tiers, and Nodes
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® Configure App Agent for Java for JVMs that are Dynamically Identified
® Configure App Agent for Java to Use Existing System Properties
® Java Agent on z-OS or Mainframe Environments Configuration

Configure and Start an Agent Logging Session
1. In the Agents tab of the node dashboard, scroll down to the Agent Logs panel.
2. Click Start Agent Logging Session.

The Agent Logging Session window opens.

Agent Logging Session

Duration of logging session to run: | 5 minutes

4

Type of logging to run: 3 minutes e

15 minutes
Application Wide Configuration .
30 minutes

BT Registration 1 hour,

. Z hours wr
Current Time

« | Events

& Metric Data
IMetric Registration
One Way Agent
Fequest Segment data
System Agent Registration
System Agent Reregistration
System Agent Polling Handler
Task Execution
Top Summary Stats
Application Configuration
Transient Channel

Cancel Start Agent Logging Session

3. From the drop-down menu select the duration for which you want to log.
4. Check the check boxes for the types of requests that you want to log.
5. Click Start Agent Logging Session.

The selected logging sessions appear in the logging list.

The logged request and response output appears in the Controller and the agent log.
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Agent Logs
Request Agent Log Files Refresh

MName Description Date Log Request Status

- test Zipped agent logs directory 1000312 2:36:25 PM SUCCESSFUL D
Click to
download
the zip file

For more information, see Request Agent Log Files.
Configure App Agent for Java in z-OS or Mainframe Environments

® To name nodes automatically
® Learn More

In some environments JVMs have transient identity, such as when a single script spawns multiple
JVMs.

JvM1

¥ ] domain

> @l lib
VM3

For example, an environment may consist of WebSphere on IBM Mainframes, using a dynamic
workload management feature that spawns new JVMs for an existing application server (called a
servant). These JVMs are exact clones of an existing JVM, but each of them has a different
process ID. Based on load, any number of additional JVMs may be created.

To name nodes automatically

The App Server Agent can automatically name the dynamically generated JVMs using the
appdynamics.agent.reuse.nodeName property. See Reuse Node Name Property to enable re-use
of node names and Auto Node Name Prefix Property to set the prefix used for
automatically-named nodes. You specify these properties in your startup script, using the following
format:

- Dappdynami cs. agent . r euse. nodeNane=t r ue
- Dappdynani cs. agent . r euse. nodeNane. pr ef i x=<node nane prefi x>
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If you are using these properties, ensure that you have not specified the node name anywhere
(controller-info.xml file or as a system property) in your JVMs start-up script.

The following illustration shows the sample configuration for ACME Bookstore. This configuration
will create unique node names for every instance of the virtual machine starting up in the ACME
Bookstore environment.

¥ =3 AppServerAgent
| @@ conf
s = app-agent-config.xml
#| controller-info.xml

\ > [ jmx

<controller-host>192.168.1.20</controller-host>
<controller-port>8090</controller-port>
<application-name>ACMEOnline</application-name>
<tier-name>InventoryTier</tier-name>
<node-name></node-name>

> | logs

¥ || domain yappdynamics . a

-Dappdynamics.a

> |:] lib org.tomcat.Tomcat
=] run.sh

The name of a node is available for reuse if the node has been out of contact with the Controller
for a period of time that exceeds the node retention setting. For more about historical nodes, node
retention and deletion, see Remove Unused Nodes.

Learn More

® App Agent for Java Configuration Properties
® Remove Unused Nodes

App Agent for Java Performance Tuning

® Business Transaction Thresholds
® Snapshot Collection Thresholds
® Disable Scheduled Snapshots
® Suggested Scheduling Settings
® Suggested Diagnostic Session Settings
® Tuning Call Graph Settings
® Suggested SQL Query Time and Parameters
® Memory Monitoring
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® | earn More

This topic discusses how to get the best performance from App Agents for Java.

Business Transaction Thresholds

AppDynamics determines whether transactions are slow, very slow, or stalled based on the
thresholds for Business Transactions. AppDynamics recommends using standard deviation based
dynamic thresholds. See Configure Thresholds.

Snapshot Collection Thresholds

Snapshot collection thresholds determine when snapshots are collected for a Business
Transaction. Too many snapshots can affect performance and therefore snapshot collection
thresholds should be considered carefully in production or load testing scenarios. See Configure
Thresholds.

Disable Scheduled Snapshots

For more information see Transaction Snapshots.

Suggested Scheduling Settings

10 minutes for small deployments < 10 BTs

20 minutes for medium deployments < 10 - 50 BTs
® 30 minutes for > 50 - 100 BTs
® 60 minutes > 100 BTs

Suggested Diagnostic Session Settings
® Settings for Slow requests (%value): 20 - 30

® Settings for Error requests (%ovalue): 10 - 20

® Click Apply to all Business Transactions.

Tuning Call Graph Settings

To configure call graph settings, click Configure -> Instrumentation and the Call Graph Settings
tab. See Configure Call Graphs.

Suggested SQL Query Time and Parameters
® Minimum SQL Query Time : 100 ms (Default is 10)

® Enable Filter SQL Parameter Values.

Memory Monitoring

Memory monitoring features such as leak detection, object instance tracking, and custom memory
should be enabled only for a specific node or nodes when debugging a memory problem.
Automatic leak detection is on-demand, and therefore, the leak detection will execute only for the

Copyright © AppDynamics 2012-2014 Page 374


http://docs.appdynamics.com/display/PRO14S/Configure+Thresholds
http://docs.appdynamics.com/display/PRO14S/Configure+Thresholds
http://docs.appdynamics.com/display/PRO14S/Configure+Thresholds
http://docs.appdynamics.com/display/PRO14S/Transaction+Snapshots
http://docs.appdynamics.com/display/PRO14S/Configure+Call+Graphs

APPDYNAMICS

specified duration.

When you observe periods of growth in the heap utilization (%), you should enable on-demand
memory leak capture. See Troubleshoot Java Memory Leaks.

Learn More

® Configure Thresholds
® Configure Call Graphs
® Troubleshoot Java Memory Leaks

Move an App Agent for Java Node to a New Application or Tier

® Moving a Node to a New Application or Tier
® To change the Java Agent associations from the Ul
® Optionally update the controller-info.xml file
® Forcing node re-registration using the controller-info.xml file
® Learn More

If your JVM machine has both an App Agent for Java and a Machine Agent, you cannot change
the associations in the Machine Agent controller-info.xml file. You can only change these
associations either through the Ul or by modifying the App Agent for Java controller-info.xml file.
Moving a Node to a New Application or Tier

You can assign an App Agent for Java node to a new application or tier using the AppDynamics Ul
without restarting the JVM.

You can optionally update the controller-info.xml file and restart the JVM. You must restart the
JVM when you change the associations in the controller-info.xml file.

Moving the node using the AppDynamics Ul cannot be overridden by an agent configuration
unless you set the force-agent-registration flag to true in the controller-info.xml file.

To change the Java Agent associations from the Ul

1. Select the node that you want to move by clicking Servers -> App Servers -> <Tier>
-><Node>.

2. Click Actions -> Move Node.
4. In the Move Node window select the new application and/or tier from the drop-down menus.

5. Click OK to confirm the reassignment. It may take several minutes to complete.
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Move Node

Select an Application and Tier

You may wish to move a Node if you mistakenly registered a discovered Application Server
Agent with the wrong Application or Tier. This process can take up to several minutes.

Application L Acme Online Book Store ¥ J

Tier: | Inventory Service E

l Cancel | OK |

@ When you change the associations for an App Agent for Java, AppDynamics registers an
Application Changes event. You can review the details of the event in the Events view.

Optionally update the controller-info.xml file

The Ul does not update the controller-info.xml file. However if you restart the JVM the Controller
will remember and keep the change you made from the UL.

You may want to maintain consistency with the controller-info.xml file, just for neatness' sake.
Perform these two additional steps:

6. Update these configuration changes in the App Agent for Java controller-info.xml file.
7. Restart the JVM.

If it is not feasible to restart the JVM at this time, remember the change and update the file the
next time you restart the JVM.

Forcing node re-registration using the controller-info.xml file

If you've moved a node in the Ul and you want to move it again elsewhere using
controller-info.xml, then when you restart the JVM you set the force-agent-registration property to
‘true’. See Force Agent Registration Property.

Learn More

® Logical Model
App Agent for Java Diagnostic Data

® To view agent diagnostic data
® To view agent diagnostic stats
® Learn More

To view agent diagnostic data

1. From an Application Dashboard, click Actions -> View Agent Diagnostics.

The Agent Diagnostic Data window opens and displays various metrics related to the application,
tiers, and nodes.
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Agent Diagnostic Data

View - BB last 1 day
Transac Transac Discover Discover Metrics Metrics  Metrics Applicati
tions ed ed Upload  Metrics Upload  Upload Snapsh  Snapsh  Snapsh Snapsh  Events on
tions Metrics ) " Events Events
Cwverflow  Succes . Backen Backen Regues Upload Reques Regues ots Time ofs With  ots ots Time . Infrastru
Namea Registra " Uploade " . Uploade  Exceedi
Calls sfully tion ds ts Time  Invalid ts t Skaw Invalid  Uploade Excesdi Skaw d g Limit clure
Registe Falled Succes Registra Skew Metrics Exceedi License Errors Data d ng Limit  Errors N Changes
v ACME Book Store - ] - 3 - - - 572 - - - - 46 - - 5 - =]
Application
v | ECommerce - ] - 3 - - - 323 - - - - 15 - - 2 3
Sarver
I Node_8000 El z 174 11 1 2
| hode_8003 - 3 - 1 - - - 159 - - - - 4 1 2
> I. Inventory Server - = = = = = = 121 = = = = 20 1 2
» | Order Processing - 1 - - - - - 118 - - - - 1 1 2
Server
(close)

2. Select a node and click View Agent Diagnostic Events for selected Node.

The Agent Diagnostics Event window opens.

To view agent diagnostic stats

1. From the left navigation pane, click *Servers -> App Servers -> <Tier> -> <Node>.
2. In the Node Dashboard, click the Agents tab.

3. Click the Agent Diagnostic Stats subtab.
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Q ACME Book Store Application » Servers » App Servers » EComr

‘ bt Dashboard Hardwarea Memory JVYM dMX Evants

App Sarvar Agent Machine Agent Agent Diagnostic Stats

Owverflow Calls
Transactions Successfully Registered
Transactions Registration Failed

Discovered Backends Successfully Registered 2
Discovered Backends Registration Failed
Metrics Upload Requests Time Skew Errors
Metrics Upload Invalid Metrics

Metrics Uploaded 174
Metrics Upload Requests Exceading Limit
Metrics Upload Request License Errors
Snapshots Time Skew Errors
Snapshots With Invalid Data
Snapshots Uploaded Ll

Snapshots Exceading Limit
Events Time Skew Errors

Events Uploaded 1
Events Exceading Limit

Application Infrastructure Changes Sent 2

iim.\, NM'W"“.—’"\“.’

VPR s p i e b ASIRASE, P o pimntbnpaad | oA o i

Learn More

® Troubleshoot Node Problems
App Agent for Java Directory Structure

®* App Agent for Java Directory Structure
® The conf Directory

App Agent for Java Directory Structure

The AppServerAgent.zip folder contains files for installing the App Agent for Java.

The directory structure for the agent is illustrated in the following screen shot.

¥ BB AppSenverAgent
* B lib
k] conf
* il sdk
& readme.
* javaagent.jar

F i logs

lib: The lib folder has the core agent libraries and the third-party libraries.

conf: The conf folder is the configuration directory that has local configuration backup.
sdk: This folder contains the Javadocs and APIs to extend AppDynamics' monitoring
capabilities.
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® javaagent.jar: This JAR file has the argument to bootstrap the App Agent for Java. To
enable the agent, the --javaagent argument for JVM startup is required. See Install the App
Agent for Java.

® |ogs: All logs written by the agent in this directory.

The conf Directory

The files located in this directory are commonly used for agent configuration and deployment.

O AppServerAgent
@l lib
conf
. logging
B imx
7 rransactions.xml
7 controller-info.xml
I app-agent-config.xml
sdk

readme, XL

¥ javaagent.jar
_ logs

® transactions.xml: This XML file has configurations for business transaction identified by the
agent.

¢ controller-info.xml: This XML file has controller connectivity and identification.
The following agent settings are configured using this XML file:

® Agent communication settings (specified using <controller-host> and <controller-port>
properties).

® Agent identification settings (specified using <application-name>, <tier-name>, and
<node-name> properties).

® app-agent-config.xml: This XML file contains agent configuration. Any changes to the
agent's local settings are specified in this file, and these changes override the global
configuration. This file is typically used for short-term properties settings or for debugging
agent issues.

®* imx: The jmx folder contains files for configuring the JMX and Websphere PMI metrics.

logging/log4j.xml: This file contains flags to control logging levels for the agent. It is highly
recommended not to change the default logging levels.

To specify a different log directory, use the following system property:

- Dappdynam cs. agent .l ogs.dir

IBM App Agent for Java
® Supported JVMs
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® Instrumenting the IBM App Agent for Java
®* Running the App Agent for Java in a WebSphere/InfoSphere Environment with WebLogic
Security Enabled

Under most circumstances, the IBM App Agent for Java works the same as the App Agent for
Java.
This topic gathers information specific to the IBM App Agent for Java.

Supported JVMs

IBM JVM 1.5.x, 1.6.x

Instrumenting the IBM App Agent for Java

To change instrumentation for the IBM App Agent for Java, the IBM JVM must be restarted. By
default the IBM App Agent for Java does not apply BCI changes without restarting the JVM. This is
because in the IBM VM (J9 1.6.0) the implementation of re-transformation affects performance
(changes the JIT behavior such that less optimization occurs).

The following changes require that you restart the IBM JVM.

Automatic leak detection

Custom memory structures

Information points

Aggressive snapshot policy (also called hotspot instrumentation)

Custom POJO rules for transaction detection

Custom exit point rules

End user experience monitor (EUM), when you enable it and/or disable it after first enabling
it

Running the App Agent for Java in a WebSphere/InfoSphere Environment with WebLogic Security Enabled

If your WebSphere/InfoSphere environment includes a security-enabled WebLogic Application
Server, several InfoSphere Master Data Management (MDM) Server clients require security
configuration.

For more information, see Configuring Java clients to work with WebLogic security in the IBM
documentation.

Configure App Agent for Java for Batch Processes

® To configure the App Agent for Java
® To use the script name as the node name
Learn More

You can configure the App Agent for Java for those JVMs that run as cron or batch jobs where the
JVM runs only for the duration of the job. AppDynamics monitors the main method of the Java
program.

To configure the App Agent for Java
1. Add the application and tier name to the controller-info.xml file.

2. Add the appdynamics.cron.vm property to the AppDynamics javaagent command in the startup
script of your JVM process:
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-j avaagent: <agent _i nstal |l _dir>/javaagent.jar
- Dappdynani cs. agent . nodeNane=${ NODE_NAME} - Dappdynani cs. cron. vn¥true

The agent_install_dir is the full path of the App Agent for Java installation directory.

The appdynamics.cron.vm property creates a delay between the end of the main method and the
JMV exit so that the Agent has time to upload metrics to the Controller.

To use the script name as the node name

You can use the script name that executes the cron or batch job as the node name.

The following commands set the value of variable NODE_NAME using the combination of the
script and host name. Add these commands to the startup script of the JVM.

# Use the name of the script (no path, no extension) as the nane of the node.
NODE_NAME=sanpl e

NODE_NAME=" ${ NODE_NAME%®% } "

echo $NODE_NAME

# Localize the script to the host.

NODE_NAME=" $NCDE_ NAVE@SHOSTNAME"

The following illustration shows the sample configuration for controller-info.xml and the startup
script of the JVM.
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" || AppServerAgent
il conf

¢ = app-agent-config.xml

= controller-info.xml
> jmx /

<controller-host>192.168.1.20</controller-host>
<controller-port>8090</controller-port>
<application-name>ACMEOnline</application-name>
<tier-name>InventoryTier</tier-name>

Bl jvml
L lib
=] run.sh
B jvm2
al lib
=] run.sh
F B jvm3
kal lib

= run.sh ="

Learn More

® Configure Background Tasks for Java
Configure App Agent for Java in Restricted Environments
® To write the "startup hook" agent program

Some restricted environments do not allow any changes to the JVM startup script. For these
environments AppDynamics provides the appdynamics.agent.startup.hook property. This "startup
hook" allows a single point of deployment for the agent. You create a Java main method that is
invoked programmatically, before your startup script is executed.

To write the "startup hook" agent program

1. Implement a class with Java main method.

2. Create a JAR file for this class.

3. In the manifest of the JAR file, specify the class created in step 1.

4. Add the following javaagent argument and system properties (-D options) to your startup script:
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-j avaagent: <agent _i nstal |l _dir>/javaagent.jar
- Dappdynani cs. agent . st art up. hook=<JAR-fi | e>

Configure App Agent for Java on Multiple JVMs on the Same Machine that
Serve Different Tiers
® To configure the App Agent for Java

This section describes how you can configure the App Agent for Java for multiple JVMs that are
located on a single machine and are serving two tiers.

For example, the ACME Bookstore has two JVMs on the same physical server. These two JVMs
are bound to two different virtual IP (one JVM is used for Order Processing Services and the other
JVM is used for Inventory Services).

Physical Server

Inventory Services OrderProcessing
Services

For such cases, follow these rules:
® All of the common information should be configured using controller-info.xml file.

® All of the information unique to a JVM should be configured using the system properties in
the JVM startup script.

® |nformation in the startup scripts always overrides the information in the controller-info.xml
file.

To configure the App Agent for Java
1. Add application name to controller-info.xml file.

2. Add javaagent argument and following system properties (-D options) to the start-up script to
each of your JVM:
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java -j avaagent: <Agent-Installation-Directory>/javaagent.jar
- Dappdynani cs. agent . ti er Name=$t i er Nane - Dappdynani cs. agent . nodeNanme=$nodeNane

Separate the system properties with a white space character.

All agents in shared mode need a unique node name so that they can be differentiated from one
another. See Configure App Agent for Java to Use Existing System Properties.

The following illustration displays how this configuration is applied to ACME Bookstore:

Add Controller Host, Port, and Application Name in controller-info.xml file
and add rest of the properties in the start-up script.

[ AppServerAgent

¥ B conf
= app-agent-config.xmil

= controller-infe.xml
Ll imy /

<controller-host>192.168.1.20</controller-host>
<controller-port>8090</controller-port>
<application-name>ACMEOnline</application-name:>
<tier-name></tier-name>

<node-name></node-name>

L logs

agent.nodeName

O Tips:

® The application and tier names can also be configured using the system properties. For
more details see App Agent for Java Configuration Properties.

® Some application server management consoles allow you to specify startup arguments
using a web interface. See Java Server-Specific Installation Settings.

Configure App Agent for Java on Multiple JVMs on the Same Machine that
Serves the Same Tier

® To configure the App Agent for Java properties
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This topic describes how to configure the App Agent for Java for multiple JVMs that are located on
a single machine and are serving the same tier.

For example, ACME Bookstore has a physical server with five JVMs installed on it. All of these
JVMs are used for the Inventory Services.

Physical Server

For such cases, follow these rules:
® All of the common information should be configured using controller-info.xml.

® All of the information unique to a JVM should be configured using the system properties in
the start-up script.

* Information in the startup scripts always overrides the information in the controller-info.xml
file.

To configure the App Agent for Java properties
1. Provide the application and tier name in the controller-info.xml file.

2. Add the javaagent argument and system property (-D option) for the node name to the batch file
or startup script of each JVM.

java -javaagent:<Agent-Installation-Directory>/javaagent.jar
- Dappdynani cs. agent . nodeNane=$nodeNane

Separate the system properties with a white space character.

The following illustration displays how this configuration is applied to the ACME Bookstore.
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Add Controller Host, Port, Application, and Tier Name in controller-info.xml file

and add Node Name in the start-up script.

I AppServerAgent

B conf
; = app-agent-config.xml

= controller-info.xml
@imx  /

<controller-host>192.168.1.20</controller-host>
<controller-port>8090</controller-port>
<application-name>ACMEOnline</application-name>
<tier-name>InventoryTier</tier-name>

java -3 »fhome/s appdynamics/ AppServe

-['app-:l-.-' agent.nodeName=inventor lJ

=] agent:/home/

-Dappdynamics.agent.nodeName=invento r'.-'f_'_l:I rg.

The application and tier names can also be configured using the system properties. See App
Agent for Java Configuration Properties.

Some application server management consoles allow you to specify start-up arguments using a
web interface. See Java Server-Specific Installation Settings.

Configure App Agent for Java to Use Existing System Properties

® System Properties
® Using System Properties
® To identify nodes
® To identify tiers
® Sample Agent Configuration Using System Properties
® |Learn More

This topic explains how to configure the App Agent for Java using the existing system property
values.

System Properties

AppDynamics recommends that you use the existing system properties to configure the Agent
when your environment consists of multiple JVMs on the same machine. Once you have these
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variables configured, you can complete Agent installation for all JVMs by simply adding the
javaagent argument to each JVM startup script. Then add the rest of the information to the
controller-info.xml file.

AppDynamics recommends that you use the system properties if the same startup script is starting
all the JVMs in your environment.

You can identify the node name based on the value of -Dserver.name and the tier name based on
the value of -Dcluster.name.

Also, you can combine two or more system properties to identify the node or tier name. You can
use -Dhost.name and -Dserver.name to identify similarly named nodes on different machines even
when they belong to the same tier.

You can use existing system properties for the controller host and port, however combining is not
supported in this case.

Using System Properties

Use the following syntax to represent the value of the system property in the controller-info.xml file.

${system property nane}

You can combine multiple system properties.

${ host . nane} ${ ser ver. nane}

You can combine system properties with literals. In the following example ' ' and 'inventory' are
literals.

${host. nane} _${server.nane}.inventory

To identify nodes

${ host . nane}

or

${server. nane}

or

${host . nane} ${ server. nane}

To identify tiers
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${cl uster. nane}

Sample Agent Configuration Using System Properties

Consider a JVM with a script file named startserver.sh. This script file has following system
property:

- Dserver. nane=$1

If you execute:

startserver.sh ecomerce0l

The script creates a new server named ecommerce01l.
To use this system property for Agent configuration, add the appdynamics.agent.nodeName
property to startserver.sh file.

- Dappdynani cs. agent . nodeNane=$ser ver. nane

When the script creates the new server named ecommerce01, it will be identified by AppDynamics
as both a server and as a node.

The following screenshot shows a sample configuration for the controller-info.xml file and the
startup script.
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L AppServerAgent

' B conf
nroperties = app-agent-config.xml

= controller-info.xml
mimx [/

<controller-host>192.168.1.20</controller-host>
<gontroller-port>8090</controller-port>

<application-name>ACMEOnline</application-name>
iEEer-nmel‘-g {domain.name}</tier-name>
<node-name>$ {gserver.name}</node-name>

L logs

B jvml
L lib java -javaagent:/homefappdynamics/AppServerbgent/javaagzent.jar
= org . tomcat .T:n‘u::—.t';'-r:-"--'r:-'l
B jvm2
il lib
= run.sh
B jvm3
i lib
run.sh java -javaagent:/home/appdynamics/AppServerdgent/javaagent.jar

org. tomcat. Tomcatierver

Learn More

¢ Logical Model
® |Install the App Agent for Java

Administer App Agent for Java FAQ
® App Agent for Java Administration FAQ
®* Q. Why am | seeing "WARN AsyncHandOffldentificationinterceptor - Reached
maximum limit 500 of async handoff call graph samples. No more samples will be
taken" message in the agent log files?

App Agent for Java Administration FAQ

Q. Why am | seeing "WARN AsyncHandOffldentificationInterceptor - Reached maximum limit 500 of async
handoff call graph samples. No more samples will be taken" message in the agent log files?

In AppDynamics 3.6 and 3.7, all Runnables, Callables and Threads are instrumented by default
except for the ones that are excluded by the agent configuration in app-agent-config.xml. In some
environments, this could result in too many classes being instrumented, or cause common classes
in a framework that implements the Runnable interface to be mistaken for asynchronous activity
when it is not, for example Groovy application using Closures.
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To debug the cause of the message, check the call graph to see if so many asynchronous
activities are legitimate. If they are not, then exclude the packages that are not really
asynchronous activities. See Configure Multi-Threaded Transactions for Java.

Configure App Agent for Java for JVMs that are Dynamically ldentified

® To configure the node name of the App Agent for Java
® Configuration notes

This topic describes how to configure the App Agent for Java in environments where the JVMs are
dynamic.

To configure the node name of the App Agent for Java
1. Add the application and tier name to the controller-info.xml file.
2. Add the javaagent argument and the following system properties (-D options) to the startup

script of the JVMs:

java -javaagent:<agent-install-dir>/javaagent.jar
- Dappdynami cs. agent . nodeNane=${ NODE_NAME}

Configuration notes
The system properties are separated by a white space character.
The <agent-install-dir> references the full path of the App Agent for Java installation directory.

The token ${NODE_NAME} identifies the JVMs dynamically and names these JVMs based on the
parameter value passed during the execution of the startup script for your JVM process.

The application and tier names can also be configured using the system properties. For example,
you can configure the agent to direct the Controller to create node names using a prefix and to
reuse node names so the Controller is not overloaded, using the - Dappdynanmi cs. agent . r eus
e. nodeNane. prefi x and =Dappdynani cs. agent . r euse. nodeNane options respectively.
For more details see App Agent for Java Configuration Properties.

Some application server management consoles allow you to specify startup arguments using a
web interface.
For details see Java Server-Specific Installation Settings.

Add the Agent into an Embedded JVM

In order to add the agent into an embedded JVM you must first identify the java process in which
you want to embed the agent and then apply the agent to that java process.

1. From the command line, use the JPS tool to list the process id and the fully-qualified java main
class, as follows:

C\>ps -I

The system returns information such as,
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2160 sun.tools.jps.Jps
2020 org. apache. catal i na. startup. Bootstrap

2. Apply the agent to the relevant process id as follows:

C \>java -jar javaagent.jar <java>process_id>

Note: Ensure the AppDynamics Pro Controller has all the required information for the JVM,
including controller-host, port, tier, and node name.
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