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Adopt Proactive Monitoring with AppDynamics Alerts

When operations professionals monitor AppDynamics dashboards, they can easily see diagnostic
information on a variety of system conditions. However you cannot always be sure that someone
is watching dashboards at all times. In addition to relying on dashboards to let you know when
problems occur, you can implement AppDynamics alerts that directly inform operations staff when
an issue needs attention.

By using AppDynamics alerts effectively, you can find and fix problems before they get serious
enough to affect your customers. For example, instead of alerting when a system crashes,
AppDynamics can alert you when a crash may be imminent, such as when CPU usage is too high
or when memory is near its limit. This type of alert gives you time to diagnose and resolve the
problem, and prevent a crash from occurring.

Effective alerts can help you shift your support practices from purely reactive, responding to a
customer or internal complaint about an issue only after it occurs, to proactive, by preventing
issues from affecting users in the first place.

Adopting proactive monitoring practices has many benefits, including:

Reduction in support calls
Increased customer satisfaction

http://docs.appdynamics.com/download/attachments/20189860/PRO14S_BPforAlerting_23Apr2014.pdf?version=1&modificationDate=1398276508000&api=v2
http://docs.appdynamics.com/download/attachments/20189860/PRO14S_BPforAlerting_23Apr2014.pdf?version=1&modificationDate=1398276508000&api=v2
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Increased revenue due to more uptime and lower response times
Increased hours of sleep enjoyed by on-call support staff

When adopting proactive monitoring practices, it is important to develop a complete alerting
strategy. The steps for doing this are:

Determine what should trigger an alert
Integrate AppDynamics into an alerting workflow
Create, test, and debug AppDynamics alerts
Resolve issues directly using remediation actions and workflow automation 
Integrate AppDynamics with third-party alerting and ticketing applications
Develop a playbook for responding to AppDynamics alerts

Determine What Should Trigger an Alert

An effective proactive alerting strategy focusses on issues that are mission-critical. Too few alerts
may result in important issues not being reported. If people get too many alerts, they may start
ignoring them. A production issue that has no impact on the underlying business should not be a
candidate for alerting, as it will create noise.  Alert on issues that are worth waking someone up
for.

The process for determining what alerts to create involves working with the relevant teams to
determine their application's KPIs (key performance indicators). Based on the KPIs, define what
conditions indicate a critical issue in the production application that needs immediate attention,
and identify metrics that should trigger alerts, such as memory usage. You can also review
historical events in the application lifecycle, and consult all application owners about what they
consider critical to their success.  

For example, suppose you have a "checkout" business transaction that has an average response
time (ART) of 1000 ms. Based on historical information, you know that if the ART goes over 3000
ms, customers start abandoning their carts, and if it goes over 9000 ms, customers start
contacting support or complaining on social media sites. In this example, you would want someone
to be notified if the ART approaches 3000 ms, and a larger or different group to be notified if it
approaches 9000 ms. By proactively notifying the staff who can then use AppDynamics to
diagnose the problem and get the ART down to its normal time, you increase the likelihood that
the problem will never reach a level that affects your customers and, by extension, your revenue.

Consider creating alerts for the following conditions:

The response time of a key website operation (purchase, search) is too slow.
Availability has fallen below your SLA threshold.
The error rate for a critical operation, such as Business Transaction error rate, is over 10%.
A database or remote service has stopped responding or is too slow, for example:

when a travel site needs pricing info from a hotel chain, and the call to the hotel chain
becomes very slow, or
when an LDAP server is not responding.

A JVM has crashed (see ).JVM Crash Guard

You can email an alert to any person or team who needs to address the issue. For example, you
may want AppDynamics alerts to route through a centralized alerting system to your network
operations center and also a ticketing system. 

You can also use alerting techniques to send what you might call "warnings" to specific people or
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teams. For example, your development team may like to know when a heap is approaching its
maximum capacity. This problem might not be serious enough to warrant an immediate call to
action, but having the information would give the team a "heads-up" that they might need to review
something in their environment.

You can also create alerts specific to AppDynamics for Databases. For more information, see Alert
.on Performance Metrics

Integrate AppDynamics into an Alerting Workflow

Many organizations using AppDynamics already have an alerting workflow in place to notify the
appropriate staff about a problem that needs immediate attention. For example, assume that your
current alerting process looks something like this diagram:

 

After integrating AppDynamics alerts into your workflow, the AppDynamics piece of the process
could look like this diagram:

 

After you have determined what alerts are needed, train team members how to interpret

http://docs.appdynamics.com/display/ADDB/Alert+on+Performance+Metrics
http://docs.appdynamics.com/display/ADDB/Alert+on+Performance+Metrics
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AppDynamics alerts and how to use AppDynamics to find and resolve the problem.

Depending on the alert, a notification email might contain a node name, a tier name, a business
transaction name, and/or an application name. Teams are usually familiar with node names in
alerts; they may need to learn about other AppDynamics terminology. AppDynamics recommends
that you train NOC and other personnel by reviewing the AppDynamics interface and
demonstrating flow maps, business transactions, the app/tier/node hierarchy, and various
diagnostic techniques such as "drilling down" to find the root cause of a problem.

Create, Test, and Debug Email Alerts

After your teams know how to respond to AppDynamics alerts, you're ready to start setting them
up.

To implement alerting in AppDynamics, you:

Define health rules thresholds and other events that monitor critical status in your application
Create policies that trigger when that status indicates a problem is emerging
Configure actions to respond to those policy triggers.

For more information and instructions see .Alert and Respond

Customers often use the "Email" option as the action. An email notification contains a deep link to
the details of the event that triggered it. Clicking this deep link takes you directly to the place to
start troubleshooting the problem. For more information, see .Email Notifications

AppDynamics recommends that you use a staging system when you first develop AppDynamics
alerts, to verify that you are sending the optimal type and number of alerts. Create alerts that
operations staff will respond to because they know the alert reflects a serious issue.

Here are a few suggestions for setting up and verifying alerts on the staging system:

For each policy, set up an action to send an email to only yourself, or to a few core team
members.
Tune the alerts:

If you get a lot of false positives, tweak your enabling conditions to trigger fewer alerts.
Some conditions you might want to look at include: setting different threshold or
baseline values, using a different evaluation period, including more than one condition
in a health rule to narrow down when the alert will be triggered, alerting on a different
metric (such as "max" instead of "value").
Compare alerts being sent with system health information displayed in AppDynamics.
If there are issues for which alerts are not triggered when they should be, tweak your
policy conditions to send more alerts.

Route a single email alert to your central monitoring system or the NOC. 
Check that it arrives; that the system routes it correctly; that NOC knows how to
resolve the issue, etc.
Once you've confirmed the alert is getting routed and addressed correctly, route all
alerts through your standard process.

Remember to set up accounts and permissions
Make sure that everyone who will be receiving alerts has an AppDynamics account and the
correct permissions to follow up on issues.

http://docs.appdynamics.com/display/PRO14S/Notification+Actions#NotificationActions-EmailNotifications
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When you are confident that you are sending the correct alerts from AppDynamics, explore
options other than sending emails.

Create actions related to diagnostics, running remediation scripts, etc. See the
upcoming section,  . Resolve Issues Using Remediation and Workflow Automation
If you use a centralized routing platform, see the next section, Integrate with Third-Party

. Alerting and Ticketing Applications

Resolve Issues Using Remediation and Workflow Automation

Once you gain confidence in the validity of your alerts in AppDynamics, you can identify situations
appropriate for using policy-based actions that run remediation scripts. For example, you can
restart a JVM when its CPU processing time hits 90%, instead of sending an email to a team for
them to restart it manually.  You can also send them email so that they know the remediation
occurred.

Remediation can accelerate mean time to resolution (MTTR), and reduce costs by allowing
AppDynamics to take action to remediate the problem without waiting for the issue to be handled
by staff. When you are confident about what actions to take based on the type of alert, you can
configure a policy so the actions happen automatically when an appropriate alert fires. Depending
on your agent (Java, .NET, etc.) you can automatically perform diagnostics such as thread dumps
or snapshots. Performing diagnostics and also sending an email can reduce the MTTR, as the
diagnostic data is already available when they respond to the email. For more information, see Re

.mediation Actions

An additional automated resolution option is workflow automation. Workflow automation lets you
spin up or down JVMs, configure JVMs, and so on. If you are running AppDynamics in a cloud
environment, you can use the cloud auto-scaling feature to perform these same tasks in your
compute cloud. As with diagnostics and remediation, automating these tasks leaves your staff free
to concentrate on other issues. Cloud auto-scaling can also directly reduce costs; by keeping up
only as many instances are required for a particular load, you are not paying for instances that are
not necessary. For more information, see   and  .Workflow Overview Cloud Computing Workflows

Note: Workflow Automation and some remediation actions require the Standalone Machine Agent.

Integrate with Third-Party Alerting and Ticketing Applications

After you have built and tested an alerting workflow that incorporates the specific alerts generated
by AppDynamics, you are ready to integrate those alerts with any third-party alerting/notification
system you might already have in place. By using your existing system, your staff has a much
shorter learning curve when it comes to reacting to AppDynamics alerts. Their process changes
very little as they start to receive new types of alerts.

If you use a ticketing system to track problems, AppDynamics recommends integrating alerts into
that system as well.  Linking your existing ticketing system to AppDynamics helps make it easy for
everyone to stay current with issues and their resolution, while avoiding duplication or extra data
entry work.

AppDynamics has developed a number of product extensions to integrate with third party alerting
and ticketing systems. To see a list of currently available extensions, go to the AppDynamics

 and filter on the Alerting category. If you are using an alerting system that is notExchange

http://docs.appdynamics.com/display/PRO14S/Workflow+Overview
http://docs.appdynamics.com/display/PRO14S/Cloud+Computing+Workflows
http://community.appdynamics.com/t5/eXchange/idb-p/extensions
http://community.appdynamics.com/t5/eXchange/idb-p/extensions
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available on the AppDynamics Exchange, you can build your own (see Build an Alerting Extension
) or request that AppDynamics build one (see ). For information onRequest an extension
integrating an extension you have built with AppDynamics, see .Custom Actions

Pull Alerts Into Other Systems Using REST

If you have a program that pulls alerts from other systems, you can use the AppDynamics REST
API to pull alerts and other events out of AppDynamics. You can do this by polling every few
minutes. Once the alerts are extracted from AppDynamics, the program can then route the alert
using information such as tier, node, or business transaction names. See Use the AppDynamics

.REST API

Develop a Playbook

Many NOC organizations use playbooks that specify the steps for staff to take to resolve certain
types of alerts, when to escalate to a higher level of support, etc. Add the steps for responding to
AppDynamics alerts to a playbook.

For example, you might include a section on general steps to take if the issue is related to
business transactions, or to a node, tier, or application. An entry for business transactions might
say, "Display the Business Transaction List in AppDynamics and search for the business
transaction named in the email, then drill down to start looking for the root cause of the problem."
Include a link to  in your playbook, for quick examples of how toRapid Troubleshooting
troubleshoot different types of issues. 

If your system connects to external services, include instructions for addressing issues.  For
example, an alert is received when an external hotel system (shown as a backend remote system
in AppDynamics) is not responding. Include information about the standard process for contacting
the external team in the playbook. The playbook might read "Send an email with the subject
'System not responding' to support@hotelSupport.com" or "Send a summary of the issue to
external_support@yourCompany.com; they will contact hotel support personnel."

Learn More

Alert and Respond
Best Practices for NOC and Other Front-Line Support Staff

AppDynamics Blogs:

Deploying APM in the Enterprise Part 5: Alerts

 

Best Practices for Business Transactions

Optimize Your Business
Transaction
Configurations for the
Most Effective Monitoring
Recommended Approach
to Configuring Business
Transactions

Identify Important

http://docs.appdynamics.com/download/attachments/20189871/PRO14S_BPforBTs_23Apr2014.pdf?version=1&modificationDate=1398275992000&api=v2
http://docs.appdynamics.com/download/attachments/20189871/PRO14S_BPforBTs_23Apr2014.pdf?version=1&modificationDate=1398275992000&api=v2
http://docs.appdynamics.com/display/PRO14S/Build+an+Alerting+Extension
http://docs.appdynamics.com/display/DASH/Request+an+AppDynamics+Extension
http://www.appdynamics.com/blog/apm/deploying-apm-in-the-enterprise-part-5-alerts-storm-of-the-century-every-week/
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Business Transactions

Optimally configured business transactions help
you determine which operations are important, and
focus on those operations without distraction.

Business Transactions
Validate the Business Transaction List
Configure Business Transactions
Collect Extra Business Transactions in a "Catch-all"
Delete Unwanted Business Transactions
Periodically Review the Business Transactions

Another Option: Use Service Endpoints
Learn More

Optimize Your Business Transaction Configurations for the Most Effective
Monitoring

 

Optimally configured business
transactions are crucial to your
business, and AppDynamics
provides a suggested
methodology for developing
your own set of key business
transactions. For an overview of
what business transactions are
and how they work, see Busines

.s Transaction Monitoring

Business transactions reveal a great deal about how your application is performing. Optimized
business transactions provide metrics that accurately reflect what is happening in your application
environment.  When business transactions are effectively configured you can make the best use of
monitoring and alerting tools available in AppDynamics, such as  and . Policies Health Rules

Effectively configured business transactions can affect how much time your team spends on
reviewing alerts. When your business transactions are configured for optimum insight into your
applications, AppDynamics reports "Slow" and "Very Slow" operations only for true outliers. You
won't get too many alerts with no way to prioritize them, or too few alerts and miss key monitoring
information.

When it comes to business transactions, less is more. Regular monitoring of a list of ten or twenty
optimally configured business transactions is much more effective than monitoring a list of
hundreds of business transactions. To state it in the simplest terms, optimally configured business
transactions improve your signal-to-noise ratio. Business transactions that don't give you useful,
actionable information become "noise" that can lead your teams to overlook information that is
truly important to your business and, ultimately, your bottom line.

Recommended Approach to Configuring Business Transactions

A common strategy for developing a useful list of business transactions is to review those that are
auto-discovered, and then using their metrics (such as Calls per Minute) to determine which calls
represent key business transactions. While this technique is effective, you can make it even more
effective by proactively asking your stakeholders which business transactions they need to
monitor, and then you "hide" the rest. By having a very short list of business transactions,
everyone knows where to focus their time and attention. 
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The process of developing a short but highly relevant list of business transactions includes:

Identify the business transactions that each team has identified as important for each tier
they need to monitor.
Validate your business transaction list throughout your organization.
Configure custom configuration rules for business transactions for each tier.
Collect all other business transactions in a "catch-all" category.
Delete any unnecessary business transactions.
Review your business transactions periodically, and modify custom configuration rules as
needed.

Identify Important Business Transactions

Many AppDynamics users agree that each tier that requires business transaction monitoring is
usually an externally facing application or component, and has a relatively small number of key
business transactions that need to be carefully monitored. Some clients suggest starting with only
one business transaction per tier! By reviewing each tier with its team owners and asking them
which operations are critical to them, you can develop a list of key business transactions for that
tier.

It is also important to solicit input from product managers and other members of management
regarding important operations. Management often has a different perspective from someone who
is working with the application to address issues that occur. Remember that the goal of business
transactions is to enable everyone to focus their energy only on issues that actually require
ongoing review. It can be tempting to create a large number of business transactions just to "see
what's going on." This approach can lead to important issues getting overlooked. Instead, start
small and be selective about what you choose to monitor.

While each team may have ideas about what their key business transactions are, one easy way to
validate this is to allow a very large number of business transactions to be auto-discovered, and
then sort the list by Calls per Minute. Usually the most trafficked operations are the most critical
ones to monitor. For example, in an E-Commerce tier, the most trafficked operations might be
Search, Add to Cart, Remove from Cart, and Pay. In a banking tier, key transactions might be
Login, Deposit, Withdraw, and Transfer.

Validate the Business Transaction List

Once the business transactions are identified, show your list to people throughout the company,
including management personnel who are not involved with day-to-day monitoring tasks. If they
understand what you have configured without asking clarification questions, you’ve done it right! If
it takes several minutes to explain what you are monitoring with a particular business transaction,
you may need to reassess whether that business transaction actually represents an operation that
your teams should be monitoring.

Configure Business Transactions

The next step is to implement custom business transaction match rules for each tier. For
organizations running websites, the match rule may be as simple as looking at the key URIs; for
example, any URI that contains the term "search" could be configured as a business transaction
named "Search."
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For others, configuring different types of business transactions, such as Struts Actions, POJOs,
EJBs, or others might be appropriate.

When configuring custom match rules, you can use the Priority field to tune the way the business
transactions are discovered. Higher priority business transactions are discovered before lower
priority business transactions. 0 is the lowest priority.

Be sure to give your business transactions names that everyone at your organization will
understand. For example, don't name a business transaction "Product Lookup" if the company
refers to that functionality as "search engine 5." When looking at the business transaction list,
team members should be able to immediately identify the process or operation associated with
that business transaction.

For more detailed instructions on configuring business transactions see Configure Business
.Transaction Detection

Collect Extra Business Transactions in a "Catch-all"

After you have configured all your custom match rules, create a Catch-all rule to collect all other
website traffic; this action ensures that your final Business Transaction List is highly relevant.
Configure it to be discovered last, so your other custom business transactions get discovered first.
 

To create this rule, create a custom match rule, with the following configuration:

Name it "Catch-all" or what makes sense in your organization
Use the default value for the Entry point type ("servlet" for Java, "ASP .NET" for .NET, "PHP
Web" for PHP, etc.) to catch the most common entry points
Set the Priority to "0" so that it will be the last custom match rule to execute
Set the Match value to "URI is not empty" so that any operations that don't match previous
rules will be discovered by this rule
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Business transactions collected by the Catch-all rule are different from the "All Other Traffic"
business transaction that you might currently see in the Business Transaction List. AppDynamics
creates "All Other Traffic"  when the number of discovered business transactions exceeds the
default maximum, as described in . Once you optimallyAll Other Traffic Business Transaction
configure your business transactions, you probably won't see "All Other Traffic". 

Delete Unwanted Business Transactions

Once you have configured all your business transactions and AppDynamics has had time to
discover them, delete all the business transactions on the list that you no longer want to monitor.
(To delete business transactions, multi-select them, right-click, and click Delete.) When you are
through, your list should contain only the business transactions you have specifically configured.
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AppDynamics won't begin identifying business transactions based on your new custom match
rules until the existing list of business transactions is under the default maximum.

 If you accidentally delete some business transactions that you in fact want to keep, don't worry.
Within a few minutes, any missing business transactions that meet your configuration
specifications will reappear on the list.

Periodically Review the Business Transactions

When you've completed the configuration process, the Business Transactions List for each tier
should be small and focused precisely on those operations that are critical to monitor. If you have
configured your Catch-all rule correctly, no other business transactions should be appearing.
However, as you’re building new code and developing new functionality over time, you may
discover that some important operations are not being displayed on the Business Transaction List.
You may also be receiving repeated alerts on Catch-all, which can be difficult track down and
resolve.

Therefore, it is useful review these "Catch-all" transactions with your teams on a regular basis,
perhaps monthly or quarterly. If there are business transactions being defined as Catch-all that
you need to track separately, create new custom match rules to define them as new business
transactions. Remember to give them a priority greater than zero.

If additional business transactions are in fact being discovered, you haven't optimally configured
your Catch-all rule. Or alternately, some operations that are being discovered because of one of
your custom match rules are no longer critical due to changes in the code or in your underlying
architecture, and you no longer need to see them on the Business Transactions List.

In these cases, review your configuration rules and determine how to handle these transactions.
You have a few options, including:

Create or correct your Catch-all rule, then delete the unwanted business transactions from
the list, as described in  and Collect all other Business Transactions in a "Catch-all" category

.Delete unwanted Business Transactions

Leave the business transaction as is.
If you decide the business transaction is in fact a useful one for your environment, do
nothing (although you might want to rename it). AppDynamics will continue to monitor it.

Add, modify, or delete a configuration rule, and then delete the business transaction.
This technique is essentially a process of tuning your configuration rules to more closely
reflect the business transactions you want to monitor.

Exclude the business transaction (right-click and choose Exclude).
Excluding a business transaction means that AppDynamics retains existing metrics for the
business transaction, but no longer monitors it. To resume monitoring the business
transaction, you can un-exclude it (click the More Actions menu and select View Excluded
Transactions). Excluded transactions do not count against the default limits. You might
exclude a business transaction if you don't want to create a rule for this transaction at the
moment, but also don't want to see it on a regular basis. You can un-exclude it at any time to
make it reappear on the Business Transactions List.

Another Option: Use Service Endpoints
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In complex, large-scale applications, you as an owner of specific application services spanning
one or more logical tiers may need metrics on your specific service as opposed to metrics across
an entire business transaction or entire tier. Service endpoints allow you to obtain a subset of
metrics and associated snapshots for your service such that you can focus on the information truly
of interest to you. Using service endpoints, you can define a set of entry points into your specific
service to create a customized view in the AppDynamics UI that displays all the key performance
indicators, associated snapshots and metrics that affect only those services.  You can understand
the performance of your service and quickly drill down to snapshots that affect your service,
instead of sifting through snapshots for the entire tier or business transaction.

Service endpoints are similar to business transactions except that they report metrics  at theonly
entry point and do not track metrics for any downstream segments. Service endpoints are not
automatically detected like business transactions are detected; you must specify the entry points
for service endpoints. Service endpoints support the same entry point types as business
transactions and you configure them in a similar way. 

For more information, see .Service Endpoint Monitoring
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AppDynamics in the Software Development Life Cycle

While upgrading to a new version or changing the configuration of an AppDynamics agent or

http://docs.appdynamics.com/download/attachments/20187077/PRO14S_BPforChangeMgmt_31Mar2014.pdf?version=2&modificationDate=1396310086000&api=v2
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controller can be easy to accomplish, any change to your production environment may involve
some risk. To best manage change, AppDynamics strongly recommends the following:

Install any AppDynamics modifications in your  before you deploy changestest environment
to your production environment.
Make AppDynamics a standard part of your  so thatsoftware development life cycle (SDLC)
you can successfully manage the process of upgrading agents, changing configurations and
other AppDynamics tasks.
Develop an operations playbook that describes consistent, repeatable procedures for
updating AppDynamics and a change log to track test and deployment activities.

Testing in a Test Environment

AppDynamics strongly recommends that you test all changes in a test or pre-production
environment.

If you don't have a test or pre-production environment, and must implement all changes directly in
a production environment, be very conservative in how you roll out any changes. In addition to
following the guidelines in this topic, take these additional suggestions into consideration.

Plan incremental deployments. For example, don't upgrade all your agents and controllers at
once; upgrade one or two and test them before implementing the rest.
Implement changes first in areas with the lowest potential business impact. For example,
verify changes in low-impact systems before deploying to those that handle payment data.
Assign additional monitoring staff for the first weeks after changes are implemented. Make
sure they have a clear path for escalating issues or rolling back changes in a timely manner.

Integrate AppDynamics Into Your SDLC

AppDynamics recommends the following process for upgrading or changing configurations:

Notify all key AppDynamics users of the intended change and review any impact to those
users.
Make changes in a test environment on a test controller (if one exists). Configure the test
environment as a separate Business Application in AppDynamics.
Monitor the environment where the change occurred for at least 1-2 weeks and ensure there
are no negative consequences to the change.
After approval has been given, push changes to the pre-production environment.
Once again, carefully evaluate for the next 1-2 weeks to ensure no problems have been
introduced by the change.
After approval has been given, perform the change in the production environment on the
production controller.
Once again, carefully evaluate for the next 1-2 weeks to ensure no problems have been
introduced by the change.
Document the changes that have been performed for later review if needed.

You may have an SDLC process that rolls out changes to your own software environment
according to your particular process. Some companies push several changes a day while others
push a few changes a year. Integrate AppDynamics into your existing process.

For example, when you deploy new application code, deploy any AppDynamics changes that have
been tested and reviewed at the same time. As you upgrade and re-deploy a tier, get the most
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current versions of the AppDynamics agent and controller and include them in the deployment. In
other words, think of AppDynamics as just one more element in your standard development
environment.

Understand the Possible Effects of Changes

There are three primary types of AppDynamics changes you could make at any time:

Adding or upgrading an agent
Upgrading a controller
Changing a configuration option

AppDynamics suggests that you review the following considerations for each of these types of
changes.

Agent Changes

You may need to deploy additional agent of the same type already deployed on your site, such as
increasing from 50 to 100 agents. Additional agents can affect the amount information being
displayed in the UI because more of your environment is being instrumented. Check the Controller

 to determine whether you need to update Controller system resources. Yourperformance profiles
change management process should let your users know to expect this additional data.

You may need to add a new type of agent, such as adding App Agents for .NET to an environment
that already has App Agents for Java. Since AppDynamics features vary somewhat by platform,
you may want to configure similar or additional agent-specific features. For example, you might
have a Health Rule based on JVM Garbage Collection Time. If you begin monitoring .NET
applications, you could add a comparable Health Rule for CLR Garbage Collection Time.

Before upgrading an agent, read the , the Release Notes for AppDynamics Pro Agent - Controller
, and the agent upgrade topics:Compatibility Matrix

Upgrade the App Agent for Java
Upgrade the App Agent for .NET
Upgrade the App Agent for PHP

Controller Changes

Because upgrading the controller involves a period of downtime, consider making controller
changes during periods of low traffic. In the ideal scenario you have multiple controllers, one in test
or pre-prod and one in production, so that you can follow standard SDLC practices and test your
changes on a non-production controller first.

Always have a backup system in place, so you can roll back to a previous controller version if
necessary. For more information see .Controller Data Backup and Restore

AppDynamics highly recommends that you implement a High-Availability (HA) environment to
minimize downtime in case of an emergency.

Before upgrading a controller, read the , the Release Notes for AppDynamics Pro Agent -
, and .Controller Compatibility Matrix Upgrade the Controller

You can review controller logins and configuration changes in the .Controller Audit Log

Configuration Changes

http://docs.appdynamics.com/display/PRO14S/Controller+System+Requirements#ControllerSystemRequirements-ControllerPerformanceProfiles
http://docs.appdynamics.com/display/PRO14S/Controller+System+Requirements#ControllerSystemRequirements-ControllerPerformanceProfiles
http://docs.appdynamics.com/display/PRO14S/Release+Notes+for+AppDynamics+Pro
http://docs.appdynamics.com/display/PRO14S/Agent+-+Controller+Compatibility+Matrix
http://docs.appdynamics.com/display/PRO14S/Agent+-+Controller+Compatibility+Matrix
http://docs.appdynamics.com/display/PRO14S/Upgrade+the+App+Agent+for+Java
http://docs.appdynamics.com/display/PRO14S/Upgrade+the+App+Agent+for+.NET
http://docs.appdynamics.com/display/PRO14S/Upgrade+the+App+Agent+for+PHP
http://docs.appdynamics.com/display/PRO14S/Controller+Data+Backup+and+Restore
http://docs.appdynamics.com/display/PRO14S/Release+Notes+for+AppDynamics+Pro
http://docs.appdynamics.com/display/PRO14S/Agent+-+Controller+Compatibility+Matrix
http://docs.appdynamics.com/display/PRO14S/Agent+-+Controller+Compatibility+Matrix
http://docs.appdynamics.com/display/PRO14S/Upgrade+the+Controller
http://docs.appdynamics.com/display/PRO14S/Controller+Audit+Log
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Changing AppDynamics configurations can involve modifying agent behavior through the
AppDynamics user interface, or changing controller settings through the controller admin interface
(available to on-premise customers only). These types of changes may require additional
resources.

Changing node properties, business transactions detection settings, or backend detection settings
may affect existing baselines, health rules, alerts, etc. Make sure all stakeholders review requests
for these types of changes and know how to implement them correctly.

Use an AppDynamics Operations Playbook

To ensure that changes are implemented in the least disruptive manner, write up a process
document that outlines the procedures for requesting, approving, and implementing changes. An
operations playbook helps you maintain consistent procedures, reduce risk, and retain the
knowledge through any employee turnover.

What to Include in Your Operations Playbook

Include the following types of information in your playbook:

The process for requesting a change (file a help ticket, send email to a specific team, etc.).
Who is responsible for monitoring change requests.
What actions can be taken in response to a change request.
Who decides when and what changes to implement; specifically, which persons or teams
can give the go-ahead to make a change.
Who can make what kinds of changes; who has the appropriate permissions.
Who is responsible for verifying that testing has been successfully completed.
Who can approve deploying a change to the production environment.

There are a number of types of changes that can be made, either on the hardware (i.e. who can
install a new version of the agent) or in the software (i.e. which users can access agent and
controller configuration settings). Implement permission settings as required and document your
decisions in the operations playbook.

Use a Change Log to Track the Process

Because you are deploying changes that can affect your entire business, AppDynamics
recommends a change tracking process that everyone involved agrees to follow. At any point, you
must know the status of your system and be able to roll back any change as needed.

Before making changes to agents, list every agent installed on any tier you plan to modify,
including its version number, in the change log. To see a list of existing agents, click Setup ->

 in the upper right corner of the UI.AppDynamics Agents

Implement Changes According to Your Operations Playbook

Once all the necessary people have reviewed and approved the changes to be made, you can
start testing and implementing the changes. Back up any config files or settings that you plan to
change. Continue making backups as you make changes, so you can roll back any change at any
point.

Test and revise your plans as necessary, tracking any revisions in the change log, until you are
satisfied your implementation is robust. In general, a testing cycle could last for 1 to 2 weeks.
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When your testing is complete, back up necessary files and settings in your production business
application and deploy your changes out according to the process specified in your operations
playbook. To make sure everything is working as expected, AppDynamics recommends that you
periodically  for a couple of weeks to monitor the revised environment. Alsocompare releases
periodically review the .Controller Audit Log

Review and Revise Your Operations Playbook

After you have gone through a change process, check with the team about how the process
worked and whether any steps need to be added or updated. An operations playbook is a living
document that reflects your company's work style, addresses all the pertinent issues, and provides
developers, testers, and operations professionals with all the information they need to implement
changes to AppDynamics in a timely manner.
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This topic describes how to set up AppDynamics monitoring in multiple data centers for failover
scenarios using AppDynamics App Agent for Java and Standalone Machine Agent. You configure
AppDynamics so that you can monitor your application under normal circumstances and preserve
your production-level baselines so you can continue monitoring in case of failover.

The most valuable time to have AppDynamics monitoring and alerting enabled is right after a
failover, as this is the most likely time that significant problems have occurred. The procedure that
we recommend sets up AppDynamics to use production-level baselines for your application after
failover even when the failover node has no significant load history.

You accomplish this by performing the following tasks:

Create the AppDynamics business application in each data center, using the same
AppDynamics configuration settings in each application. Configure all nodes in one data
center to point to the application for that data center.

In case of failover of production load to another data center, flip the node configuration to
point the nodes to the alternate application.

Configure Applications for Production and Backup Data Centers

http://docs.appdynamics.com/download/attachments/20187075/PRO14S_BPforJavaFailover_31Mar2014.pdf?version=1&modificationDate=1396309740000&api=v2
http://docs.appdynamics.com/download/attachments/20187075/PRO14S_BPforJavaFailover_31Mar2014.pdf?version=1&modificationDate=1396309740000&api=v2
http://docs.appdynamics.com/display/PRO14S/Controller+Audit+Log
http://docs.appdynamics.com/display/PRO14S/AppDynamics+Administration
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Set up two data centers with exactly the same structure in terms of tiers, nodes and business
transactions. One data center is for production, the other for backup.

Configure the App Agents for Java for both applications to use the same Controller.

In addition, configure the Application Name, Tier Name, Node Name, and Unique Host ID
properties for every app agent and every standalone machine agent in both data centers. The
Unique Host ID property provides identification for a node when you use the same node name for
multiple nodes on the same physical machine. It is absolutely required to enable the model
described here. For information on how to set it, see .Unique Host ID Property

To configure the app agents

1. Configure the Controller Host property and Controller Port property for the app and standalone
machine agents so that these settings are the identical for all the agents in both data centers. This
sets the agents in both data centers to use the same Controller.

2. Configure the app agent and the standalone machine agent Application Name, Tier Name,
Node Name, and Unique Host ID properties for the application that you will deploy at the
production datacenter and at the backup datacenter.

The Application Name and Unique Host ID properties must have different settings on the
production and backup data centers.  AppDynamics recommends that you use a string, such as
"Prod",  to identify one application as the production application and another string such as
"Backup" to identify the other as the backup application. Whatever convention you use, it is
absolutely necessary for the Unique Host ID properties to have different values on the production
and backup servers. It does not matter whether the Tier Name and Node Name properties are
different or the same in both data centers.

The configuration below suggests an appropriate naming scheme.

http://docs.appdynamics.com/display/PRO14S/App+Agent+for+Java+Configuration+Properties#AppAgentforJavaConfigurationProperties-UniqueHostIDProperty
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Flip Nodes During Datacenter Failover

If data center failover occurs:

1. Rename the Application name and Unique Host ID properties in the agent configurations in the
production application to point to the backup application and vice-versa.

2. Restart the servers.

To rename the properties

1. Rename the Application Name and Unique Host ID properties of the app and standalone
machine agents for the application on the backup datacenter to the names that were originally
configured for the application at the production datacenter.

2. Reconfigure the Application Name and Unique Host ID properties of the app and standalone
machine agents for the application on the production datacenter to the names that were originally
configured for the application at the backup datacenter.

Now your app agent and standalone machine agent configurations should look like this:
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To restart the servers

1. Stop each standalone machine agent process and re-start it so that it will pick up its new
properties.

2. Restart each application server.
This will restart the app agents with their new properties.

3. Verify that the agents that were originally sending data to the backup application are now
sending the new load data to the production application and that the agents that were originally
sending data to the production application are sending new load data to the backup application.

Learn More
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Modeling Your Application in AppDynamics

AppDynamics models your application environment into a hierarchical set of business applications,
tiers, and nodes. The hierarchy is important; a node cannot belong to more than one tier, and a tier
cannot belong to more than one business application. Once you understand the model and
configure your AppDynamics business application, tiers, and nodes, you can monitor your
application traffic through all its services to correlate the information in your environment and
rapidly identify existing and potential problems.

Metrics and Correlation
When your business application is optimized, you receive useful metrics and see correlation
among different elements in your system. Otherwise, you may not be able to see how the
traffic and events inter-relate.

Business Transactions
When your business application is optimized, both auto-discovered and manually configured
business transactions accurately follow traffic through your system. Otherwise you may see
too many or too few business transactions, and they may not provide all of the information
you need.

Dashboards
When your business application is optimized, both standard and custom dashboards provide
overall views that help you accurately assess the health of the components in your system.
Otherwise, dashboards display only a small portion of the big picture.

To avoid rework, the best course of action is to optimize your configuration early in the process.

Example of Optimizing for an AppDynamics Business Application

Later sections discuss the details of mapping AppDynamics terminology to your model, including
business applications, tiers, and nodes. The term "business application" is one of the most
important to understand. There may be a difference between the way the AppDynamics user
interface uses the term "application" or "business application" and the way you might understand
the term "application."

Let's examine a use case where you are using AppDynamics to monitor an online travel agency.
The agency manages three web sites: Flights.com, Lodging.com, and Cruises.com. In addition,
they have two backend services: an inventory system and a purchasing system for credit card
processing. Each web site communicates with each back end to fulfill their customer requests.
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If you interpret the way AppDynamics uses "business application" to match the way you think of
applications, programs, or services internally, you might set up five different applications in
AppDynamics. However, because you have set up five separate applications, AppDynamics can't
correlate any traffic between them. The dotted lines below indicate inability to communicate within
AppDynamics.

In this scenario, you might notice a high number of errors on the credit card service, but because
you have modeled your system as five separate applications, you have no way of determining



Copyright © AppDynamics 2012-2014 Page 27

where the traffic is originating. The problem might be related to a bad node on the Cruises.com
web site, but AppDynamics has no way to give you this information.

Instead of creating five different business applications in AppDynamics, the correct approach is to
create a single business application in which each of the five local applications is modeled as a
tier. That is, think of an AppDynamics "application" as an entire business environment, not as a
single application. In the illustration below, there is one application, the Travel Booking Application,
and five tiers – three customer-facing tiers and two backend tiers.

In this model, AppDynamics can correlate the traffic between the Cruises.com tier and the
Purchasing tier and could display it in the UI, send an alert, or provide other types of visibility into
your system.

Additionally, if you run multiple environments that don't need to communicate with each other,
such as Test and Production, it makes sense to model them as separate business applications.
Someone can be monitoring one of them without being distracted by any errors or alerts being
generated in the other one.
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AppDynamics Components and Your Application Environment

The key AppDynamics components that model your environment are nodes, tiers, and business
applications, along with business transactions. By understanding the AppDynamics "world view"
you can better map your environment to AppDynamics.

Nodes and Your Application Environment

The node is the simplest AppDynamics term to understand - a node represents a single JVM,
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CLR, or other platform. A node is the basic unit of processing that AppDynamics monitors. A node
is normally instrumented by an AppDynamics agent, either an app agent or machine agent or both.
App agents are installed on JVMs and other platforms. Machine agents are installed on virtual or
physical machine operating systems.

Nodes belong to tiers. An app agent node cannot belong to more than one tier. A machine agent
cannot belong to more than one application; however you can install more than one machine
agent on a machine.

Naming Nodes

AppDynamics names nodes automatically based on a number of rules. Each node name must be
unique.

Consider renaming Java or PHP nodes to reflect the real-world names used in your organization.
Whenever possible make sure the names are meaningful, especially to infrastructure and NOC
personnel, who are most likely to be working directly with the nodes.

In the .NET environment, nodes are named automatically based on the application name, to
assure that the node and the application are always directly linked. AppDynamics recommends
that you don't rename .NET nodes. For more information, see Naming Conventions for .NET

.Nodes

For PHP, a   maps to a node. Your naming convention may depend on yourPHP runtime instance
exact environment. Some options are:

hostName-appName-nodeName
hostName-tierName-nodeName
appName-nodeName
tierName-nodeName
IP address
fully qualified domain name

In a cloud or auto-scale environment, nodes come and go regularly, so it is difficult to regularly
assign human-readable names to the nodes. In this environment, it's probably best to just let
AppDynamics give each node a unique name.

For more information see .Name Business Applications, Tiers, and Nodes

Mapping Tiers to Your Environment

An AppDynamics tier represents an instrumented service (such as a web application) or multiple
services that perform the exact same functionality, and may even run the same code. A tier
represents a key service in an application environment, such as a website or processing
application. Tiers help you logically organize and manage your business application so that you
can scale multiple nodes, partition metrics, define performance thresholds, and respond to
anomalies. The metrics from one tier tell a different story than those from another tier;
AppDynamics helps you define different policies and processes for each tier.

A tier in AppDynamics is what you may refer to as a component, a service, or a module. In other
words, a tier is any business element that has a common set of functionality and that should be
viewable in aggregate, with no difference in the individual parts. In AppDynamics, you can view a
dashboard for an entire tier, which provides you with a different window into your system than you
might get from viewing the dashboard for each individual node in the tier.

http://docs.appdynamics.com/display/PRO14S/Naming+Conventions+for+.NET+Nodes
http://docs.appdynamics.com/display/PRO14S/Naming+Conventions+for+.NET+Nodes
http://docs.appdynamics.com/display/PRO14S/Name+Business+Applications%2C+Tiers%2C+and+Nodes
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In the AppDynamics model, a tier is composed of one node or multiple redundant nodes. For
example an Inventory tier may have one node, whereas an E-Commerce tier may use 3 nodes.
Nodes grouped into a tier may have redundant functionality or may not. An example of a
multi-node tier with redundant nodes is when you have a set of clustered application servers or
services. An example of a multi-node tier with different nodes is when you have a set of services
that do not interact with each other, though you want to roll up their performance metrics together.

The traffic in a business application flows between tiers. This flow is represented in AppDynamics
flow maps along with performance data for the traffic. There is always a tier that is the starting
point for a business transaction, indicated by a Start label on a flow map. Traffic can also flow from
a Tier to a backend, such as a database.

The number of tiers you model in AppDynamics depends on a number of factors. Some sites
might have only a few tiers, while large sites may have hundreds of tiers contained in a single
application.

Naming Tiers

As with nodes, tier names should reflect the terminology used by the teams responsible for them.
For example, if you consider a tier to be an "E-Commerce" tier, but your team members all refer to
it as the "store," then name the tier "Store," not "E-Commerce." The purpose of naming is to make
it easy for people to understand where a problem is when they are working with AppDynamics or
receive an alert. Using commonly-understood terms prevents miscommunication and delays in
dealing with problems or errors.

Typically, tiers are named for the logical purpose they serve: "Inventory", "Store", "Messaging",
"AccountsDB", etc. However, other naming schemes that you may want to consider are:

The term used for the set of servers when you discuss them in an IT meeting.
A generalized name for the functionality provided by the servers in the tier, such as LDAP,
User Management, Messaging, or ESB.
Adding information to the name to indicate its importance, type, etc. For example:

Critical - Payment Processor backend
Critical - Log on
Important - Search Flights

The name of the application layers served, such as Web, Business Logic, Resources, Data
Access.
For load-balanced nodes, you can use the virtual IP or hostname associated with the
common virtual IP.
A name consistent with your host naming convention.

For more information see .Name Business Applications, Tiers, and Nodes

Tiers and Business Transactions

The business transaction is the mechanism by which AppDynamics orders and aligns performance
indicators (response time, throughput, and so on) with the business perspective. AppDynamics
uses business transactions to organize all user requests to represent accurately the load on your
business application and to provide diagnostic deep-dive data into requests that experience errors
or perform slower than the usual trend.

Every business transaction is defined within the context of a tier. Therefore, if you want to
optimally configure your business transactions, first model your tiers to reflect your unique

http://docs.appdynamics.com/display/PRO14S/Name+Business+Applications%2C+Tiers%2C+and+Nodes


Copyright © AppDynamics 2012-2014 Page 31

business requirements. You can create custom business transactions that apply to every tier in
your business application; in many cases it is more useful to associate specific business
transactions with specific tiers.

Business transactions represent either a category or a type of user request that depicts the
primary functions of your application. Examples of business transactions include:

In an , user actions such as logging in, searching for items, addinge-commerce application
items to the cart, etc.

In a , the content sections that users navigate such as sports, world news,content portal
entertainment, etc.

In a , operations such as receiving a stock quote, buying andstock trading application
selling stocks, etc.

To ensure visibility into your most important operations, it is critical that you optimize your business
transactions. After setting up your environment based on the recommendations in this paper, see 

 for more information on configuring and optimizingBest Practices for Business Transactions
business transactions.

Mapping Business Applications to Your Environment

An AppDynamics business application includes all of your application environment's services that
provide a complete set of functionality. For clarity, documentation uses the term "business
application" when explaining the AppDynamics model, to differentiate it from what you probably
envision by the word "application." In the AppDynamics user interface, however, you see the term
"application."

Think of a business application as all the web applications, databases, and services that interact or
"talk" to each other or to a shared service. In many cases a business application consists of
several local applications, as well as databases and other backend systems.

When web applications, databases, and services interact, AppDynamics can correlate their
activities to provide useful and interesting performance data when they are part of in a single

. If services exchange information, then they should be monitored in thebusiness application
same business application; assign them the same business application name when you configure
AppDynamics agent properties during installation.

For example, suppose your company implements a shopping application environment that is
composed of an inventory application, e-commerce front end application, and databases. All of
these services interact with one or more of the others, so they should be in the same
AppDynamics business application. If you create separate business applications for each element
(inventory, e-commerce front end, etc.) you won't be able to correlate traffic between them to
identify why a problem, such as slow response time, occurs.

Multiple Business Applications

AppDynamics lets you monitor multiple business applications; however, as explained above,
activities cannot be correlated among business applications. If you want events to correlate, make
sure the services are in the same business application.

A good example of using multiple business applications is when you have staging, testing, and
production environments for the same website. In this case, you can set up multiple business



Copyright © AppDynamics 2012-2014 Page 32

applications, because the environments don't communicate with one another and thus no
correlation is required.

Even the largest organizations might have only one business application for their entire production
environment.

Once you have determined which applications you will monitor in AppDynamics, use the following
guidelines as you are modeling nodes and tiers:

If multiple nodes communicate with each other, put them in the same application.
If multiple nodes deploy the same code, such as in a cluster, put them in the same
application and in the same tier.

Naming Business Applications

Use the same guidelines as those that apply to naming tiers - use names everyone in your
company will recognize. Because most companies have only one business application for their
entire production environment, the business application name might be as simple as
"CompanyName" or "Production." You want to make sure that everyone who is viewing information
for the business application in the AppDynamics UI knows exactly what they are looking at. Make
the names you choose as clear and transparent as you can.

For more information, see .Name Business Applications, Tiers, and Nodes

Modeling for a Successful Failover Strategy

One additional factor to consider when modeling your environment concerns maintaining
monitoring visibility in the case of a failover operation. When you have two data centers configured
to implement a failover strategy, you must configure AppDynamics on both your main data center
and your backup data center before a failover occurs.

The hours immediately following a failover are critical, as you must ensure that the failover has
succeeded and that service has been restored via the backup data center. Obviously, if your
system is failing over, something has gone wrong somewhere - losing visibility into your system at
the same time you are diagnosing and recovering from a failover means you are "flying blind" at a
time when visibility is more important than ever.

To avoid this scenario and be fully prepared for a failover, install agents on all the nodes in your
backup data center, create the same AppDynamics business application(s) in each data center,
use the same AppDynamics configuration settings in each application, and so on. Preparing ahead
for failover assures that you will be able to have proper monitoring and alerting immediately after
failover, using the same business transactions, baselines, and other elements critical to your
monitoring model.

The need for fully implementing AppDynamics on a failover system is often overlooked. Your
AppDynamics model needs to go hand-in-hand with any failure testing plan to ensure that your
company’s strategy will work in case of a real emergency. For an overview of implementing APM
on a backup system, see this Planning for Failure with Application Performance Management blog

. For more specific information and instructions for configuring your backup data center topost
assure successful failover, see .Best Practices for Failover Scenarios for Java

Learn More

http://docs.appdynamics.com/display/PRO14S/Name+Business+Applications%2C+Tiers%2C+and+Nodes
http://www.appdynamics.com/blog/2011/08/15/planning-for-failure-with-application-performance-management-apm/
http://www.appdynamics.com/blog/2011/08/15/planning-for-failure-with-application-performance-management-apm/
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The Dynamic Nature of the Cloud

With more and more companies moving to a dynamic cloud environment and away from fixed size
data center installments, new challenges have arisen for monitoring cloud applications. While the
end goals (SLA, root cause analysis, etc) remain the same, some of the ways you use
AppDynamics can change to better accomplish your goals.

Applications running in the cloud tend to include components or services (which map to
AppDynamics nodes or tiers) that can come online or go offline at any time. The dynamic nature of
the cloud lends itself to dynamic processes for building and deploying applications. To assure
visibility and rapid responses to issues that occur, cloud deployments drives several new
monitoring requirements.

While using a cloud environments means that you do not directly manage hardware, it is still
critical that you understand your overall system architecture. Managers, architects, and operations
teams need to know what the current architecture is, how many components are in production and
what they are, how many nodes are running throughout the site, etc. This information is important
for managing budgets and planning for growth.

For applications using AppDynamics, a picture of the current architecture at any given time is
available in the . AppDynamics automatic discovery mechanismsApplication Dashboard
continuously update the dashboard as new systems come online, so you always have an
up-to-date view.

Using AppDynamics in Elastic Cloud Environments

Dynamic cloud environments are often called "elastic" because they grow or shrink constantly
based on the load. Rapid elasticity is not possible in a data center where you have been allocated
fixed number of machines. In a cloud environment you can spin up new machines or spin down
others as needed.

Managing Nodes and Backends in the UI

http://docs.appdynamics.com/download/attachments/20187078/PRO14S_BPforCloud_31Mar2014.pdf?version=2&modificationDate=1396310378000&api=v2
http://docs.appdynamics.com/download/attachments/20187078/PRO14S_BPforCloud_31Mar2014.pdf?version=2&modificationDate=1396310378000&api=v2
http://docs.appdynamics.com/display/PRO14S/Logical+Model
http://docs.appdynamics.com/display/PRO14S/Mapping+Application+Services+to+the+AppDynamics+Model
http://docs.appdynamics.com/display/PRO14S/Name+Business+Applications%2C+Tiers%2C+and+Nodes
http://docs.appdynamics.com/display/PRO14S/Hierarchical+Configuration+Model
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Because AppDynamics continuously discovers new nodes and backends, you may want to
configure it to better manage the visualization of them in flow maps and lists.

Reducing the List of Nodes

As machines come and go in the cloud, the list of nodes in the AppDynamics UI grows, because it
displays both used and unused nodes. By default, the Controller considers a node historical after
about 20 days of inactivity and deletes the node after 30 days. You can modify how long unused
nodes are retained in the UI. The Controller uses two retention time settings to specify what
happens to a node after it has been out of contact with the Controller for a specified period of time.
(These settings are available for on-premise Controllers only).

Node retention time (node.retention.period) specifies the number of hours (500 by default)
after which the Controller suspends certain types of processing activities for the node (such
as rule evaluation), but continues to present data for the node in the UI.

Node deletion time (node.permanent.deletion.period) specifies the number of hours after
which the node is permanently deleted from the system.

To reduce the list of unused nodes in the UI you can adjust the node retention time to a small
number, such as just a few hours. Reducing node retention time means nodes that have been
terminated will disappear from the UI in only a few hours, which enables you to focus on nodes
that are in use. If the node has just temporarily shut down, it will reappear in the UI when the node
restarts.

Eventually, unused nodes need to be removed from the system, and by default they are removed
after 720 hours. You can shorten the node deletion time to 48 hours, or whatever is a reasonable
amount of time to wait for a node to reappear in your environment. In some cases if a node hasn't
been in contact with the Controller for a long time there is probably no need to retain its data and
you can permanently delete it. For more information, see .Remove Unused Nodes

Reducing the List of Backends

Just as instrumented nodes may come and go, so may uninstrumented components such as
database or remote service backends. For example, you might have multiple caches residing on a
single dedicated backend server; that is, the server running the cache program is listening on a
number of different ports. By default, AppDynamics will interpret each of these calls/ports as
individual nodes. To reduce the number of redundant backends displayed in the UI, you can
display them all as a single node on the . In this example you would create a customflow map
backend detection rule based on machine name. Then each time AppDynamics discovers a call to
this machine, instead of creating a new node, it will resolve the call to the same backend name, so
you only see one "cache" node in the flow map. For more information, see Configure Backend

 or .Detection for Java Configure Backend Detection for .NET

Another method is to resolve specific backends into a custom tier. For example, instead of the
node-naming solution above, you can create a "Cache" tier and then use REST API automation to
resolve all calls that contain the string "cache" into that tier. For more information, see Creating

 and .New Tiers Use the AppDynamics REST API

Tracking Configuration Changes

In a less dynamic application environment, flow maps do not change much from one day to the
next. When monitoring in the cloud, however, as new systems come online or go offline, the site

http://docs.appdynamics.com/display/PRO14S/Remove+Unused+Nodes
http://docs.appdynamics.com/display/PRO14S/Configure+Backend+Detection+for+Java
http://docs.appdynamics.com/display/PRO14S/Configure+Backend+Detection+for+Java
http://docs.appdynamics.com/display/PRO14S/Configure+Backend+Detection+for+.NET
http://docs.appdynamics.com/display/PRO14S/Creating+New+Tiers
http://docs.appdynamics.com/display/PRO14S/Creating+New+Tiers


Copyright © AppDynamics 2012-2014 Page 35

as a whole may be affected. In AppDynamics you can use the Compare Releases feature to track
differences between two periods of time, such as yesterday vs. today. Compare Releases can
show subtle differences and helps you track any adverse regressions in the architecture. For
example, Compare Releases can indicate if communications from Tier A to Tier B worked well
yesterday but do not work today, and you can investigate what code change may have caused the
difference. For more information, see .Compare Releases

Another option is to mark a release using our REST API to insert a release event with relevant
information that makes sense to you. You can automate it as part of your standard processes. For
details see .Application Deployment Event Integration

Analyzing When to Add or Remove Nodes

When planning or revising your cloud management strategy, it's useful to have metrics that
indicate when you need to spin up and spin down new nodes. You can use AppDynamics automati

 to add nodes based on specified conditions, but first you need to determine what thoseon
conditions are. 
The AppDynamics  feature can help you gather the information you need.Correlation Analysis
Specifically, you want to correlate node count (or app agent count) with the average response time
for each tier.

In the Correlation Analysis window compare these metrics:

X axis – Application Infrastructure Performance -> <tier name> -> Agent -> App ->
Availability (represents the number of nodes)
Y axis – Overall Application Performance -> <tier name> -> Average Response Time

The response time should be good for all levels of node counts. If response time degrades at any
level, it can mean that there are not enough nodes present at that given time to handle the load.
Use this data to investigate further. In a test environment you can create and modify a workflow for

 to launch new nodes under different conditions.cloud orchestration

Through Correlation Analysis you might discover that you can actually spin down nodes earlier
than you have currently specified. If you are using an external system such as Amazon AWS to
host your cloud-based system, spinning down nodes sooner can save you money.

Alerting on Dependent Services

Cloud-based application environments are not just a series of nodes that can be allocated. Many
other services are provided as part of the cloud infrastructure. They can include a load balancer,
load scaler (which adds/removes nodes), storage system, data system, etc. In a perfect world the
cloud provider ensures those systems are up 100% of the time, and quickly alerts application
owners if is an issue. However when systems develop problems even the cloud providers may not
quickly realize the impact or identify and notify the affected application owners.

While it is not possible for you to run an AppDynamics agent on a cloud infrastructure service, it is
possible to create  on key performance indicators by leveraging backend detection andalerts
custom exit points. You can capture critical dependencies, monitor the traffic, set alerts and
notifications, and exposed their status in . For details see Custom Dashboards Backend Monitoring
and .Alert and Respond

Learn More

http://docs.appdynamics.com/display/PRO14S/Use+the+AppDynamics+REST+API#UsetheAppDynamicsRESTAPI-ApplicationDeploymentEventIntegration
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Application developers can use AppDynamics to observe how a module they have designed and
built functions in both test and production environments. You can see how a module interacts with
other modules, both internal and external, and often observe conditions that you may not have
anticipated during development.

Specifically, you can:

Explore interactions between your module and other services.
View performance indicators for your module.
Discover stalls and code deadlocks.
Identify slow user requests, in your module or in another service that your module calls and
find root cause.
Identify types and volumes of errors generated by the module.
Troubleshoot server problems, including memory usage and machine hardware issues.

Tip: Consider assigning a developer or team to the tiers and business transactions in
your application to monitor and troubleshoot before customers encounter problems.

Identify How Your Code is Represented in AppDynamics

In AppDynamics nomenclature, an application component or service is often modeled as a tier.
See  and  to understandLogical Model Mapping Application Services to the AppDynamics Model
AppDynamics terminology for applications, tiers and nodes.

Locate your tier in the  flow map.Application Dashboard

http://docs.appdynamics.com/download/attachments/20187074/PRO14S_BP_forAppDev_23Apr2014.pdf?version=1&modificationDate=1398273680000&api=v2
http://docs.appdynamics.com/download/attachments/20187074/PRO14S_BP_forAppDev_23Apr2014.pdf?version=1&modificationDate=1398273680000&api=v2
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Examine Flow

Click on your tier to see its .Tier Dashboard

The Tier Dashboard is the starting point for viewing high-level information about your code's
performance and its interactions with other services in the environment.

In the  you can observe the flow of traffic between services: the sequence of calls andflow map
their frequency.

If your module is calling obsolete services, or if it is not calling vital services, it will be evident on
the flow map.

By clicking the flow line between your service and another, you can discover the locations of
bottlenecks that affect your service.
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Some bottlenecks that start downstream can eventually effect your service's performance.
Problems may stem from backend services such as databases, LDAP servers, caches, etc. If you
can identify these types of problems, you can ask that they be fixed or work around them.

In the lower part of the Tier Dashboard, you can examine key performance indicators such as
average response times, load, and errors. In the  on the right you see theTransaction Scorecard
number and percentage of requests to your service that are slow, very slow, or stalled.

Examine Errors in Your Services

To view the errors that your service generates, click the  tab in the Tier Dashboard. ClickErrors
the Error Transactions subtab if it is not already selected.

At the top is a graph of error rates over the selected time range that shows when errors spiked.



Copyright © AppDynamics 2012-2014 Page 39

Click the  subtab to see the exception counts and rates for the exceptions in theExceptions
selected time range. You can decide which ones are acceptable in the short term and which ones
have the potential to bring down a live system.

Tip: Monitor exceptions at least once a day, concentrating on the most frequently
occurring types to see which are increasing. If some of the reported exceptions are not
really a problem, change the error configuration to exclude them. See Configure Error

.Detection

For any exception that occurs frequently, double click it to see its graph and examine the pattern.

There are three basic patterns:

Steady: Implies that this exception has occurring for a long time, so it is unlikely to be
urgent.
Occasional: Maybe the exception spikes up every day at lunch time, or every 3 days. This
pattern implies that some additional load is causing this exception. Investigate what happens

http://docs.appdynamics.com/display/PRO14S/Configure+Error+Detection
http://docs.appdynamics.com/display/PRO14S/Configure+Error+Detection
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during the times when exception rate increase.
Trending up: If an exception rarely or never happens and suddenly increases, this indicates
a potentially serious condition.

To drill down on an exception:

1. Double-click the exception.
2. Click the  tab to see all the occurrences in the selected timeOccurrences of this Exception
range.

3. Click the  tab to see a stack trace.Stack Traces for this Exception
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After any major code change, re-examine the  tab to compare the results with the list ofErrors
known errors to see if any new serious errors have emerged or if any known errors are occurring
more frequently per time range.

Some errors may not originate from your application code, but may be a result of infrastructure
problems further downstream, for example, a connection time out. When you see those, the Tier

 can help you identify which service is causing the error.Dashboard

Examine Your Code

If you see a problem, look at the . These are collected based on variousTransaction Snapshots
settings,  usually because a business transaction is slow, stalled, or has an error.

Transaction snapshots provide diagnostic information about your tier's transactions, including call
graphs (callstacks), the SQL that was executed, the HTTP that was sent, cookies, etc.

Click the Transaction Snapshots tab in the Tier Dashboard to see the list of transaction snapshots
for the selected time range. See  and  for information aboutTransaction Snapshots Call Graphs
filtering and drilling down into snapshots.



Copyright © AppDynamics 2012-2014 Page 42

Tip: A common use of transaction snapshots is when you are investigating performance
problems. If you know approximately when a problem occurred, you can find snapshots
taken during that time range and analyze the stack. Also you can look for code patterns
associated with errors, stalls and deadlocks.

Examine Server Performance

To see all the nodes (app servers) that belong to your service, click the Nodes tab in the Tier
Dashboard. The Nodes tab offers details about how your servers are performing.  

Memory

Click the Memory subtab in the Nodes tab of the Tier Dashboard (available only for nodes running
Java). Sort the nodes by JVM % Heap to identify machines that are running out of heap.



Copyright © AppDynamics 2012-2014 Page 43

Double-click one of those nodes to get its Node Dashboard and in its  tab get detailedMemory
information about memory usage. The information in the  tab helps you to understandMemory
how memory pools are being used and how much time is being spent freeing memory.

You can investigate a memory spike by correlating time of the spike with other activity that you
observe. For example:

Specify a time range around the time of the spike and look in the Business Transaction
 to find out which business transactions deviated from normal.Dashboard

In the Tier Dashboard, examine any errors, stalls, deadlocks, or slow calls that occurred
during the time range.

Examine a few transaction snapshots to see the code executing at this time and drill down to
the root cause of the problem.
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To investigate problems as quickly as possible, AppDynamics can alert you when a certain
condition exists. You can create a policy based on a health rule for the condition (for example
when heap size exceeds 80%) that sends an email to the developers. See  and .Policies Actions

Hardware

Click the Hardware subtab of Nodes tab of the Tier Dashboard to see information about the
hardware.

Sort the nodes by CPU % to see if CPU usage is excessive.

Double-click one of those nodes to get its Node Dashboard. In its Hardware subtab you can see if
routines are I/O bound or CPU bound by looking the corresponding graphs.

You can also see how much RAM is being used by app server heaps and if network I/O is heavy.

Sort the nodes by memory usage to identify machines that are running out of RAM.

Examine by Business Transaction

Business transactions divide up the load into logical operations that map to user requests, such as
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Login, Search, Checkout, etc. See  for more information aboutBusiness Transaction Monitoring
business transactions.

Open the , click  if they are not visible, and enter the name ofBusiness Transactions List Filters On
your tier in the Tier field.

You can view the list of business transaction that originate in your service or component. You can
them sort by load, performance, error counts, etc. You can see which transactions are deviating
from normal performance and investigate them.

Double-click a business transaction to see its dashboard. The Business Transaction Dashboard
shows the same flow and performance information as the Tier Dashboard, for one type of user
request. You can investigate the services that are involved in the particular business transaction
and find any issues for this transaction flow.

The business transaction view is important because in the Tier Dashboard you may see healthy
flow between your service and many other services, but a business transaction flow may reveal
other issues.

Monitor in a Development Environment

Using AppDynamics in a non-production environment is useful for capturing and troubleshooting
issues while your applications are under development before you move them into production. To
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facilitate greater flexibility into the amount of visibility into your environment, AppDynamics
provides the following monitoring levels when using the App Agent for Java,

Production is the normal operational mode that optimizes agent performance for your
environment, where you have set the balance between transaction visibility and overhead. 
Development can be used in non-production environments where overhead is less of a
concern. When Development mode is enabled, the system relaxes the various limits
associated with data capture. AppDynamics disables all limits that are intended to reduce
overhead in order to increase the amount of data captured, such as disabling limits to the
number of call graphs and SQL statements to capture. As a safeguard, when the load
reaches the maximum number of calls per minute you pre-defined or heap utilization
reaches the maximum value you defined for Development, AppDynamics re-enables all of
the limits.

For more information, see .Monitoring in a Development Environment
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Network Operations Center (NOC) and and other front-line support staff can use AppDynamics to:

Assess overall application health by viewing key performance metrics.
Accurately identify trouble spots.
Immediately triage problems and either repair them or alert the right team.
Help the team maintain low mean time to recovery (MTTR).

Monitor Key Indicators

Custom dashboards help you quickly identify problems without showing too many details about
applications operations and development. Custom dashboards can include only the key indicators
that management wants you to monitor.

See .Custom Dashboards

http://docs.appdynamics.com/download/attachments/20187076/PRO14S_BPforNOC_23Apr2014.pdf?version=1&modificationDate=1398270720000&api=v2
http://docs.appdynamics.com/download/attachments/20187076/PRO14S_BPforNOC_23Apr2014.pdf?version=1&modificationDate=1398270720000&api=v2
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Monitor Overall Application Health

You can get an idea of overall application health by viewing the .Application Dashboard
The Application Dashboard  shows all the tiers (app servers) in the application and howflow map
traffic moves between them.

For details see .Application Dashboard

By default AppDynamics uses colors to show the health of each service: green indicates normal
operation, yellow or orange indicates a warning condition, red indicates a critical condition. By
clicking on yellow, orange, or red indicators, you can quickly pinpoint troublesome areas in need of
further investigation.

Monitor Business Transactions

AppDynamics  organize application traffic into logical operations that map tobusiness transactions
user requests, such as Login, Search, Checkout, etc. Each business transaction has its own Busin

.ess Transaction Dashboard

Open the  to sort business transactions by load, performance, errorBusiness Transactions List
counts, etc.
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Tip: Immediately investigate any business transaction with an error rate over 10% or a
red icon in the Health column. A red health icon indicates that performance is
abnormally slow compared to the baseline. See Behavior Learning and Anomaly

.Detection

Monitor Tier and Node Problems

To see all the nodes (app servers) in an application:

1. In the left navigation pane click .Servers -> App Servers
2. In the View selection click the grid view icon.

AppDynamics lists of all the nodes in the application. Each node represents an app server.
You can sort the nodes in ascending or descending order based on the value of any column
header by clicking the column header.

When you identify a server with problems, double-click it in the list to see its .Node Dashboard
From the Node Dashboard you can investigate problems for a particular server in detail or you can
forward the URL of the Node Dashboard to the team that is responsible for maintaining that server.

There are three subtabs in the list: Health, Hardware and Memory.

General Node Health

While still in Grid View, in the  click the Health tab. Then click the Health columnApp Servers List
header to sort the nodes by health so that the unhealthy nodes (red followed by yellow) are at the
top of the list.

If the health status of a node is red or yellow, double-click the node to see its .Node Dashboard

Hardware

While still in Grid View, in the  click the Hardware tab.App Servers List

http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
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Sort the nodes by CPU % (avg) in descending order to see where CPU usage is excessive.

Then sort the nodes by Mem % (avg) to identify servers that are running out of RAM.

Double-click any node in which CPU % or Mem % is excessive to see its Node Dashboard.

Memory (Java)

While still in Grid View, in the App Servers List click the Memory (Java) tab. If you are running
Java JVMs in your environment, they are displayed.

Sort the nodes by GC Time Spent in descending order to identify where garbage collection is
taking too long and possibly hindering app performance.

Tip: If a node's garbage collection time or heap % is excessive, double-click the node to
see its . In the Node Dashboard's Memory tab you can get detailedNode Dashboard
information about the server's memory usage.

Custom Dashboards

Custom dashboards help you successfully identify problems without overloading you with all the
details. Operations management can create custom dashboards for you that include only the key
indicators that they want you to monitor. See . Here is an example:Create a Custom Dashboard
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Need a PDF?

Download: Best Practices for Operations
Professionals
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Learn More

http://docs.appdynamics.com/download/attachments/20187073/PRO14S_BPforOps_8Apr2014.pdf?version=2&modificationDate=1396990113000&api=v2
http://docs.appdynamics.com/download/attachments/20187073/PRO14S_BPforOps_8Apr2014.pdf?version=2&modificationDate=1396990113000&api=v2
http://docs.appdynamics.com/display/PRO14S/Quick+Start+for+Operators
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Operations Professionals can use AppDynamics to:

Assess overall application health by viewing key performance metrics
Accurately identify trouble spots
Immediately triage problems and either repair them or alert the responsible team
Help the team maintain low mean time to recovery (MTTR)

If you are new to AppDynamics, see .Application Performance Monitoring

Monitor Overall Application Health

You can get an idea of overall application health by viewing the .Application Dashboard
The  shows all the tiers and nodes (representing app servers) in theApplication Dashboard
business application and how traffic moves between them. The bottom of the dashboard shows
key performance indicators.

The  pulldown in the upper right of the window sets the duration for the monitoringTime Range
session. Change the time range to see a larger set of monitoring data.

Color indicators show the health of each subsystem; green indicates normal operation, yellow or
orange indicates a warning condition, red indicates a critical condition. Click on yellow, orange, or
red indicators to quickly investigate trouble spots.

Monitor Business Transactions

Business transactions organize application load into logical operations that represent user
requests, such as Login, Search, Checkout, etc. Operations management can make sure that
business transactions are properly configured based on the most important user operations. See B

.usiness Transaction Monitoring

In the  click the Top Business Transactions tab to quickly see businessApplication Dashboard

http://docs.appdynamics.com/display/PRO14S/Application+Performance+Monitoring
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transactions sorted by various possible performance issues.

Sometimes the same business transaction has issues in multiple performance areas.

Double-click a business transaction listing to open its . Look atBusiness Transaction Dashboard
the Events panel to see if there are any code problems or the Transaction Scorecard for errors
and click on them. For example the Events panel can quickly reveal a code deadlock.
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Tip: Immediately investigate any business transaction with an error rate over 10% or a
red icon in the Health column. A red icon indicates that performance is abnormally slow
compared to its baseline.

Monitor Tiers and Nodes

To see all the tiers and nodes (application servers) in a business application do one of the
following to open the :App Servers List

In the left navigation panel click .Servers -> App Servers
In the Application Dashboard click .Server Health

There are three tabs in the : Health, Hardware and Memory (Java). In any tabApp Servers List
click the Grid View icon to see a list of nodes.

You can sort the nodes in ascending or descending value by clicking a column header.

When you identify a slow or stalled node, double-click its listing to open its . FromNode Dashboard
the Node Dashboard you can investigate in detail. You can forward the URL of the Node
Dashboard to the team that is responsible for maintaining it.
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General Node Health

While still in Grid View, in the  click the Health tab. Then click the Health columnApp Servers List
header to sort the nodes so that the unhealthy nodes (red followed by yellow) are at the top of the
list.

If the health status of a node is red or yellow, double-click the node to open its  .Node Dashboard

Hardware

While still in Grid View, in the  click the Hardware tab.App Servers List

Sort the nodes by CPU % (avg) in descending order to see where CPU usage may be excessive.

Sort the nodes by Mem % (avg) to identify servers that are running out of RAM.

Double-click any node in which CPU % or Mem % is excessive to open its .Node Dashboard

Memory (Java)

While still in Grid View, in the  click the Memory (Java) tab. If you are runningApp Servers List
Java JVMs in your environment, they are displayed.

Sort the nodes by GC Time Spent in descending order to identify where garbage collection is
taking too long and possibly hindering app performance. Sort the nodes by JVM % Heap in
descending order to see if the heap is getting too full.

For nodes in which garbage collection time or heap percentage (%) is excessive, double-click the
node to open its  . Click the Memory tab to see detailed information about memoryNode Dashboard
usage.
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Analyze Incidents

AppDynamics reports all changes in application state as events. Click  in the left navigationEvents
pane to see the list of events for the selected time range.

You can double-click any event in the list to get details about the event. In the details window that
opens you can get more information about the event. The type of information depends on the type
of event. For example, a health rule violation event produces an event summary with a button that
links to the dashboard of the affected entity at the time that the event occurred.

See  for information about viewing events.Filter and Analyze Events

Use Policies, Health Rules, and Actions

Policies enable proactive monitoring, allowing you to identify and escalate problems before they
become critical. You can configure policies to alert operations staff when any event occurs.

There are default  that you can modify. You can create additional health rules basedhealth rules
on other critical infrastructure metrics. Then you match health rules violation events to actions to
take when these events occur.

Operations may also receive notifications generated by policies related to application performance
that have been created by other teams.

You can also configure actions for events that are not health rule violations. See Notification
 for details about configuring notifications to alert staff about health rule violations and otherActions

events that you specify.
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Deep Links in Notifications

Notifications sent by email contain deep links to details about the rule that was violated or the
event that was generated. This is an example of an alert with a deep link:

Share Deep Links

In addition to deep links in alerts, any time you are observing a dashboard or troubleshooting an
issue in AppDynamics, the URL in the browser is a deep link to a place where anyone can get a
head start investigating. For example, if you are examining a Node Dashboard for a node that is
experiencing problems, the deep link might be:

http://demo2.appdynamics.com/controller/#location=APP_NODE_MANAGER&t
imeRange=last_6_hours.BEFORE_NOW.-1.1355787148826.360&application=4&
node=17&memoryViewMode=0

If you are examining a transaction snapshot for a stalled request, the deep link might look like this:

http://demo2.appdynamics.com/controller/#location=APP_SNAPSHOT_VIEWE
R&timeRange=last_15_minutes.BEFORE_NOW.-1.1355782673575.15&applicati
on=4&rsdTime=Custom_Time_Range.BETWEEN_TIMES.1355787536803.135578573
6803.0&requestGUID=5d994c90-a99f-419f-a6b8-61ad6b202ab1

When you escalate a problem to other teams, such as developers, email them the deep link.
These links are much more succinct and useful for troubleshooting and resolving issues than log
files and long descriptions about where to look.

Conversely, when a problem is escalated to you by another team, request the deep link provided
by AppDynamics to help you start troubleshooting.

Suggestions for Customizing AppDynamics

Organizations can use custom dashboards, policies, and alerts to customize AppDynamics for
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NOC and Support staff. Customizations can focus on metrics that the organization deems
important to track and the values that define good and bad performance.

Custom Dashboards

Custom dashboards help you successfully identify problems without overloading you with all the
details. Operations management can create custom dashboards for you that include only the key
indicators that they want you to monitor. See . Here are someCreate a Custom Dashboard
examples:

Custom Dashboards

Executive Dashboard

Key Performance Indicator Dashboard
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System Operations Dashboard



Copyright © AppDynamics 2012-2014 Page 59

DevOps Dashboard
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E-Com Hosts Dashboard
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Need a PDF?

Download: Best Practices for Performance and
Quality Assurance Engineers

 
 

Policies and Alerts

Operations management can create  that define thresholds for acceptable performance.policies
Policies can automatically  you when performance crosses those thresholds.alert

Tip: Send email alerts generated by health rule violations to the NOC. See Notification
.Actions

You can click through on the deep link in the email alert, do basic triage, and then escalate the
problem to the right team. Include the deep link in the notification so that the next team can quickly
start working on it.

If the NOC already uses an alarming system, a more sophisticated approach is to integrate alerts
from AppDynamics into that system using custom notifications. See .Custom Actions

Learn More

Rapid Troubleshooting

Best Practices for Performance and Quality Assurance Engineers

Compare Performance
Metrics
Compare Application Flow
Compare Critical Code
Test Load
Examine Errors and
Exceptions
Examine Memory Usage

http://docs.appdynamics.com/download/attachments/20187072/PRO14S_BPforQA_23April2014.pdf?version=1&modificationDate=1398274236000&api=v2
http://docs.appdynamics.com/download/attachments/20187072/PRO14S_BPforQA_23April2014.pdf?version=1&modificationDate=1398274236000&api=v2
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Monitor in a Development Environment
Learn More

Performance and QA engineers can use AppDynamics to help certify new versions of applications
before they are released to production. You can quickly detect problems and errors and discover
their root cause.

You can:

Identify performance regression.
Identify functionality regression.
Compare critical sections of code.
Perform load testing to verify response to peak load.
Discover new errors being produced by the new release.
Identify changes in memory usage that could have negative effects on the system.
Monitor code in a non-production environment, where overhead is less of a concern, to gain
better visibility.

You can create summary before and after performance reports in PDF format for management.
See .Reports

Compare Performance Metrics

Before and after the release, use the AppDynamics  to graph key performanceMetric Browser
metrics for each business transaction. Compare graphs taken before and after the new release.
For example, the graph below shows average response time over a twelve hour period. See Infras

.tructure Metrics

You can compare summary performance indicators (load, average response time, error rate) from

http://docs.appdynamics.com/display/PRO14S/Reports
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two different time periods, by business transaction, by tier (application component) or by node
(app server). Note the difference in load and response time between the two days in the Compare
Releases window below. See .Compare Releases

 

Compare Application Flow

You can see changes in application flow by comparing flow maps generated before and after the
new release. You can view flow maps by business transaction in its Business Transaction

 or by tier in each .Dashboard Tier Dashboard

Flow maps display the flow of traffic, the sequence of calls and their frequency, between tiers.
They can tell you if a component is calling obsolete services and if it is not calling vital services.
For example in the comparison below you can see that in addition to the difference in call rates the
CONTROLLER-MySQL DB in the Dec 6 flow map is no longer present in the Dec 8 flow map.
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Compare Critical Code

Transaction snapshots provide information about the executing code (using ), the SQLcall graphs
that was executed, the HTTP that was sent, cookie values, etc. Configurable settings control when
snapshots are collected. By default snapshots are collected on a periodic basis and when a
business transaction is slow or has errors.

You can analyze differences in code paths before and after a new release. See To Compare
.Snapshots

Tip: Record any changes in code that affect performance in the new release and show
them to developers. It is much faster to resolve problems if you have clearly identified
some discrepancies than just to complain that operations have slowed. You can copy a
link of the transaction snapshot to the clipboard by clicking the clipboard icon in the
upper right corner of the snapshot.

Collect snapshots of all key transactions that effect the performance in important systems. On
Java platforms you can make sure to collect some full call graphs on key operations to capture the
complete execution path of slow transactions starting from before the time that they started to
slow. See .Configure Call Graphs

http://docs.appdynamics.com/display/PRO14S/Transaction+Snapshots#TransactionSnapshots-ToCompareSnapshots
http://docs.appdynamics.com/display/PRO14S/Transaction+Snapshots#TransactionSnapshots-ToCompareSnapshots
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Test Load

Apply maximum load on the test system while monitoring it with AppDynamics to see how your site
performs under stress. You can use load testing tools to simulate load on your system.

You can measure how response time and CPU utilization degrades with increased load. Scalability
analysis helps you to determine the capacity that your system can support and to spot any
reduction in performance introduced with new releases. See .Scalability Analysis

Examine Errors and Exceptions

Click  to view the volume of errors and exceptions that are beingTroubleshoot -> Errors
produced by various tiers.
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Click the  subtab to look for exceptions that were introduced by the new code. AlsoExceptions
look for exceptions that are not new but are becoming more frequent. Errors that are trending up
are potentially just as serious as new errors.

Drill down to the exception detail to see the historical frequency of an exception that is new or
trending up.

To drill down on an exception:

1. Double-click the exception.
2. Click the  tab to see all the occurrences in the selected timeOccurrences of this Exception
range.
3. Click the  tab to see a stack trace.Stack Traces for this Exception

Examine Memory Usage

Another important regression to monitor is memory usage for each node.

Click the Memory tab in the  to analyze:Node Dashboard

The type of garbage collection strategy being used.
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How often collections occur.
How much memory is being used.

The  is a good place to see any changes that may have degraded performance,Node Dashboard
such as lower heap size or a different garbage collection strategy. Any degradation this area can
lead to performance problems.

Monitor in a Development Environment

Using AppDynamics in a non-production environment is useful for capturing and troubleshooting
issues while your applications are under development before you move them into production. To
facilitate greater flexibility into the amount of visibility into your environment, AppDynamics
provides the following monitoring levels when using the App Agent for Java,

Production is the normal operational mode that optimizes agent performance for your
environment, where you have set the balance between transaction visibility and overhead. 
Development can be used in non-production environments where overhead is less of a
concern. When Development mode is enabled, the system relaxes the various limits
associated with data capture. AppDynamics disables all limits that are intended to reduce
overhead in order to increase the amount of data captured, such as disabling limits to the
number of call graphs and SQL statements to capture. As a safeguard, when the load
reaches the maximum number of calls per minute you pre-defined or heap utilization
reaches the maximum value you defined for Development, AppDynamics re-enables all of
the limits.

For more information, see .Monitoring in a Development Environment
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Copyright © AppDynamics 2012-2014 Page 69

Walkthrough
from AppDynamics, 4:29 minutes

Business Transactions

The business transaction is the mechanism by which AppDynamics orders and aligns load traffic
(response time, throughput, and so on) with the business perspective.

AppDynamics uses business transactions to:

Organize all user requests to represent accurately the load on your business application.

Provide diagnostic deep-dive data into requests that experience errors or perform slower
than the usual trend.

Business transactions represent either a category or a type of user request. They depict the
primary functions of your application. Examples of business transactions include:

In an , user actions such as logging in, searching for items, addinge-commerce application
items to the cart, etc.

In a , the content sections that users navigate such as sports, world news,content portal
entertainment, etc.

In a , operations such as receiving a stock quote, buying andstock trading application
selling stocks, etc.

Business Transactions and Application Health

How well a business transaction performs is the most important factor when monitoring the health
of your application. The performance data for a particular business transaction in your system
provides information such as:

Availability: Is the functionality currently available? For example, are the users currently
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able to log in to the site?

Performance: How is this task currently performing? For example, how much time, on
average, does it take to complete a check-out request? How is the business transaction
performing compared to what is considered acceptable performance? The picture below is a
summary view of what it means to say that "Checkout is OK".

User Experience: How many users performing a particular task experienced slow response
times or stalls? Are there performance spikes or lulls due to end user patterns such as
holidays?

Historical Comparisons: How does historic data for particular time ranges compare to
current data?

Business Transactions in Distributed Environments

A distributed environment typically has multiple tiers deployed with multiple app servers,
databases, remote services, etc. A business transaction may span multiple nodes through remote
calls to external services, collecting data from all of these components and measuring the
processing time required to collect both synchronous and asynchronous data across all tiers.

The method call that starts the business transaction is called the entry point.
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For example, when an app server invokes the business logic associated with an eCommerce
checkout operation, it makes a database call plus multiple calls to services in other tiers.
AppDynamics discovers and groups these activities as a single "checkout" business transaction.
This business transaction captures processing time, which relates to the response time typically
experienced by a user.

The transaction also collects all code paths invoked by the business logic when diagnostic data is
collected.

How AppDynamics Discovers Business Transactions

When application requests are received by transaction entry points, AppDynamics automatically
discovers and identifies the requests as business transactions. AppDynamics uses information
from the transaction entry point to name the transaction.
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Multiple user requests, as long as they follow the same code path, are categorized as instances of
a single business transaction. For example, one user-click results in the Checkout business
transaction being identified as a single request. Then, when another user performs the same
action, AppDynamics associates the two requests with the same Checkout business transaction.

You can configure how AppDynamics discovers business transactions by creating custom match
rules that map precisely to your business processes. You can also exclude auto-discovery of
business transactions that you do not want to monitor by creating custom exclude rules.

Optimizing Business Transaction Monitoring

AppDynamics recommends that you configure your system to monitor the business transactions
and other operations that are key to your business. There are multiple ways to approach this. For
example, you can exclude certain operations from detection. You can combine several operations
into a single business transaction, or split a default business transaction to provide more
granularity. See  and Configure Business Transaction Detection All Other Traffic Business

. Transaction

Learn More

 A Look at Business Transactions
Organizing Traffic as Business Transactions

Organizing Traffic as Business Transactions
Identify Your Business Transactions
Fine-Tune Your Business Transactions

The Optimal Set of Business
Transactions

Learn More

http://appdynamo.wistia.com/medias/ycab01ajvm
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Managing Your Business Transactions
from AppDynamics, 10 minutes

If you organize your web site users' most important activities into business transactions, you will
get the maximum benefits and the shortest mean time to resolution (MTTR) from AppDynamics.

Application users don’t complain that the server seems to be experiencing memory leaks or that
CPU is maxing out. Instead, users say they cannot log into the application or notice that it takes
too long to complete a checkout. That is why AppDynamics uses business transactions, such as
the Login and Checkout processes, to identify and troubleshoot real-world problems in production.
AppDynamics automatically detects the business transactions in your application by looking for the
business transactions' entry points. You can fine-tune how AppDynamics detects entry points.

To get optimal value from AppDynamics, make sure that your business transactions are set up to
describe the traffic that you need to monitor and that they are not set up to monitor extraneous
traffic that is not important to your success. Although you will derive some value from
AppDynamics auto-discovery, you will significantly increase the utility of the product if your
business transactions are tuned to reflect your organization's needs.

Identify Your Business Transactions

You can install AppDynamics and see how it auto-discovers business transactions in your
environment, and then configure it to focus on the transactions that get the most traffic. On the
other hand, you could do some upfront planning to select and name the operations you want to
monitor. For example, you could:

Interview the teams responsible for each application component or module to identify the
key 5-20 operations that they feel are important to monitor. Identify which key operations
must work well for the application to be successful. Ask questions about each operation
such as:

What is the business flow it represents?
What information and metrics are expected?
Who is interested and why?
Can the information be obtained in another way, using other features of
AppDynamics?

Name the operations so that they are recognizable to everyone who monitors your

https://education.appdynamics.com/video/managingYourBusinessTransactions/story.html
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application. Use these names for the business transactions. Show these names to
business-level stakeholders and make sure the names make sense to everyone.

Map the operations that you have identified to the appropriate business transaction entry
points. The entry point to a business transaction is typically a method that begins every time
the user request is invoked. Entry points are described in detail at Configure Business

.Transaction Detection

You can keep fine tuning your business transaction configuration, excluding some transactions
that you currently detect and adding others that you have not been detecting, as you learn more
about which transactions give you the most useful information about your application.

Fine-Tune Your Business Transactions

You can help AppDynamics organize your application traffic in terms of business transactions by
configuring how AppDynamics identifies your business transactions. There are many reasons why
you might want to do this. The most common are:

You are getting more monitoring information than you want about requests that are not
essential to understanding your business, such as administrative console requests,
heartbeat pings, and so on.

You want to exclude whole classes of transactions: for example, URIs that match or do not
match a certain pattern.

The default automatic detection mechanism is not identifying the appropriate entry points for
the business transactions. For example, you may want the agent to discover transactions
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based on a class/method combination instead of at a higher component level.

The automatic detection mechanism is not identifying any business transactions in your
application. This is typically the case if your application is not built with a framework that
AppDynamics can auto-detect. You can configure AppDynamics to discover business
transactions by creating custom match rules for determining the correct entry points.

You want to split a single business transaction into multiple ones. For example, a login
request may be detected as a single transaction, but you want to split into two transactions
based on whether the request branches to a new-user or existing-user operation.

If you have large number of transactions, you can analyze the All Other Traffic business
 to decide how to configure business transactions that reflect your application'stransaction

actual traffic patterns. For example, if one of the transactions in All Other Traffic is called
frequently, you could configure a new business transaction for that traffic.  

Some auto-discovered business transactions may have little or no traffic, so there is no need
to monitor them. 

Once you have identified and configured the most important business transactions, you can
create a "catch-all" transaction to capture and name all the traffic that is not mapped to other
business transactions.  

To fine-tune your business transactions see .Configure Business Transaction Detection

The Optimal Set of Business Transactions

Before configuring the business transactions that are most helpful for your team, identify the
optimal or right set of business transactions to monitor. The most important factor for identifying
business transactions is functionality. When you analyze user requests, you can produce a
manageable list of functionality that is related to service levels.

For example, in an e-commerce application the individual requests that "add items to the shopping
cart" can be tracked as the "Add To Cart" business transaction. For a web portal or content site,
you could define business transactions by the category of the content, such as "Politics", "Sports",
etc. You could also create more granular business transactions, such as sub-transactions of
"Sports" based on the type of sports.

The easiest way to determine the optimal number of business transactions is to consider the
following:

The number of unique types of requests present in the application

The number of service levels per business transaction

AppDynamics recommends that you have only as many service levels as are necessary for a
particular transaction. For example, a Login transaction represents the performance characteristics
of all users who login to a system. The service level for a Login operation for any given time
indicates the performance of the transaction. This data translates directly to what end users
experience while logging in.

For web traffic, every unique URL is not a business transaction. Multiple URLs will map to the
same type of request and therefore map to the same business transaction.
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Tip: One technique for deciding which business transactions are important is to look at
the default  to see what AppDynamics discoversBusiness Transactions List
out-of-the-box and sort them by the Calls or Calls/Minute columns.

Organize Business Transactions into Groups

When multiple business transactions are similar and you want to roll up their metrics, you can put
multiple business transactions into a group.

Usually you group transactions together when they represent a single business service and for
reporting purposes you want the metrics combined into a single object - the business transaction
group. For example, you have multiple services running on the same application server and they
belong to a single AppDynamics business application. You create a single business transaction
group for all transactions belonging to one service. In other words, you group the business
transactions based on the service to which they belong. Then you have multiple business
transaction groups and you can use the group metrics as indicators of the overall health of each
business service.

Grouping in the UI can also provide a hierarchy of existing business transactions that need to be
individually tracked but are related. For example, all transactions of a specific .war file (if one app
server is used to deploy multiple applications as .war files), or all transactions of a specific entity,
such as an organization, region, category and so on.

Grouping in the UI makes your lists and flowcharts easier to monitor. See Grouping Business
.Transactions

If you have business transactions that you don't need to see at all, consider using exclude rules
and/or modifying entry point detection. See  .Configure Business Transaction Detection

 

Learn More

Configure Business Transaction Detection
Hierarchical Configuration Model
Match Rule Conditions
All Other Traffic Business Transaction
Business Transaction Configuration Methodology for Java
Configure Transaction Detection for PHP
Getter Chains in .NET Configurations
POJOs and POCOs
Business Transaction Dashboard
Business Transactions List

All Other Traffic Business Transaction

How Transactions are Gathered into All Other Traffic
Viewing All Other Traffic

To look at the All Other Traffic transactions
To get metrics for All Other Traffic using REST

Managing All Other Traffic
Business Transaction Limits for the Controller
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http://docs.appdynamics.com/display/PRO14S/Configure+Business+Transaction+Detection#ConfigureBusinessTransactionDetection-GroupingBusinessTransactions
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Business Transaction Default Limits for Agents
Changing Business Transaction Default Limits

Learn More

You can select an All Other Traffic business transaction in the , view itsBusiness Transactions List
dashboard, and see its key performance metrics in the .Metric Browser

How Transactions are Gathered into All Other Traffic
For optimal performance, there are default limits of 50
business transactions per app agent and 200 business
transactions per business application. There is no limit at
the tier level.

The app agent limit applies to each app agent, not to the
machine. If you have multiple app agents on a single
machine, the machine can handle the number of agents
times 50.

If traffic exceeds the default limits, the traffic from what
would be 51st detected business transaction and greater
for the agent or the 201st and greater detected business
transaction for the application is collected into a default
business transaction called "All Other Traffic -
<tier_name>". There is one of these "All Other Traffic"
default transactions for each tier.

Some applications, such as those that create business
transactions dynamically, can exceed the default limits
very quickly. Since you want to monitor the business
transactions that are key to your business, look at All Other
Traffic and decide whether any of it needs to be
reconfigured. See  and Managing All Other Traffic Configur

.e Business Transaction Detection

Viewing All Other Traffic

The All Other Traffic business transaction displays according to its tier name in the Business
.Transactions List
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To look at the All Other Traffic transactions

You can look at the instances of a default business transaction in the Business Transaction
.Dashboard

1. Select it in the list and click . Update the  as needed.View Dashboard time range

2. In the All Other Traffic dashboard click .View Traffic Details

The Traffic Details window displays a list of the auto-detected transactions that occurred after the
limits were exceeded.

The Business Transaction Name column contains auto-generated names for the transactions. The
Call column shows the number of instances of the transaction and the Type column shows the
entry point type.

3. If the  link is displayed, click it to see more calls. It retrieves 600 calls per click. If theFetch more
 link is not displayed, there are no more calls to retrieve for the selected time range.Fetch more

To get metrics for All Other Traffic using REST

The name used for All Other Traffic in the REST API is "APPDYNAMICS_DEFAULT_TX". See an
example at Use the AppDynamics REST API

http://docs.appdynamics.com/display/PRO14S/Use+the+AppDynamics+REST+API#UsetheAppDynamicsRESTAPI-Example-RetrievetheaveragecpuusedbytheAllOtherTrafficbusinesstransactionduringthepast15minutesontheECommerceserver.
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Managing All Other Traffic

In most cases you want to examine the transactions in All Other Traffic and determine whether
they represent important business transactions that you want to monitor or not. For example, if an
All Other Traffic transaction is called frequently, you can define a custom rule for a new business
transaction for that traffic. You can "trade off" and keep within the limits by excluding other
business transactions, such as those that have little or no load, by using a custom exclude rule.

To learn more about tuning business transactions see Organizing Traffic as Business Transactions
and .Configure Business Transaction Detection

The following sections explain why there is a default limit on number of business transactions for
app agents and the Controller.

Business Transaction Limits for the Controller

After every minute, the Controller aggregates and monitors service levels of each business
transaction and accepts data from multiple agents processing the same business transaction. The
Controller stores data about those agents which identify the business transaction or the entry
points and the data about other nodes (where the business transaction context is maintained).

The Controller I/O processing ability is affected by both the number of business transactions and
the number of nodes in the application.

To learn more about what type of hardware can efficiently manage how many nodes and business
transactions see  .Controller System Requirements

Business Transaction Default Limits for Agents

The business transaction default limit for agents is very important because AppDynamics is
designed for production environments. AppDynamics agents do not simply collect data and report
it to the Controller, they also:

Observe service levels for each business transaction.

Observe metrics, such as the number of slow requests, and start diagnostic data collection
when thresholds are reached.

Imposing default limits on the number of business transactions is one way to manage the memory
requirements of the agent in any type of application environment.

Changing Business Transaction Default Limits

Before changing the limits, take into account the following factors:

Controller hardware. For details see  .Controller System Requirements

Memory available for the agent on the managed JVM or CLR. To analyze the memory
allowed for the agent:

After the agent discovers 50 transactions, compare the current memory footprint of the
JVM or CLR with that of the agent.
Then, compare this data with the memory available for the agent.

To change the limits, contact  .AppDynamics Support

Learn More

http://docs.appdynamics.com/display/PRO14S/Controller+System+Requirements
http://docs.appdynamics.com/display/PRO14S/Controller+System+Requirements
http://www.appdynamics.com/support.php
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Expert Advice

See how AppDynamics monitored performance
in real time during elections

by Sandy Mappic

Organizing Traffic as Business Transactions
Configure Business Transaction Detection

Transaction Snapshots

Deep Code-Level Visibility in Production
Overview of Transaction Snapshots

To view transaction snapshots
Transaction Snapshot Views

Snapshot Flow Map
Snapshot Waterfall View
The Snapshot List View

Transaction Snapshot Call Drill Downs
Diagnostic Data Captured by a Transaction Snapshot in the Call Drill Down Window

Using Transaction Snapshots
Sorting and Searching for Specific Transaction Snapshots

To filter transaction snapshots using search criteria
To filter transaction snapshots by refining the results list

Comparing Snapshots
To compare snapshots

Troubleshooting With Snapshots
To analyze the most expensive calls and SQL statements

Archiving Snapshots
To Archive a Transaction Snapshot
To Find Archived Transaction Snapshots

Learn More

A transaction snapshot depicts a set of diagnostic data, taken at a certain point in time, for an
individual transaction across all app servers through which the transaction has passed.

Transaction snapshots are the vehicle for troubleshooting the root causes of performance
problems.

Deep Code-Level Visibility in Production

Code level visibility is essential for troubleshooting performance problems in production. You need
details about the exact code path taken by a particular transaction and the time spent in the
methods that were executed. A distributed environment presents a challenge because multiple
code paths are executed across multiple application servers.

Overview of Transaction
Snapshots

AppDynamics generates a
transaction snapshot to capture
the code paths executed on
instrumented application servers
involved in a distributed
transaction.

http://www.appdynamics.com/blog/2012/11/07/fox-news-avoids-presidential-day-bottlenecks-with-appdynamics/
http://www.appdynamics.com/blog/2012/11/07/fox-news-avoids-presidential-day-bottlenecks-with-appdynamics/
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Transaction snapshots contain considerable amounts of data and are processed and sent from the
app server on which the application is running. Therefore, they are captured selectively under
following conditions:

When a diagnostic session is triggered
AppDynamics starts diagnostic sessions when it detects a pattern of performance problems.
In addition you can manually start a diagnostic session from the Business Transaction
Dashboard. For details see .Diagnostic Sessions

When slow, stalled, or error transactions are identified
These snapshots may have partial call graph information, starting at the time when the
transaction slowed or experienced an error.

Based on the Periodic Collection setting
By default AppDynamics captures one snapshot every 10 minutes. For details see Configure

.Transaction Snapshots

To view transaction snapshots

You can get a list of transaction snapshots for the selected time range:

From the  tab of the application, tier, node, or business transactionTransaction Snapshots
dashboards
From the links in the transaction scorecards in the application, tier, node, or business
transaction dashboards
From the  or  in the leftTroubleshoot-> Slow Response Time Troubleshoot-> Errors
navigation pane

1. Navigate to an application, tier, node, or business transaction dashboard.

2. Click the  tab.Transaction Snapshots

3. From the list of transaction snapshots that displays, select the snapshot that you want to view
and click .View Transaction Snapshot

4. In the transaction flow map click .Drill Down

Or

1. Navigate to an application, tier, node, or business transaction dashboard.

2. Click the individual slow, very slow, stalls or errors links in the Transaction Scorecard section of
the dashboard.

3. From the list of transaction snapshots that displays, select the snapshot that you want to view
and click .View Transaction Snapshot

4. In the transaction flow map click .Drill Down

Or

1. Click  or  in the left navigationTroubleshoot-> Slow Response Time Troubleshoot-> Errors
pane.

2. Select a slow or error transaction from the list.

3. Click .View Transaction Snapshot
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4. In the transaction flow map click .Drill Down

Transaction Snapshot Views

Snapshot Flow Map

When you double-click on any item in the list of transaction snapshots, a Transaction Snapshot
Flow Map displays.  You can see the user experience, execution time, and timestamp of the
transaction. The flow map also provides details of the overall time that is spent in a particular tier
and  in database and remote service calls.

Snapshot Waterfall View

When you click the Snapshot Waterfall View tab, you see a timing waterfall chart of the snapshots
collected for a business transaction. The chart visualizes the call execution times as they occur
during the end-to-end transaction time.
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If there is asynchronous activity the waterfall view displays those calls in a different color.

The Snapshot List View

The Snapshot List View shows a simple list. The list is very useful for sorting snapshots according
to execution time. 
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Transaction Snapshot Call Drill Downs

An individual transaction snapshot contains diagnostic information for individual business
transaction instances. It provides information to help diagnose why a particular transaction or
series of transactions are not performing as well as expected.

To get the call drill down information:

In the Transaction Snapshot Flow Map view, click  on a tier. Drill Down
In the Snapshot Waterfall View select a snapshot and double-click or click  .Drill Down
In the Snapshot List View select a snapshot and double-click or click  .Drill Down

 The contents of a transaction snapshot containing async segments look slightly different if you
access the snapshot via the Business Transaction view or via the App/Tier/Server view. In the
Business Transaction view, only the originating segments are shown initially, and then you can drill
down to the async segments as desired. Because the App/Tier/Server view surfaces all the
segments that are relative to that entity, all segments, originating or async, are listed initially.

Diagnostic Data Captured by a Transaction Snapshot in the Call Drill Down Window

The following details are captured in a transaction snapshot:

Summary: Problem summary, execution time, CPU, timestamps tier, node process ID,
thread name, etc.

Call Graphs: Call graphs for every tier involved in a transaction. You can drill down to the
method call that is causing the problem. AppDynamics automatically filters non-application
classes such as core Java classes, third party libraries, application server and database
driver implementation classes. You can configure call graph settings to control which
classes should be included or excluded from the call graph. To configure, see Configure Call

.Graphs
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Hot Spots: Sorts the calls by execution time, with the most expensive calls at the top. To
see the invocation trace of a single call in the lower panel, select the call in the upper panel.
Use the slider to filter which calls to display as hot spots. For example, the following setting
filters out all calls faster than 30 ms from the hot spots list.

Using the  and   node properties you canforce-hotspot-if-diag-session hotspot-collect-cpu
respectively control whether or not hot spot snapshots are collected for manually started
diagnostic sessions and whether CPU time or real time is collected within the hot spot
snapshots.

SQL Calls: All SQL queries fired during a request. AppDynamics normalizes the queries
and by default does not display raw/bind values. You can configure SQL capture settings to
monitor raw SQL data in the queries. Calls taking less than 10 ms are not reported but when
they occur multiple times you may see <SQL Call(s)> in the Query column to identify these
calls. To configure, see .Configure Call Graphs

HTTP Params: HTTP payloads contain basic data such as the URL and session ID, and
additional data for Servlet entry points, Struts, JSF, Web Services, etc. You can use HTTP
data collectors to specify which query parameter or cookie values should be captured in the
transaction snapshot. To configure, see .Configure Data Collectors

http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties+Reference#AppAgentNodePropertiesReference-force-hotspot-if-diag-session
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties+Reference#AppAgentNodePropertiesReference-hotspot-collect-cpu
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Cookies: The snapshot can use cookie values to help identify the user who initiated the
slow or error transaction. To configure, see .Configure Data Collectors

User Data: User data from any method executed during a transaction, including parameter
values and return values, to add context to the transaction. You can use method invocation
data collectors to specify the method and parameter index. To configure, see Configure

.Data Collectors
 In cases where an exit call is made just before a business transaction starts, exit call

information can show up in this field, particularly if the transaction is marked as slow or
having errors. Please note that sensitive information on the exit call may be shown in this
situation.

Error Details: Exception stack traces and HTTP error codes.

Hardware/Mem: Graphs for hardware (CPU Memory, Disk IO, Network IO), Memory (Heap,
Garbage Collection, Memory Pools), JMX, etc.

Node Problems: Viewer to analyze node problems. See .Troubleshoot Node Problems

Additional Data

Transaction snapshots include distributed call graphs and response time distribution details only
when a series of bad transactions or a performance policy violation trigger a diagnostic session on
a node.

Using Transaction Snapshots

Sorting and Searching for Specific Transaction Snapshots

To filter transaction snapshots using search criteria

1. In the  tab click the  subtab.Transaction Snapshots All Snapshots

2. Click  if filters are not showing.Show Filters

3. Click . Check the following criteria to sort the list:Search Criteria

User Experience
Slow
Very Slow
Stall

Execution Time in milliseconds

Business Transaction
Click  (the + icon) to select a Business Transaction as a search criteriaAdd

Errors
Click  to list all errorsError Occurred
Click  (the + icon) to select a particular error as a search criteriaAdd

HTTP Request Data
URL
Session ID
User Principal
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Data Collector Data
Collector Type: Any, HTTP Parameter, Business Data, Cookie
Name
Value

Archived
Return Only Archived Snapshots

Advanced
Request GUIDs

3. Click .Search

To filter transaction snapshots by refining the results list

You can refine the results list of a previous query. AppDynamics instantly updates the list as you
select or deselect the  filters.Refine Results

1. In the  tab of a dashboard click the  subtab.Transaction Snapshots All Snapshots

2. Click .Show Filters

3. Click . Use the following criteria to sort the list:Refine Results

User Experience
Normal
Slow
Very Slow
Stall

Business Transactions
Business Transactions by name
AppDynamics also shows the number of snapshots.

Tiers
Tiers by name
AppDynamics also shows the number of snapshots.

Nodes
Nodes by name
AppDynamics also shows the number of snapshots.

Errors
Snapshots where an error occurred

Comparing Snapshots

To compare snapshots

1. In the Business Transactions All Snapshots list, select two snapshots that you want to compare.

2. Click .Analyze -> Compare Snapshots
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The Snapshot Comparison window displays a comparison of the selected snapshots. Look at the
Time and Change columns to find slow methods.

 

 

Troubleshooting With Snapshots

To analyze the most expensive calls and SQL statements

1. In the Business Transactions All Snapshots list, select a single or a group of snapshots that you
want to analyze. You can select up to 30 snapshots.

2. Click Analyze -> Identify the most expensive calls / SQL statements in a group of
.snapshots

AppDynamics displays the most expensive calls (methods) in the snapshots and the most
expensive SQL statements.
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1.  
2.  

Archiving Snapshots

Normally transaction snapshots are purged after a configurable time - by default, two weeks. To
save a snapshot beyond the normal snapshot lifespan – for example, if you want to make sure a
snapshot associated with a particular problem is retained for future analysis – archive the
snapshot. 

Customers with on-premise controllers can modify the default two-week period by configuring the
snapshots.retention.period in the Controller Settings section of the Administration console.

To Archive a Transaction Snapshot

Display the Transaction Snapshot flow map.
Click the   button in the upper right corner.Archive

When you are viewing your snapshot list, a small icon in the far right column indicates that a

snapshot has been archived. 

To Find Archived Transaction Snapshots

To display only archived snapshots in the snapshot list, filter the snapshot list and check Return
. See  .Only Archived Snapshots To filter transaction snapshots using search criteria

Learn More

Configure Transaction Snapshots
Call Graphs
Diagnostic Sessions



Copyright © AppDynamics 2012-2014 Page 90

Configure Data Collectors
Configure Call Graphs
Access the Administration Console

Configure Transaction Snapshots

Transaction Snapshots
To configure distributed snapshot correlation for backends
To configure periodic snapshot collection
To disable periodic snapshots

Learn More

Transaction Snapshots

A transaction snapshot depicts a set of diagnostic data, taken at a certain point in time, for an
individual transaction across all app servers through which the transaction has passed. See Trans

.action Snapshots

To configure distributed snapshot correlation for backends

To support transaction snapshots for a distributed transaction, correlation must be enabled for the
backends through which the transaction passes. You enable correlation in the backend
configuration window. Note that correlation is not supported for all types of backends. See Backen

.d Monitoring

To configure periodic snapshot collection

1. In the left navigation pane click .Configure -> Slow Transaction Thresholds

2. In the view navigation, select .Default Thresholds

3. Modify the settings for periodic snapshots in the Configure Periodic Snapshot Collection section.

 : AppDynamics recommends that you do not use low values if you have a high loadImportant
production environment. When there are thousands or millions of requests per minute, collecting
snapshots frequently could flood the system with many snapshots that may not be of high value.
Either turn OFF the periodic snapshots and apply to all Business Transactions, or choose a very
conservative (high) rate depending on the expected load. For example, if you have high load on
the application, choose every 1000th executions or every 20 minutes, depending on the load
pattern.

If your SLA-violation-based policies are enabled, you can safely disable the periodic snapshots.
See .Policies

To disable periodic snapshots

1. In the left navigation pane click .Configure -> Slow Transaction Thresholds

http://docs.appdynamics.com/display/PRO14S/Access+the+Administration+Console
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2. In the view navigation, select .Default Thresholds

3. Clear the following check boxes:  and Take one Snapshot every xxx executions Take one
.Snapshot every xxx minutes

4. If needed, click .Apply to all Existing Business Transactions

5. Click .Save Default Diagnostic Session Settings

Learn More

Transaction Snapshots
Diagnostic Sessions
Call Graphs
Policies

Measure Business Transaction Performance

The key performance indicators (KPIs) that AppDynamics uses to measure business transaction
performance are:

Load (calls per minute)
ART (average response time in milliseconds)
Errors (total number and errors per minute)

For information about where to observe these metrics see , KPI Graphs Business Transaction
 and .Dashboard Business Transactions List

You can see all the performance metrics that AppDynamics collects for business transactions (not
just the key metrics) in the Business Transactions tree of the , as shown in theMetric Browser
following image. 
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Select any of the Business Transaction metrics to view data for the metric in the time range you
have selected in the Controller UI. For more information on viewing metric data in the browser, see

.   Metric Browser

Measure Distributed Transaction Performance

Distributed Transactions
Transaction Tracing
Distributed Transaction Performance
Multi-Threaded Transactions
Learn More

Distributed Transactions

In a service-oriented environment, when multiple teams are responsible for different services, the
performance indicators of an overall transaction (such as average response time) are insufficient
when you want to do both performance characterization and troubleshooting. The distributed
nature of the transaction is an integral aspect of characterizing transaction performance.

For example, when a transaction flows through multiple tiers, you may ask these questions about
the distributed activity:

How much time is spent in each of the tiers on an average?
How much time is spent over the network between tiers on an average?
How many times is each tier being called on an average?
For a messaging tier, what is the average incoming message rate?
Are the correct infrastructure components being used (such as staging vs. production)?
What are the characteristics of an individual request?
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AppDynamics applies distributed transaction tracing to answer these types of questions for all
business transactions as well as for the entire application.

Using a tag, trace, and learn approach, AppDynamics traces the transaction context across all
tiers, including JVMs, CLRs, PHP Web servers, and calls to HTTP, JMS, SOAP, databases, third
party web services, etc. 

AppDynamics displays distributed communication performance in the business application and
business transaction flow maps.

Transaction Tracing

When two tiers communicate over a protocol  and both the tiers aresupported by AppDynamics
instrumented as part of the same business application, the application flow map automatically
connects the two corresponding tiers. By default, the flow map displays all measurements per tier.
You can drill down to see the performance data for individual nodes in the tier. For details see Appl

 and .ication Dashboard Flow Maps

Inter-JVM or inter-CLR communication

When a JVM or CLR communicates with the external component that is not being monitored as
part of the same business application, such as a database or a message queue, you can monitor
the performance data for the communication. For more information see  and Monitor Databases Mo

.nitor Remote Services

http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions
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CLR or JVM-Backend communication

Distributed Transaction Performance

The Application Dashboard  characterizes performance across the business application.flow map

The application flow map provides information about the following performance indicators:

The time spent on an average for a tier
The time spent over the network between tiers
The time spent over the network between a tier and a database or remote service such as a
messaging service (backends).
See  and .Monitor Databases Monitor Remote Services

The Business Transaction Dashboard  displays the performance characteristics of allflow map
requests for a particular business transaction.

The business transaction flow map provides information about the following performance
indicators:

Rate of distributed activity specific to each tier
The percentage of time spent in each tier

In addition to providing performance data and showing bottlenecks, you can use flow maps to
compare against baselines. Comparisons against baselines help identify anomalies in distributed
communication performance. For more information see .Behavior Learning and Anomaly Detection

Multi-Threaded Transactions

If your application spawns multiple threads to perform its task, you can use AppDynamics to
monitor individual threads.

See  or  dependingTrace Multi-Threaded Transactions (Java) Enable Thread Correlation for .NET
on your platform.

Learn More

Behavior Learning and Anomaly Detection
Monitor Databases

http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
http://docs.appdynamics.com/pages/createpage.action?spaceKey=PRO14S&title=Trace+Multi-Threaded+Transactions+for+Java&linkCreation=true&fromPageId=20187227
http://docs.appdynamics.com/display/PRO14S/Enable+Thread+Correlation+for+.NET
http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
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Monitor Remote Services
Distributed Transactions for PHP

Configure Business Transaction Detection
How AppDynamics Identifies Business Transactions
Using Entry Points

Example Entry Point
Auto-Discovered Default Entry Points

Configuring Entry Points
To access business transaction
detection configuration

Custom Match Rules and Transaction Splitting
Sequence and Precedence for
Auto-Naming and Custom Match Rules
To create custom match rules

Sample custom match rule
Transaction Splitting for Dynamic Discovery

Sample custom match rule with split
The Priority Parameter when Multiple Rules
Apply
Collect Extra Traffic into a Catch-all
Transaction

Creating Exclude Rules
To view default exclude rules

Default exclude rules for Java platforms
Default exclude rules for .NET platforms

To create custom exclude rules
Excluding Business Transactions from the UI

To exclude a business transaction from the UI
Deleting Old Unwanted Business Transactions

To delete old unwanted business transactions
Renaming Business Transactions

To rename business transactions
Grouping Business Transactions

To group Business Transactions
Learn More

Transaction Detection

For details about your
platform, see:

Business Transaction
Configuration
Methodology for Java
Configure Business
Transaction Detection
for .NET
Configure Transaction
Detection for PHP

To get optimal value from AppDynamics, make sure that your business transactions are set up to

http://docs.appdynamics.com/display/PRO14S/Business+Transaction+Configuration+Methodology+for+Java
http://docs.appdynamics.com/display/PRO14S/Business+Transaction+Configuration+Methodology+for+Java
http://docs.appdynamics.com/display/PRO14S/Business+Transaction+Configuration+Methodology+for+Java
http://docs.appdynamics.com/display/PRO14S/Configure+Business+Transaction+Detection+for+.NET
http://docs.appdynamics.com/display/PRO14S/Configure+Business+Transaction+Detection+for+.NET
http://docs.appdynamics.com/display/PRO14S/Configure+Business+Transaction+Detection+for+.NET
http://docs.appdynamics.com/display/PRO14S/Configure+Transaction+Detection+for+PHP
http://docs.appdynamics.com/display/PRO14S/Configure+Transaction+Detection+for+PHP
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describe the relevant traffic that you need to monitor and that they are not set up to monitor
extraneous traffic that is not important to your success. Although you will derive some value from
AppDynamics auto-discovery, you will significantly increase the utility of the product if your
business transactions are tuned to reflect your organization's needs. See Organizing Traffic as

 and .Business Transactions All Other Traffic Business Transaction

You specify how AppDynamics detects business transactions for your application by:

Understanding how business transactions are identified using entry points

Configuring how AppDynamics detects your application's entry points

Creating exclude rules to prevent detection of business transactions that you don't need to
monitor.

Excluding business transactions from the UI to prevent detection of business transactions
that you don't currently need to monitor, but may want to re-enable in the future.

Deleting old unwanted business transactions so that only the newly-configured ones are
used.

After you configure entry point detection, improve the usability of the information by:

Renaming transactions so that everyone can understand their purpose.

Rolling up metrics and reducing clutter in the UI by .grouping multiple business transactions

How AppDynamics Identifies Business Transactions Using Entry Points

When application requests are received by transaction entry points, AppDynamics uses a
transaction auto-discovery mechanism to identify the requests as business transactions.
AppDynamics uses information from the transaction entry point to name the transaction. Automatic
naming conventions include:

When a Servlet method executes, name the business transaction after the first two
segments of the URI.
When a Struts action executes, name the business transaction after the Struts action name.

There are two scopes to identifying business transactions:

 (sometimes called "global discovery rules"Automatic transaction naming configurations
and "auto-detection scheme") by default apply across the entire business application and
can be overridden at the tier level. AppDynamics provides default, out-of-the-box automatic
configurations. You can modify the automatic global transaction naming configuration across
the entire business application or tier in the Transaction Detection Entry Points and
Transaction Naming Configuration windows.

 (sometimes called "custom match rules") Custom transaction naming configurations by
default apply across the entire business application and can be overridden at the tier level.
AppDynamics provides some platform-specific custom match rules that are disabled by
default. When you need different configurations for different parts of the application or
different web contexts, add custom match rules in the Transaction Detection and New
Business Transaction Match Rule window.  

As you might expect, you can use a combination of the global and specific configurations to
effectively identify and represent the most important business transactions in your application. 
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Example Entry Point

The ACME Bookstore checkout operation uses the following URL:

http://acmeonline.com/checkout

When this request is received, the application triggers a sequence of actions:

1. On the first tier that receives the request (called the originating tier), the /checkout URI is
mapped to a Servlet called CheckoutServlet.

2. On the execution of the doGet/doPost method, AppDynamics uses the URI /checkout to identify
the business transaction and name it "Checkout".

3. As the application makes calls to other tiers, AppDynamics maintains the context of this
particular transaction. On downstream tiers, entry points correlate to incoming http calls, web
service requests, and other communications from instrumented tiers.

Multiple user requests, as long as they follow the same code path, are grouped as a single
business transaction. In the ACME Bookstore example, one user-click results in the Checkout
Business Transaction being identified as a single transaction. Then, when another user performs
the same action, AppDynamics associates the two requests with the same Checkout Business
Transaction.

Auto-Discovered Default Entry Points
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By default AppDynamics discovers many commonly-used entry points. AppDynamics classifies
entry points by the type of framework (such Web Service) and maintains a default detection
scheme for each type.

The UI displays the default entry points and allows you to:

Completely disable an entry point type.
Disable the default discovery mechanism so that only custom configurations can be used
instead.
Configure transaction naming schemes for some common entry points.

See  and .Web Entry Points Messaging Entry Points

If the default entry points do not provide all the business transactions you want to monitor, you can
.configure how AppDynamics detects your application's entry points

You may want to do this if the auto-discovered entry points for certain types do not map precisely
to the business perspective or if AppDynamics is detecting too many business transactions. When
AppDynamics detects too many entry points it creates a special business transaction called "All
Other Traffic - <Tier Name>" that you can use to fine-tune your entry points. See All Other Traffic

.Business Transaction

Configuring Entry Points

To gain better visibility for selected types of user requests, you can customize how AppDynamics
detects business transactions at the tier or application level by configuring custom entry points.
You can:

Customize detection settings using custom match rules on entry points to establish a set of
transactions that represent important business activity while not being too granular.
Combine business transactions using custom match rules on entry points to reduce the
overall number of business transactions.
Use dynamic values to fine-tune transaction detection or exclusion based on a parameter or
user data.

For examples see the related topics for your app agent:

Business Transaction Configuration Methodology for Java
Configure AppDynamics for .NET
Configure Transaction Detection for PHP

Configuring entry points involves:

Custom Match Rules and Transaction Splitting: To refine entry point definitions.
The Priority Parameter when Multiple Rules Apply: To sequence how match rules are
applied.

To access business transaction detection configuration

1. From the left navigation pane select .Configure -> Instrumentation

2. Click the  tab if it is not already selected.Transaction Detection

3. Click the detection subtab that corresponds to your environment.

http://docs.appdynamics.com/display/PRO14S/Business+Transaction+Configuration+Methodology+for+Java
http://docs.appdynamics.com/display/PRO14S/Configure+AppDynamics+for+.NET
http://docs.appdynamics.com/display/PRO14S/Configure+Transaction+Detection+for+PHP
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4. Select the tier for which you want to configure the transactions or select the application if you
want to configure at the application level.

5. To configure a custom configuration for the tier, select  for this tier.Use Custom Configuration
For information about inheritance for transaction detection, see .Hierarchical Configuration Model

Custom Match Rules and Transaction Splitting

A custom match rule contains two parts:

 

 

The  part defines different match conditions for various parts of a request, such as theMatch Part
URI pattern, value of a HTTP parameter etc.

The  defines the dynamic part of the rule, used to name the transaction,Splitting Part (optional)
such as a pointer to the third URI segment, a pointer to a parameter key, etc.

If a splitting part is configured, the transaction will be named as:

(custom match rule name) + (the name derived from the splitting part)

If no splitting part is configured, the name of the transaction will have the name of custom match
rule.

Sequence and Precedence for Auto-Naming and Custom Match Rules

AppDynamics transaction detection process uses following sequence for automatically naming the
transactions:
1. As soon as the entry point is discovered, AppDynamics checks for a custom match rule. If a
custom match rule exists, the business transaction is named based on that rule.
2. If no custom match rule exists, AppDynamics checks the custom exclude rules. If the custom
exclude rule exists, the transaction is excluded from discovery.
3. If no custom exclude rule exists, AppDynamics applies its auto-detection naming scheme.

The following illustration shows the sequence for the transaction discovery process:

http://docs.appdynamics.com/display/PRO14S/Hierarchical+Configuration+Model
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To create custom match rules

1. In the Custom Match Rules panel of the Transaction Detection tab, click  (the plus icon).Add

2. From the dropdown menu select the  for which you want to create the customEntry Point type
match rule and click .Next
The New Business Transaction Match Rule window appears for the selected entry point type.

3. Check the check boxes and enter the match criteria for AppDynamics to use to detect business
transactions of this type.
The match criteria on which you can configure the rule vary with the entry point type.

4. Click .Create Custom Match Rule

Sample custom match rule

The following rule creates a custom match rule for a business transaction for Servlet-based
requests in which the URI begins with "/products/outdoor". This will also be the name of the
business transaction in the , unless you rename it. See Business Transactions List Business

 for information about renaming.Transactions List Operations

http://docs.appdynamics.com/display/PRO14S/Business+Transactions+List#BusinessTransactionsList-BusinessTransactionsListOperations
http://docs.appdynamics.com/display/PRO14S/Business+Transactions+List#BusinessTransactionsList-BusinessTransactionsListOperations
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Transaction Splitting for Dynamic Discovery

The process of using a dynamic value to customize business transaction discovery is called
transaction splitting. Transaction spitting allows you to fine-tune transaction detection or exclusion
based on a parameter or user data.

For example, the following URL represents a Checkout transaction when a user checks out an
item from the electronics section:

http://nwtrader.com/checkout?category=electronics

You can configure the transaction auto-detection mechanism to identify these types of user
requests as a Checkout.electronics business transaction by specifying the user request data to
use to define the transaction.

With this configuration the business transaction is created dynamically based on the user request.
If the request is

http://nwtrader.com/checkout?category=clothing

the transaction would be Checkout.clothing and so on.

Transaction splitting is optional for the entry point types for which it is offered.

If a splitting part is configured, the transaction is named as:

<custom match rule name> + <name derived from the split configuration>
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Sample custom match rule with split

This example splits a custom match rule similar to the one created in  inSample custom match rule
to separate business transactions, one for each color value in the request.

After this configuration is applied, requests that were previously detected as the "/product/outdoor"
business transaction are now detected as "/product/outdoor/blue", "/product/outdoor/red" and so
on. Now that the "/product/outdoor" business transaction is split, metrics are no longer collected for
the old "/product/outdoor" business transaction. Now that the "/product/outdoor" business
transaction is split, metrics are no longer collected for the old "/product/outdoor" business
transaction.

The Priority Parameter when Multiple Rules Apply

You can use the Priority parameter on a custom rule to specify which rule to apply to the detection
of a business transaction if it could be detected by more than one rule. Priority applies from
highest number to lowest number. The rule with the highest number is matched first. 0 is the
lowest priority. 

Custom rules with whatever priority always have higher precedence over the default
auto-discovery rules. 

If none of the custom rules apply, and auto-discovery is enabled, then the auto-discovery rules
apply. 

If none of the custom rules apply, and auto-discovery is disabled, then the business transaction is
not captured. 

If a business transaction limit is reached before a match rule evaluates, use exclude rules to
prevent detecting transactions that you do not need to monitor.

Collect Extra Traffic into a Catch-all Transaction
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After configuring the most important entry points, consider creating a new "catch-all" rule to collect
all other website traffic. This will help keep down the number of business transactions.

Create a custom match "catch-all" rule where:

Entry point type is the default value for the platform (the most commonly encountered entry
point type)
Priority is "0"
Match value is "URI is not empty"

Make sure the Priority is "0" so that it will be discovered last. Any operations that don't match your
customized detection rules will be discovered by this "catch-all" rule.

 : The "catch-all" rule also captures all web service and Struts traffic. This is becauseNote
custom rules are evaluated before exclude rules, and there are default exclude rules for web
service and Struts traffic. The "catch-all" rule will evaluate first and put what would normally be
excluded by default into the "catch-all" business transaction.

Creating Exclude Rules

Exclude rules prevent detection of business transactions that match certain criteria.

You might want to use exclude rules in the following situations:

AppDynamics is detecting business transactions that you are not interested in monitoring.
A detected business transaction has no traffic.
You want to trim the total number of business transactions.
You need to substitute a default entry point with a more appropriate entry using a custom
match rule.

For example, the Weblogic Jax RPC Servlets rule excludes any business transaction with a
servlet-type entry point based on a class with a name that starts with
"weblogic.wsee.server.servlet".
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The ASP.NET WebService Session Handler rule excludes any business transaction with an
ASP.NET-type entry point based on the System.Web.Services.Protocols.SyncSessionlessHandler
class.
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You can view the other default exclude rules for more examples. See To view default exclude
.rules

If you create an exclude rule after transactions based on the exclude criteria have already been
created, you need to remove the transactions manually using  in the Actions -> Exclude Business

. See .Transactions List Business Transactions List Operations

AppDynamics provides and enables default exclude rules for Servlets and for ASP.NET.

You can view, modify, disable, or remove these rules.

To view default exclude rules

1. In the Exclude Rules panel of the  tab, select an existing exclude rule.Transaction Detection

Default exclude rules for Java platforms

Default exclude rules for .NET platforms

2. Click  (the pencil icon).Edit

3. To exit the exclude rule configuration screen without changing anything, click .Cancel

http://docs.appdynamics.com/display/PRO14S/Business+Transactions+List#BusinessTransactionsList-BusinessTransactionsListOperations
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To create custom exclude rules

1. In the Exclude Rules panel of the Transaction Detection tab, click  (the plus icon).Add

2. From the drop-down menu select the  for which you want to create the excludeEntry Point type
rule and click .Next
The New Exclude Business Transaction Match Rule window appears for the selected entry point
type.

3. Enter the match criteria for business transactions to be excluded from discovery.
The match criteria on which you can configure the rule vary with the entry point type. See Match

.Rule Conditions

4. Click .Create Exclude Rule

Excluding Business Transactions from the UI

When you exclude a business transaction from the UI, AppDynamics retains existing metrics for
the business transaction, but no longer monitors it. Excluded transactions do not count against
business transaction limits.

Excluding transactions using this method is helpful if you think you may want to resume monitoring
the transaction in the future, as the underlying configuration is still present.

For example, AppDynamics may have discovered a business transaction that currently has no
traffic. You can find these easily by scanning the  with the Business Transactions List Transaction

 option disabled:s With Performance Data
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If you know you will never see interesting traffic for the business transaction, you can create an
. If you anticipate traffic in the future, you can exclude it from the UI.Exclude Rule

The exclude action in the UI is also useful for business transactions where a single class or
service detects many methods/operations, and you want to monitor some but not all of them. If you
would have to set up many custom exclude rules, it is simpler to select the subset you do not want
and exclude them via the UI.

To exclude a business transaction from the UI

1. In the left navigation panel click .Business Transactions

2. In the  select one or more transactions that you want to delete.Business Transactions List

3. Either  or select .right-click -> Exclude Transactions Actions -> Exclude Transactions
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To resume monitoring the business transaction, you can click More Actions -> View Excluded
 and "un-exclude" it from the View Excluded Transactions window.Transactions

Deleting Old Unwanted Business Transactions

After you have modified the business transaction discovery configuration using custom match
rules, you then need to delete the old, unwanted business transactions.

If you delete a transaction and you have not changed the configuration, it will be rediscovered.
However, when you have revised the transaction discovery rules properly for what you want to see
and then delete the unwanted business transaction, it won't be rediscovered.

To delete old unwanted business transactions

1. In the left navigation panel click .Business Transactions

2. In the  select one or more transactions that you want to delete.Business Transactions List

3. Click .More Actions -> Delete
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Renaming Business Transactions

By default, all business transactions are identified using default naming schemes for different
types of requests. For ease of use you can change the label associated with the name. Use the
names that are recognizable to everyone who monitors your application. See Organizing Traffic as

.Business Transactions

To rename business transactions

1. In the left navigation panel click .Business Transactions

2. In the  select the transaction that you want to rename.Business Transactions List

3. Click .More Actions -> Rename

4. Enter the new name and click .Rename
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Grouping Business Transactions

Grouping in the UI makes your lists and flowcharts easier to read by reducing visual clutter. It does
not decrease the overall count of transactions; to do that see .Configuring Entry Points

For example, you may have a web service that has 20 methods and AppDynamics identifies them
as 20 business transactions. You can group them together in the flowmap, and still have access to
the metrics for individual transactions in the . See Business Transactions List Organize Business

.Transactions into Groups

To group Business Transactions

1. In the left navigation panel, click .Monitor -> Business Transactions
AppDynamics lists the Business Transactions for the application.

2. Select the business transactions you want to visually group together.

3. Right-click and select .Create Group

4. Provide a name for the group.

5. Save the information.

AppDynamics lists the group on the .Business Transactions List

Learn More

Organizing Traffic as Business Transactions
All Other Traffic Business Transaction
Business Transaction Configuration Methodology for Java
Business Transaction Monitoring
Hierarchical Configuration Model
Match Rule Conditions
Business Transactions List
Web Entry Points

http://docs.appdynamics.com/display/PRO14S/Organizing+Traffic+as+Business+Transactions#OrganizingTrafficasBusinessTransactions-OrganizeBusinessTransactionsintoGroups
http://docs.appdynamics.com/display/PRO14S/Organizing+Traffic+as+Business+Transactions#OrganizingTrafficasBusinessTransactions-OrganizeBusinessTransactionsintoGroups
http://docs.appdynamics.com/display/PRO14S/Business+Transaction+Configuration+Methodology+for+Java
http://docs.appdynamics.com/display/PRO14S/Hierarchical+Configuration+Model
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Messaging Entry Points
Java Web Application Entry Points
POCO Entry Points

Match Rule Conditions

Example Match Criteria for a Servlet-based Request
Case-Sensitivity
To Negate a Match Condition
Learn more

AppDynamics uses match conditions in rules that specify entities to be monitored or excluded from
monitoring. You configure match conditions to fine-tune transaction detection, backend detection,
data collectors, EUM injection, health rules, etc.

A match condition is a comparison consisting of:

A match criterion (such as a method name, servlet name, URI, parameter, hostname, etc.)
A comparison operator typically selected from a drop-down list
A value

The entities and values being compared and the list of appropriate comparison operators vary
depending on the type of configuration.

Example Match Criteria for a Servlet-based Request

The following example is from a custom match rule named BuyBook used for detecting the
business transaction. Detection is based on the discovery of the string "/shopping" in the URI and
of a POST parameter with the value "Book" for the itemid parameter. When AppDynamics
receives a servlet-based request matching these conditions, it monitors the business transaction.

Case-Sensitivity

http://docs.appdynamics.com/display/PRO14S/Java+Web+Application+Entry+Points
http://docs.appdynamics.com/display/PRO14S/POCO+Entry+Points
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1.  
2.  
3.  

Match rules are case sensitive. For example, a rule that specifies a match on "cart" will not match
the string "addToCart".

To force a match rule to be case-insensitive use a regular expression. The following match rule
matches "addToCart" as well as "addTocart".

To Negate a Match Condition

To reverse a match condition, use the gear icon and check the NOT condition check box.

For example, if you want to set a condition where "Port DOES NOT Equal 80":

Configure Port Equals 80.
Click the gear icon.
Check the NOT checkbox.

Learn more

Configure Business Transaction Detection
Regular Expressions In Match Conditions

Regular Expression Engines
Regular Expression Examples

Custom Business Transaction Rules
Backend Discovery Rules

Regular Expression Testing Tools and Resources
Java
.NET

In AppDynamics you can use regular expressions (sometimes referred to as "regex") as an
extension to simple pattern matching. Regular expressions enable you to combine similar
transactions, rather than having to record and identify every variation. You can use regular
expressions in custom match rules, custom exit points, and other configurations.

Regular Expression Engines

The App Agent for Java uses Java libraries for regular expressions. For more information see:

Tutorial: http://download.oracle.com/javase/tutorial/essential/regex/index.html
Javadoc: http://download.oracle.com/javase/1.5.0/docs/api/java/util/regex/Pattern.html

The App Agent for .NET uses the built in .NET regular expressions engine: For more information,

http://download.oracle.com/javase/tutorial/essential/regex/index.html
http://download.oracle.com/javase/1.5.0/docs/api/java/util/regex/Pattern.html
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see:

MSDN: .NET Framework Regular Expressions

The App Agent for PHP uses PHP's built-in PCRE regular expression engine and requires the
same syntax, including delimiters (for example: /^Foo/). For more information, see:

PCRE Manual

Regular Expression Examples

Custom Business Transaction Rules

Online retail applications might have URLs where the useful grouping information is distributed in
different segments of the URI.  One example is http://RetailStore.com/store/jump/category/shoes/d

.  In this example, a useful business transaction might be to matchepartments/view-all/cat630006p
on “/store/jump” and “all” to group all user requests to view all of an available category. A possible
regex (regular expression) for this case is:

\/store\/jump.*\b?all\b

Consider the following REST URL: /myapp/card/{cardnumber}/session. Say, you want a
transaction defined where the numeric card number is irrelevant. With URL patterns such as:

/group/1/nodsession/
/group/1/nodsession
/group/31/nodsession/
/group/2/nodsession

This regular expression will match:

/group/\d.*/nodsession\/?$

 

To group URLs that contain letters then numbers into one business transaction, such as the
following:

mysite.com/aaa123.aspx
mysite.com/b1.aspx

But not match on this URL (because it has no digits after the letters)

mysite.com/z.aspx 

Try the following:

mysite\.com/[a-z]+?[0-9]+?

http://msdn.microsoft.com/en-us/library/hs600312(v=vs.110).aspx
http://php.net/manual/en/book.pcre.php
http://tjmaxx.tjx.com/store/jump/category/shoes/departments/view-all/cat630006p
http://tjmaxx.tjx.com/store/jump/category/shoes/departments/view-all/cat630006p
http://mysite.com/aaa123.aspx
http://mysite.com/b1.aspx
http://myself.com/z.aspx
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Or, to handle upper case letters, the following:

mysite\.com/[a-zA-Z]+?[0-9]+?

 

If you want it to match mysite.com/lettersnumbers.aspx more strictly,
try this:

mysite\.com/[a-zA-Z]+?[0-9]+?\.aspx$

 

Backend Discovery Rules

For an example of a JDBC backend regular expression, see  .JDBC with complex URLs

Regular Expression Testing Tools and Resources

You can find many regex testing pages and other resources online. 

 - Regex101.com is a multi-purpose regex testing website where youhttp://regex101.com/#pcre
can create and test regular expressions. The website supports JavaScript, PHP and other
languages.

 - http://www.regexplanet.com/advanced/java/index.html RegexPlanet is a regular expression test
page for all known engines (languages): Java, JS, .NET, PHP and more.

  - general purpose site with numerous resources, includinghttp://www.regular-expressions.info/
quick starts, tutorials, examples, and more.

Java

http://java-regex-tester.appspot.com/ - a simple testing page for Java

.NET

 - has a library of regularhttp://www.regexlib.com/ Regexlib is a .NET engine tester that also 
expressions and a list of resources. 

Messaging Entry Points
Messaging Entry Points

Default Naming Conventions
To Access the Default Configuration for Messaging Entry Points

Custom Match Rules for Messaging Entry Points
Grouping Example
Message Payload Example

Learn More

This topic discusses messaging entry points configuration.

http://docs.appdynamics.com/display/PRO14S/JDBC+Exit+Points+for+Java#JDBCExitPointsforJava-regex-for-jdbc
http://regex101.com/#pcre
http://www.regexplanet.com/advanced/java/index.html
http://www.regular-expressions.info/
http://java-regex-tester.appspot.com/
http://www.regexlib.com/
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Messaging Entry Points

When an application uses asynchronous message listeners or message driven beans, such as
JMS or equivalent MQ providers as the primary trigger for business processing on the entry point
tier AppDynamics can intercept the message listener invocations and track them as business
transactions. This is relevant only for the entry point tier.

You can define messaging entry points for queue listeners to monitor Service Level Agreements
(SLAs). An SLA is often reflected in the rate of processing by a queue listener. When you monitor
a messaging entry point, you can track the rate of processing by a particular queue listener.

Default Naming Conventions

AppDynamics automatically detects and names the messaging entry points. When a message
listener is invoked, the transaction is named after the destination name (the queue name) or the
listener class name if the destination name is not available.

To Access the Default Configuration for Messaging Entry Points

1. Access the business transaction configuration page.
See .To Access Business Transaction Detection Configuration

2. Scroll down to message entry point entry for your framework.

Custom Match Rules for Messaging Entry Points

If you want finer control over naming messaging requests, you can use custom match rules either
to specify names for your messaging entry points or to group multiple queue invocations into a
single business transaction.

http://docs.appdynamics.com/display/PRO14S/Configure+Business+Transaction+Detection#ConfigureBusinessTransactionDetection-ToAccessBusinessTransactionDetectionConfiguration
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See  for general information about configuring custom match rules.To Create Custom Match Rules

Grouping Example

The following custom match rule groups all transactions to queues starting with the word "Event"

Message Payload Example

The following custom rule uses message properties (headers) to define the custom match rule.
You can also use the message content. You can also use message properties or message content
to define custom exclude rules to exclude certain messaging entry points from detection.

http://docs.appdynamics.com/display/PRO14S/Configure+Business+Transaction+Detection#ConfigureBusinessTransactionDetection-CreateCustomMatchRules
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Learn More

Configure Business Transaction Detection

Web Entry Points

Auto-Detected Entry Points
Enable or Disable Transaction Monitoring
Enable or Disable Automatic Transaction Detection

Business Transaction Names
Learn More

Entry points define where a business transaction begins.

Auto-Detected Entry Points

AppDynamics classifies entry points by the type of the app server platform and maintains a default
detection scheme for each type. The following screenshots show the configurable Java, .NET, and
PHP entry point types.

Auto-Detected Java Entry Points
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Auto-Detected .NET Entry Points

Auto-Detected PHP Entry Points
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Enable or Disable Transaction Monitoring

For each entry point type, you can enable and disable transaction monitoring. When monitoring is
disabled, the agent stops counting, measuring, recording, etc. all activity on servers of that entry
type throughout the application (if detection is being configured at the application level) or for
specific tiers (if transaction is being configured at the tier level). Transactions discovered by
automatic detection and those discovered by custom rules are equally affected.

Enable or Disable Automatic Transaction Detection

For each entry point type, you can also enable and disable automatic transaction detection.

If automatic detection was enabled and then you disable it:

The agent stops reporting metrics for the transactions previously detected by the now
disabled entry point and detects only transactions based on custom rules. However, the
disabled  transaction is not deleted or excluded.
No new transactions based on auto detection for the disabled type are discovered.
Calls to methods and operations of the disabled entry point type are no longer
auto-detected.
Custom rules for the entry point type remain active and the agent reports metrics for
transaction detected by them.

Business Transaction Names

For  Java Servlet, ASP .NET, and PHP Web transactions you can configure whether to use the
entire URI or just part of the URI as the transaction name. You can also name transactions
dynamically using a specific part of the request, such as a specific parameter value, cookie value,
session attribute value, etc. as the transaction name.
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Servlet Naming Configuration

ASP .NET Naming Configuration

PHP Web Naming Configuration
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Learn More

Hierarchical Configuration Model
Business Transactions List
Configure Business Transaction Detection
Messaging Entry Points
PHP Entry Points

Data Collectors
Collecting Diagnostic Data from Application Payload

To view the data collectors for a particular
business transaction
To apply a data collector to a business
transaction

Learn More

Data collectors help you determine whether data that a
transaction passed into an application is causing problems.
When you configure data collectors AppDynamics
accesses information in application code arguments, return
values, and variables and displays the information in Call
Drill Down panels.
Watch a video on how to use a data
collector:

http://docs.appdynamics.com/display/PRO14S/Hierarchical+Configuration+Model
http://docs.appdynamics.com/display/PRO14S/PHP+Entry+Points
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Collecting Diagnostic Data from Application Payload

Some application performance problems are related to the data processed in a request.

For example, consider a transaction that searches for a specific category. If a particular category
has a problem, it can be difficult to diagnose the problem. You would need to:

Isolate the name of the category that experienced a slow or failed search.
Identify all the categories that experienced slow or failed searches.
Identify other details, such as which users experienced problems accessing the search
functionality.

AppDynamics can collect contextual business data either to correlate between different
performance problems or to correlate a particular performance problem with the business data.
The contextual data can be collected either from the HTTP payload data or from the methods that
are invoked as part of the transaction.

AppDynamics can capture the following diagnostic data about the business context attached to the
business transaction:

The basic details such as the type of business transaction, URI, and the time stamp
The HTTP parameters for the transaction
The cookies set for the transaction
User data gathered from any POJO or POCO method executed during the transaction

AppDynamics provides data collectors to collect the business context for each incoming business
transaction. These data collectors capture the diagnostic data from all transactions that are slow,
very slow, stalled or that experience any error during execution.

There are two types of data collectors:

HTTP Diagnostic data collectors for HTTP payload
Method invocation data collectors capture parameters or the return value for a particular
method

If data collectors are configured, the data appears in various panels, such as the HTTP Params,
Cookies, and User Data sections, of a transaction snapshot. To access these panels see To view

.call graphs

https://education.appdynamics.com/video/utilizingDiagnosticDataCollectors/story.html
http://docs.appdynamics.com/display/PRO14S/Call+Graphs#CallGraphs-Toviewcallgraphs
http://docs.appdynamics.com/display/PRO14S/Call+Graphs#CallGraphs-Toviewcallgraphs
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You can configure data collectors for a particular business transaction or for all business
transactions in a business application.

Data collectors are different than information points, which gather data outside the context of a
business transaction. See .Data Collectors Versus Information Points

To view the data collectors for a particular business transaction

1. In the business transactions list, select a business transaction.

2. Click the  drop-down menu.More Actions

3. Click  to view the data collectors configured for that transaction.Configure Data Collectors

To apply a data collector to a business transaction

1. Follow the instructions above in To View the Data Collectors for a Particular Business
.Transaction

2. Move the data collector from the Available Data Collectors list to the Data Collectors list.

3. Click .Save

Learn More

Configure Data Collectors
Data Collectors Versus Information Points

Data Collectors Versus Information Points

Differences Between Data Collectors and Information Points
Data Collectors
Information Points
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Learn More

Differences Between Data Collectors and Information Points

Sometimes there is confusion between data collectors and information points because both
enhance performance monitoring with information about data passed to an application and both
must be explicitly configured. It is also possible to create data collectors and information points on
the same method, but for different purposes.

A major difference between data collectors and information point metrics is that:

Data collectors exist in the context of a business transaction
Information points exist outside of business transactions

Data Collectors

Data collectors exist only in the context of a business transaction. They add information to a
business transaction snapshot, where they can highlight poor performance that may be associated
with data passed in by the request. Data from data collectors appear in the panels of the
transaction snapshot call drill down - HTTP PARAMS, COOKIES, or USER DATA - depending on
the type of the data collector. Data collectors do not appear in the Metric Browser and cannot be
used in health rules. You can filter transaction snapshots based on the value of a data collector in
the transaction snapshot list or using the AppDynamics REST API.

Here are some use cases for data collectors:

You want to identify which users are experiencing problems with a business transaction.
Often the userid is carried in the request as an HTTP query string or in the cookie. Create a
data collector on the userid so you can identify the users in transaction snapshots for slow
transactions. You can then filter transaction snapshots for those specific user ids.
You can identify a business context for slow transactions. Use a method invocation data
collector to extract some business information, such as the country or the orderid, to better
understand the execution context in which users are experiencing poor performance.
You can identify a technical context for slow transactions. For example, you may suspect
that a cache is performing poorly for a specific set of keys, so you create a data collector on
the cache retrieve method. Then the transaction snapshots can help determine if there is
correlation between the suspect keys and poor performance.
You can take advantage of the ability to filter transaction snapshots on a data collector to tag
snapshots. For example, create a data collector based on a header value or path pattern to
tag transaction snapshots initiated by synthetic transactions.

Information Points

Information points aggregate numeric data about invocations of a method outside the context of
any business transaction. Use information points to get metrics about method invocations across
multiple business transactions. Any time the method configured for the information point is
invoked, no matter from where, the information point is triggered.

Here are some use cases for information points:

You can use a code metric information point to track the number of times a servlet is
invoked when the servlet is not part of a business transaction.
You have a slow XML parser used by many business transactions. Use an information point
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to report when the parser was called and how many lines it parsed.
The development team is trying to optimize common application code used by many
business transactions. Creating information points on the important methods can give them
KPIs to assess the success of their optimization efforts.
You can use two information points to track the number of concurrent users of an
application, regardless of the business transaction. Create an information point on the login
method, another on the logout method. The difference between them is the concurrent users
logged into the application in the specified time range.
Create a custom business metric based to report how many of a certain item were sold or
returned or how many credit cards were being rejected.

 Because information points are not tied to a particular business transaction, it is possible that
an error that occurs in the context of a business transaction that happens to go through the
information point will not be counted as an error on the information point itself. Only downstream
exceptions that are unhandled by the end of the information point method or exceptions that are
handled upstream of the method and logged as ERROR or FATAL are counted as errors in the
context of the information point.

Learn More

Configure Code Metric Information Points
Code Metrics
Business Metrics

Configure Data Collectors

Data Collectors
To access data collector configuration

Configuring Method Invocation Data Collectors
To configure a method invocation data collector
To see the output from a method invocation data collector

Configuring HTTP Request Data Collectors
To configure HTTP data collectors

To use the HTTP content-length header to monitor the correlation between the
size of response and overall throughput for an application

To see the output from an HTTP data collector
Learn More

Data Collectors

Data collectors help you determine whether data that a transaction passed into an application is
causing problems. When you configure data collectors AppDynamics accesses information in
application code arguments, return values, and variables, and displays this information in Call Drill
Down panels. See .Data Collectors

You can configure these types of data collectors:

Method Invocation Data Collectors
HTTP Request Data Collectors

To access data collector configuration

1. In the left navigation panel, click .Configure -> Instrumentation

http://docs.appdynamics.com/display/PRO14S/Configure+Code+Metric+Information+Points
http://docs.appdynamics.com/display/PRO14S/Code+Metrics
http://docs.appdynamics.com/display/PRO14S/Business+Metrics
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2. Click the  tab.Diagnostic Data Collectors

Configuring Method Invocation Data Collectors

Configure custom method invocation data collectors to capture parameters or the return value or
the invoked object for a particular method. The captured data appears in panels of the snapshot
viewer.

This procedure involves the following tasks:

Name the data collector
Describe the class and method that the data collector is based on
If the method is overloaded, add its parameters
Optionally restrict the scope of the data collector by adding match conditions
Describe the data to collect from the method and how to process it
Select the business transactions that use the data collector

To configure a method invocation data collector

1. In the Method Invocation Data Collectors panel, click .Add

2. Enter a name for the data collector.

3. Check the Apply to new Business Transactions check box if you want to apply the collector to
new transactions.

4. Specify the class name for the data collector by selecting the comparison to apply from the drop
down menu and entering the fully qualified class name in the adjacent text field.

5. Enter the name of the method on which the data collector is based.

For Java:

For .NET:



Copyright © AppDynamics 2012-2014 Page 127

6. If the method is overloaded:
a. Check the Is this Method Overloaded? check box.
b. For each method parameter, click  to add the fully qualified class name for eachAdd Parameter
parameter.

7. Optionally click  to specify match conditions for the source of the dataAdd Match Condition
collector and the operation to run on the source of the data. Use match conditions to restrict the
data collector to method invocations or return values with certain values or to the invoked object.

If you are using a complex getter chain on the data, see

Getter Chains in Java Configurations
Getter Chains in .NET Configurations

8. To specify the data items that this collector will collect from this method invocation, click  inAdd
the Specify the Data to Collect from this Method Invocation panel. Repeat for each data item to be
collected.

http://docs.appdynamics.com/display/PRO14S/Getter+Chains+in+Java+Configurations
http://docs.appdynamics.com/display/PRO14S/Getter+Chains+in+.NET+Configurations
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9. In the Data Collection screen, specify a name for the data, which kind of data to collect
(parameter, return value, or invoked object), and, if necessary, which operation to use on it.

10. Click .Save

11. To create the data collector, click .Create Method Invocation Data Collector

12. In the Apply to Business Transactions window that appears, specify the business transactions
to which this data collector will be applied by moving them from the Business Transactions NOT
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using this Data Collector list on the right to the Business Transactions using this Data Collector list
on the left.

12. Click . The data collector is created.Save
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 In some environments, including JVM 1.5 and .NET, you must restart after changing the class
name, method name, or method parameter settings. A popup will alert you if this is the case.

To see the output from a method invocation data collector

1. Access transaction snapshots for the business transactions on which this data collector is
applied. See .Transaction Snapshots

2. Examine the USER DATA tab of the transaction snapshot.
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Configuring HTTP Request Data Collectors

Configure custom HTTP data collectors to collect HTTP payload data for diagnosis in the
transaction snapshot.

To configure HTTP data collectors

1. In the HTTP Request Data Collectors panel, click .Add

2. Click  in the HTTP Parameters section to set the parameter values that you want to collect.Add

3. Click  in the Cookies section to set the cookie values that you want to collect.Add

4. If you want to enable this data collector for newly discovered transactions, check Apply to new
Business Transactions.

5. Click .Create HTTP Request Data Collector
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You can also configure the HTTP data collector to capture following data:

URL
Session ID
User Principal
Session Keys
Headers

To use the HTTP content-length header to monitor the correlation between the size of response and overall
throughput for an application

Configure the Content-Length in the Headers section.

The content length header appears in the HTTP Params section of the transaction snapshot.
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To see the output from an HTTP data collector

1. Access transaction snapshots for the business transactions on which this data collector is
applied. See .Transaction Snapshots

2. Examine the HTTP PARAMS tab of the transaction snapshot.

Learn More

Data Collectors

Alerting for Business Transaction Health Problems
Default Health Rules for Business Transactions
Alerting with Notification Actions
Creating Policies to Match Health Rule Violations with Alerts
Learn More

Business transaction health refers to the extent to which a business transaction is experiencing
critical and warning health rule violations.

Use health rules, notification actions and policies to alert staff of business transaction performance
problems.

Default Health Rules for Business Transactions

AppDynamics provides the following default health rules for business transaction performance:

Business Transaction response time is much higher than normal
This rule defines a critical condition as the combination of an average response time greater
than the default baseline by 3 standard deviations and a load greater than 50 calls per
minute.
This rule defines a warning condition as the combination of an average response time
greater than the default baseline by 2 standard deviations and a load greater than 100 calls
per minute.

Business Transaction error rate is much higher than normal
This rule defines a critical condition as the combination of an error rate greater than the
default baseline by 3 standard deviations and an error rate greater than 10 errors per minute
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and a load greater than 50 calls per minute.
This rule defines a warning condition as the combination of an error rate greater than the
default baseline by 2 standard deviations and an error rate greater than 5 errors per minute
and a load greater than 50 calls per minute.

You can use these health rules as they are or you can modify them.

For information on how AppDynamics determines normal performance, see Behavior Learning and
 and .Anomaly Detection Configure Baselines

For information about modifying health rules see  and .Health Rules Configure Health Rules

Alerting with Notification Actions

You can create notification actions to set up email and SMS addresses to receive notifications
when the health rules are violated. See .Notification Actions

You can also create email digests that are sent on a predefined schedule to email recipients
summaries of these (and other) health rule violations. See .Email Digests

Alerts in email notifications and digests provide a deep link to help the recipient start analyzing the
root cause of the problem.

Creating Policies to Match Health Rule Violations with Alerts

Create one or more polices to assign a notification action to a specific health rule violation. You
can optionally create different policies for warning and critical health rule violations. See  aPolicies
nd .Configure Policies

If you want simply to send an email notification to a single email address whenever any health rule
violation is started, you can use the Alerting Wizard.

Learn More

Behavior Learning and Anomaly Detection
Configure Baselines
Health Rules
Configure Health Rules
Policies
Configure Policies
Notification Actions
Email Digests
Getting Started Wizard for Alerts

Thresholds
Applying Thresholds
Static and Dynamic Thresholds

Percentage Deviation
Standard Deviation

Learn More

This topic describes how AppDynamics thresholds help you to maintain the service level
agreements (SLAs) and ensure optimum performance levels for your system.

http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
http://docs.appdynamics.com/display/PRO14S/Configure+Baselines
http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
http://docs.appdynamics.com/display/PRO14S/Configure+Baselines
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Thresholds provide a flexible way to associate the right business context with a slow request to
isolate the root cause.

Applying Thresholds

You can apply request thresholds at following levels:

Thresholds for a business application
Thresholds for individual business transactions
Thresholds for slow and stalled transactions and background tasks
Thresholds for diagnostic sessions

Static and Dynamic Thresholds

A static threshold is a static value, which when exceeded, violates the threshold.

A dynamic threshold is based on a changing value. You can specify dynamic thresholds using
either Percentages or Standard Deviation measures.

Percentage Deviation

Percentage deviation defines a threshold based on the moving average of the requests over a
certain interval. Default time interval is 2 hours. If the average response time for the last two hours
is X milliseconds, and if the request takes the percentage deviation over X ms, the transaction
violates threshold.

For example, a transaction occurs at 10:00:01 AM. The average of the requests between 8:00:00
and 10:00:00 is 100 ms and the slow threshold is defined as 20 % over threshold. If the
transaction takes 120 ms, it will be considered a slow transaction.

Standard Deviation

Standard deviation defines a threshold based on the moving average over a certain interval.
Default time interval is 2 hours. This means if the average response time for the last two hours is X
milliseconds, and if the request takes the percentage deviation over X ms, it violates threshold.

For example, a transaction begins at 10:00:01 AM and the slow threshold is defined as 3 times the
standard deviation (variation from the mean). If the transaction takes more than 3 standard
deviations, it will be considered a slow transaction.

Learn More

Configure Thresholds

Configure Thresholds
Configuring Business Transaction Thresholds

To Configure Slow Transaction Thresholds
Configuring Background Task Thresholds
Learn More

A threshold is a boundary of acceptable or normal business transaction or background task
performance. See .Thresholds
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AppDynamics provides default thresholds and you can configure them for your own environment.

To access threshold configuration:

1. Click  in the left navigation pane.Configure -> Slow Transaction Thresholds

2. Click the  or  tabUser Transaction Thresholds Background Transactions Thresholds
depending on the type of entity for which you want to configure thresholds.

Thresholds for End User Monitoring (EUM) are configured separately. For information about EUM
thresholds see .Configuring EUM Thresholds

Configuring Business Transaction Thresholds

You can configure the thresholds for slow and very slow requests and for stalls. When a
transaction or task exceeds a threshold, AppDynamics starts capturing snapshots of it. See Trans

. Because the snapshots are not normally captured while performance is withinaction Snapshots
normal range, the snapshots often do not contain the full call graph for the transaction.

You can configure dynamic thresholds using either percentage of standard deviation
measurements.

A percentage deviation threshold is based on the moving average of the transaction instances
over a certain interval. In the following example, if the average response time is  milliseconds, ax
slow transaction would be one which is 50% over  milliseconds over the last two hours.x

A standard deviation threshold is also based on a moving average of the transaction instances
over a certain interval, but it uses a multiple of the standard deviation rather than a percentage.
The following configuration defines a transaction as very slow if it exceeds 4 times the standard
deviation over the last three hours.

http://docs.appdynamics.com/display/PRO14S/Set+Up+and+Configure+Web+EUM#SetUpandConfigureWebEUM-ConfiguringEUMThresholds
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Supported Backends

For supported backends by platform, see:

Supported Environments and Versions for
Java
Supported Environments and Versions for

You can also configure a static threshold using static values.

To Configure Slow Transaction Thresholds

1. In the left navigation pane, click .Configure -> Slow Transaction Thresholds

2. Click the  tab to configure transaction thresholds.User Transaction Thresholds

3. In the thresholds tree list, select the scope of the threshold, either:

Default Thresholds for all business transactions
or
Individual Business Transaction

4. In the thresholds section, configure the thresholds by selecting the radio button for the type of
threshold (dynamic based on percentage, dynamic based on standard deviation or static) and
entering the threshold values in the text fields. You can also disable stall detection if desired.

5. If you want these thresholds to apply to all Business Transactions already discovered in your
application, click .Apply to all Existing Business Transactions

6. Click  (for default thresholds) or Save Default Slow Thresholds Save Slow Transaction
 (for individual thresholds).Thresholds

AppDynamics displays the resulting performance data in the Transaction Scorecard section of the
application and business transaction dashboards.

Configuring Background Task Thresholds

To configure thresholds for background tasks see .Configure Background Tasks

Learn More

Scorecards
Thresholds

Backend Monitoring
 

Backend Databases and
Remote Services

Monitor Backends
Troubleshoot
Backend
Performance

http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions+for+Java
http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions+for+Java
http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions+for+.NET
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.NET
Supported Environments and Versions for
PHP
Supported Environments and Versions for
Node.js

Configure Backend
Detection
Delete Unnecessary
Backends

Learn More

Backend Databases
and Remote Services

AppDynamics gives you visibility into calls made to uninstrumented destinations inside or outside
your application infrastructure. In AppDynamics, databases and remote services such as message
queues are collectively known as backends. AppDynamics discovers backends from exit point
calls in the application code. An exit point is a call from an instrumented node to another node or
to a backend. When the destination of an exit point call is not instrumented, the exit call results in a
backend discovery event. By default AppDynamics automatically discovers a wide range of
backends.

Monitor Backends

For details about monitoring backends see:

Monitor Databases
Monitor Remote Services

Troubleshoot Backend Performance

To troubleshoot slow response times related to backends see:

Troubleshoot Slow Database and Remote Service Calls
Troubleshoot Expensive Methods and SQL Statements
TroubleShooting Database Connection Issues (video)

Configure Backend Detection

If you know that the application flow map should be showing a specific backend and you are not
seeing it, you can modify the configuration to detect backends. You can:

Edit or disable the default backend discovery rules and create new ones.  See Configure
Backend Detection or:

Configure Backend Detection for Java
Configure Backend Detection for .NET

Create custom exit points to provide visibility for backend types that are not automatically
discovered. See   or:Configure Custom Exit Points

Configure Custom Exit Points for Java
Configure Custom Exit Points for .NET

Delete Unnecessary Backends

http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions+for+.NET
http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions+for+PHP
http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions+for+PHP
http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions+for+Node.js
http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions+for+Node.js
http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Slow+Response+Times#TroubleshootSlowResponseTimes-SlowDatabaseandRemoteServiceCalls
https://education.appdynamics.com/video/troubleshootingDBConnectionIssues/story.html
http://docs.appdynamics.com/display/PRO14S/Configure+Backend+Detection+for+Java
http://docs.appdynamics.com/display/PRO14S/Configure+Backend+Detection+for+.NET
http://docs.appdynamics.com/display/PRO14S/Configure+Custom+Exit+Points+for+Java
http://docs.appdynamics.com/display/PRO14S/Configure+Custom+Exit+Points+for+.NET
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Auto-Detected Databases

By default, many databases and data stores are
automatically detected when calls are made from
nodes instrumented with AppDynamics app agents.
See:

Supported Environments and Versions for Java

Supported Environments and Versions for .NET

Supported Environments and Versions for PHP

Supported Environments and Versions for Node.js

You can delete backends from the Database Server List.
See  .Databases List and Dashboard

You can also configure the Controller to automatically remove stale backends. See Remove Stale
.Backends

Learn More

Monitor Databases
Monitor Remote Services
Configure Backend Detection
Remove Stale Backends

Monitor Databases

Measuring Database
Performance
Database Visibility on
Flow Maps and
Dashboards

Databases on
Application Flow
Maps
Databases List
Databases
Dashboard
Databases on Tier
Flow Maps
Databases on
Business
Transaction Flow
Maps

Use AppDynamics for Databases to See More Metrics
Troubleshoot Database Performance

Slow Database Calls
SQL Queries in Backend Calls
Configure Database Detection
Learn More

Measuring Database Performance

Calls from an instrumented node to a database are recognized as traffic related to specific
business transactions. AppDynamics monitors the performance of calls to databases in two ways:

Overall performance of calls to individual databases
Call performance for specific business transactions

Metrics for the database calls and response times are collected at four levels:

Business transaction metrics - the metrics for a specific business transaction for a specific
database are visible on the .Transaction Flow Map

http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions+for+Java
http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions+for+.NET
http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions+for+PHP
http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions+for+Node.js
http://docs.appdynamics.com/display/PRO14S/Databases+List+and+Dashboard#DatabasesListandDashboard-ActionMenu
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Tier metrics - the metrics for all calls from a tier to the specified database are visible on the T
.ier Flow Map

Database metrics - the overall database access metrics across the application (all business
transactions) are visible on the  and the .Application Flow Map Database Dashboard
Internal database metrics - see  .  AppDynamics for Databases

By default AppDynamics app agents automatically detect many common databases. See the Supp
 for lists of auto-detected databases per platform. orted Environments and Versions

To monitor call performance to a database, first make sure it shows up in the   andDatabases List
has its own  . If a service is not appearing, check the configuration. See Databases Dashboard Conf

.igure Backend Detection

Database Visibility on Flow Maps and Dashboards

For a discussion of the various KPI graphs on the flow maps, see  .KPI Graphs

For a discussion of baselines, see  .Behavior Learning and Anomaly Detection

Databases on Application Flow Maps

Databases detected during the specified time window show up on the   flowApplication Dashboard
map. You can view the detected databases in the context of the entire application's transaction
flow. The application flow map displays calls per minute and average response time for calls made
to databases. These metrics include all calls made from a specific tier to a database across all
business transactions. The tier and node flow maps display a similar metric aggregating data from
calls across all business transactions by tier or node respectively.

Databases List

http://docs.appdynamics.com/display/PRO14S/Databases+List+and+Dashboard#DatabasesListandDashboard-DatabaseDashboard
http://docs.appdynamics.com/display/ADDB/AppDynamics+for+Databases
http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions
http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions
http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
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You can view a list of the detected database servers along with key performance indicators
including:

Response time
Total calls
Calls per minute
Errors
Errors per minute

The database list shows all databases that were ever detected.  can be configuredStale databases
to be automatically removed.

Databases Dashboard

From the database list, you can select a database and click  to see the DatabaseView Dashboard
Dashboard. The dashboard displays a Database Flow Map, database properties, and graphs of

. The database properties indicate how the database isthe key performance indicators (KPIs)
identified and control how it shows in the display map and how the metrics are aggregated. For a
discussion of baselines and how they are used and configured, see Behavior Learning and

.Anomaly Detection

http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
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Databases on Tier Flow Maps

The detected databases show up on the Tier Flow Map. You can view the detected databases in
the context of the traffic on this specific tier. For example, the ECommerce Server tier is shown in
the following screen shot.
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Databases on Business Transaction Flow Maps

For business transactions involving calls to databases, the databases appear on the Transaction
Flow Map. You can view the detected databases in the context of the traffic for this specific
business transaction. The transaction flow map shows the average time spent in database calls for
the business transaction. The following transaction flow map for the Fetch catalog business
transaction shows that the average time per transaction spent on database calls to the MySQL
database is 5 ms and that time represents 13.9% of the time for the entire business transaction.
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Rapid Troubleshooting

Troubleshoot Slow Database and Remote Service
Calls

Troubleshoot Expensive Methods and SQL
Statements

Use AppDynamics for Databases to See More Metrics

Users of AppDynamics for Databases can link to that product by right-clicking on a database from
the database list or from the database icon on any flow map. See  .  AppDynamics for Databases

Troubleshoot Database Performance

 

Slow Database Calls

AppDynamics displays a list of
the slowest database calls with
call details. Click Troubleshoot
-> Slow Response Times -> Sl
owest DB & Remote Service

 tab to view specific callCalls
details and related business
transaction snapshots that can
help you to troubleshoot.

The  tab lists up to ten calls to the database with the longestSlowest DB & Remote Service Calls
execution time over the selected time frame, by tier and for all tiers. Each call shows the following
information:

Call: SQL Query
Avg. Time per Call (ms): the average time per call in milliseconds
Number of Calls: the number of calls executed during the time range
Max Time (ms):  the maximum execution time in milliseconds
View snapshots: a link to view existing transaction snapshots

Max Time determines which calls are displayed in the  list. For exampleSlowest Database Calls
for JDBC calls,  must exceed 10 ms before AppDynamics tracks the call as a potentialMax Time
candidate for this list. App agents aggregate and report call data to the Controller every 15
minutes.

http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Slow+Response+Times#TroubleshootSlowResponseTimes-SlowDatabaseandRemoteServiceCalls
http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Slow+Response+Times#TroubleshootSlowResponseTimes-SlowDatabaseandRemoteServiceCalls
http://docs.appdynamics.com/display/PRO13S/Troubleshoot+Expensive+Methods+and+SQL+Statements
http://docs.appdynamics.com/display/PRO13S/Troubleshoot+Expensive+Methods+and+SQL+Statements
http://docs.appdynamics.com/display/ADDB/AppDynamics+for+Databases
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Auto-Detected Remote Services

By default, many remote services are automatically
detected when calls are made from nodes
instrumented with AppDynamics app agents. See:

Supported Environments and Versions for Java

Supported Environments and Versions for .NET

Supported Environments and Versions for PHP

Supported Environments and Versions for Node.js

To summarize, AppDynamics defines the slowest remote services calls list as:

Max Time greater than 10 ms
Top ten worst
Reported every 15 minutes

SQL Queries in Backend Calls

Normally AppDynamics reports SQL queries for database calls that have execution times
exceeding 10ms up to a default maximum of 500 queries.

If SQL queries are not visible, you may need to increase the number of queries for which details
are reported. Use the node property to meet your application's needs.max-jdbc-calls-per-snapshot 
See .App Agent Node Properties Reference

Configure Database Detection

You can customize the discovery and naming rules and configure the detection of additional
databases. See  .Configure Backend Detection

Learn More

Backend Monitoring
Monitor Remote Services
KPI Graphs
Troubleshoot Slow Response Times
TroubleShooting Database Connection Issues
AppDynamics for Databases
App Agent Node Properties Reference

Monitor Remote Services

Remote Service Visibility
on Flow Maps and
Dashboards

Remote Services on
Application Flow
Maps
Remote Services
List
Remote Services
Dashboard
Remote Services on
Tier Flow Maps
Remote Services on

NoSQL
AppDynamics displays NoSQL databases as Remote Services. The slow call threshold for
remotes services is 50ms. See Monitor Remote Services.

http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions+for+Java
http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions+for+.NET
http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions+for+PHP
http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions+for+Node.js
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties+Reference
https://education.appdynamics.com/video/troubleshootingDBConnectionIssues/story.html
http://docs.appdynamics.com/display/ADDB/AppDynamics+for+Databases
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties+Reference
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Business
Transaction Flow Maps

Troubleshoot Remote Service Problems
Slow Remote Service Calls

Configure Remote Service Detection
Learn More

Measuring Remote Service Performance

Calls from an instrumented node to a remote service, such as a message queue or web service,
are recognized as traffic related to specific business transactions. AppDynamics monitors the
performance of calls to remote services in two ways:

Overall performance of calls to individual remote services
Call performance for specific business transactions

A remote service provides a service to a distributed application. It resides outside of the
application server. Examples are a Java Message Server or a Web Service. The remote services
servers are not instrumented directly, but you can monitor calls to them from instrumented app
servers. By default AppDynamics app agents automatically detect many common remote services.
See the  for lists of auto-detected services per platform. Supported Environments and Versions

To monitor call performance to a service, first make sure it shows up in the  anRemote Service List
d has its own  . If a service is not appearing, check the configuration.Remote Services Dashboard
See  .Configure Backend Detection

Remote Service Visibility on Flow Maps and Dashboards

AppDynamics shows remote services on dashboard flow maps and lists. 

Metrics about the remote service calls and response times are collected at three levels:

Business transaction metrics - the metrics for a specific business transaction for a specific
service are visible on the  .Transaction Flow Map
Tier metrics - the metrics for all calls from a tier to the specified service are visible on the Tie

.r Flow Map
Remote service metrics - the overall remote service metrics across the application (all
business transactions) are visible on the   and the Application Flow Map Remote Services

.Dashboard

For a discussion of the KPI graphs on the flow maps, see KPI Graphs.

Remote Services on Application Flow Maps

Remote services detected during the specified time window appear on the  fApplication Dashboard
low map. You can view the detected services in the context of the entire application's transaction
flow. The application flow map displays calls per minute and average response time for calls made
to remote services. These metrics include all calls made from a specific tier to a service across all
business transactions. The tier and node flow maps display the same metric in their respective
contexts.

http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions
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Remote Services List

You can view a list of the detected remote services that displays key performance indicators, such
as response time, total calls, calls per minute, errors, and errors per minute. The Remote

 list shows all services that have been detected. Services that are not active are removedServices
after a configurable time period.  See  .Remove Stale Backends

Remote Services Dashboard

From the list, you can select a remote service and click  to see the RemoteView Dashboard
Service Dashboard. The dashboard displays a flow map, properties, and graphs of the key

. The  are its identity and control whatperformance indicators (KPIs) remote service properties
shows up in the display map and how the metrics are aggregated.
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From the Remote Service Dashboard you can select the Slowest Remote Service Calls tab to view
specific details and find related business transaction snapshots to troubleshoot issues and find the
root cause of database bottlenecks.

Remote Services on Tier Flow Maps

The detected remote services show up on the  flow map. You can view theTier Dashboard
detected services in the context of the traffic on this specific tier.  
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Remote Services on Business Transaction Flow Maps

For business transactions involving calls to remote services, the services appear on the Business
 flow map. You can view the detected services in the context of the trafficTransactions Dashboard

for this specific business transaction. The transaction flow map shows the average time spent in
remote service calls for the business transaction. 

 

Troubleshoot Remote Service Problems

http://docs.appdynamics.com/display/PRO14S/Business+Transactions+Dashboard
http://docs.appdynamics.com/display/PRO14S/Business+Transactions+Dashboard
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Rapid Troubleshooting

Troubleshooting Slow Database and Remote
Service Calls

 

Slow Remote Service Calls

AppDynamics displays a list of
the slowest remote service calls
with call details. Click Troubles
hoot -> Slow Response Times
-> Slowest DB & Remote

 tab to viewService Calls
specific call details and related business transaction snapshots that can help you to troubleshoot.

The  tab lists up to ten calls to a remote service with theSlowest DB & Remote Service Calls
longest execution time over the selected time frame, by tier and for all tiers. Each call shows the
following information:

Call: call to the remote service 
Avg. Time per Call (ms): the average time per call in milliseconds
Number of Calls: the number of calls executed during the time range
Max Time (ms):  the maximum execution time in milliseconds
View snapshots: a link to view existing transaction snapshots

Max Time determines which calls are displayed in the  list. Slowest DB & Remote Service Calls
 must exceed 50 ms before AppDynamics tracks the call as a potential candidate for thisMax Time

list. App agents aggregate and report call data to the Controller every 15 minutes.

To summarize, AppDynamics defines the slowest remote services calls list as:

Max Time greater than 50 milliseconds (ms)
Top ten worst
Reported every 15 minutes

Configure Remote Service Detection

You can customize the discovery and naming rules and configure the detection of additional
remote services. See  .Configure Backend Detection

Learn More

Backend Monitoring
Configure Backend Detection

http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Slow+Response+Times#TroubleshootSlowResponseTimes-SlowDatabaseandRemoteServiceCalls
http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Slow+Response+Times#TroubleshootSlowResponseTimes-SlowDatabaseandRemoteServiceCalls
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Configuration per Platform

Configure Backend Detection for Java
Configure Backend Detection for .NET

Remote Services Dashboard

Configure Backend Detection

Default Automatic Backend
Detection and Discovery
Modify Automatic Discovery

Configurable Properties
and Naming

All Other Traffic Backends
Delete Unnecessary Backends
Organize Backends in Flow Maps
Learn More

Default Automatic Backend Detection and Discovery

Each type of supported database and remote service has a list of properties associated with it.
Each supported backend is identified by its type and the related properties. This set of
preconfigured properties are referred to as backend automatic-discovery rules. AppDynamics uses
these rules to identify and name the databases and remote services.

By default, the configuration for backend discovery is inherited from the tier or application level
configuration. See .Hierarchical Configuration Model

The  list in the  tab shows the configurableAutomatic Backend Discovery Backend Detection
backend discovery rules.

http://docs.appdynamics.com/display/PRO14S/Configure+Backend+Detection+for+Java
http://docs.appdynamics.com/display/PRO14S/Configure+Backend+Detection+for+.NET
http://docs.appdynamics.com/display/PRO14S/Hierarchical+Configuration+Model
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The automatic discovery rules vary according to the type of backend being identified. The default
discovery rules include settings to enable the following:

Automatic discovery
Cross-tier correlation
Properties used to identify and name the backend

Correlation across tiers enables tracking of distributed business transactions. When calls are
made from one tier to another, correlation enables AppDynamics' tag and trace functionality. For
more details, see .Measure Distributed Transaction Performance

Modify Automatic Discovery

If you know that the application flow map should be showing a specific backend and you are not
seeing it, you can modify the configuration to detect backends. You can:

Edit the default backend discovery rules.
Create new custom backend discovery rules.
Create new custom exit points to provide visibility for backend types that are not
automatically discovered.
Disable automatic discovery of backends that are not of interest.

For example, HTTP backend detection is enabled by default. HTTP backends are identified by
host and port (Java) or URL (.NET and PHP) and correlation is enabled (Java and .NET).
AppDynamics allows you to easily edit the HTTP automatic discovery rules for Java and .NET.
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In the left navigation pane click   and selectConfigure -> Instrumentation -> Backend Detection
the application. In many cases, you can achieve the level of customization that you need by editing
the default rules.

Configurable Properties and Naming

For many of the automatically discovered backend types, AppDynamics uses a set of configurable
properties to identify and name the backend. The properties are a list of name-value pairs. For
example, the properties for a messaging queue might look like this:

Property Name DESTINATION_TYPE
 QUEUEValue

Property Name DESTINATION_NAME
 OrderQueueValue

Property Name VENDOR
*Value* Active MQ

On its dashboard flow map, this queue appears like this:

Values for each property appear on the dashboard as follows:
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In this example, the default configuration uses all three properties for the ActiveMQ queue. You
can change the default configuration for the backend types shown in the UI to aggregate or split
the backends. For example, you could disable the Vendor property for JMS backend detection to
aggregate (join) all JMS backends with the same destination and destination type. The metrics for
all JMS backends with the same destination and destination type would be aggregated as one
backend.

For properties that you want to use, you can also configure how AppDynamics uses the property.
For example, if the URL property is used to identify a backend and your URLs include a file name,
the default configuration results in a separate backend for every file. To reduce the number of
backends identified using the URL property, configure which parts of the URL to use. For example,
run a regular expression on the URL to discard the file name or any other parts of the URL that
you do not want used for identification.

All Other Traffic Backends

When you see "All other traffic for <type>" on an application flow map, your application has
reached the default backend limit and no new backends are tracked. There is a limit of 300
backends (combined total of discovered databases and remote services) per AppDynamics
business application. When the limit is reached, additional backends are not identified and tracked
as separate backends; instead AppDynamics groups the additional backends by type and
aggregates the metrics. The aggregate backends are represented on the flow maps as one
backend named "All other traffic for <type>". Type is the backend type such as HTTP, Web
Service, etc.  HTTP calls and JMS queues are the most common types that hit the limit with the
default configuration rules.

 

Another way to know that the default backend limit is reaches is when you see a message like this
one in the logs:
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[pool-1-thread-2] 21 Mar 2013 11:28:01,702 DEBUG AFastBackendResolver - Not
discovering backend call [Exit Point Type [WEB_SERVICE] Properties
[{SERVICE_NAME=ZipCodeService002.wsdl}] Display Name [ZipCodeService002.wsdl]]
because maximum limit of discovered backends [300] reached.

 

If the backend limit is reached, consider reducing the number of them. For practical reasons you
may not need to monitor them all.

Here are some common causes of large numbers of backends:

JMS queues that use the session ID in the destination. This causes each session to be
identified as a separate backend.
Calls to message queues hosted on the same server. In this case, you might not be
interested in seeing each queue separately, and instead want to aggregate everything for
the same host and port to the same backend.
Dynamic generation of IP addresses, such as when you host a service on Amazon Elastic
Compute Cloud (Amazon EC2).
Different JDBC drivers connecting to the same database may cause many backends. This
can happen when there are slight variations in the driver metadata that AppDynamics uses
to identify the database. For example, if two different JDBC drivers are used to access the
same database, something as simple as a different spelling or format of the database name
(ORACLE, oracle, or ORACL) can generate multiple database names when they are the
actually the same physical database.

To reduce the number of backends, change the configuration of the backend detection rules. For
example, if a property causes excessive unique identification, consider removing the property or
modifying its use in the detection and naming rule. If you created custom exit points, consider
refining or removing them.  

Delete Unnecessary Backends

Some backends may no longer have traffic. You can delete unused backends from the Remote
 and  . If later the backend has new traffic, theServices Dashboard Databases List and Dashboard

app agent will re-discover it and re-register it with the Controller.

You can also configure the Controller to automatically remove stale backends. See Remove Stale
.Backends

Organize Backends in Flow Maps

Once you have configured detection for all the backends you require, you may need to organize
the way they appear in the UI. See  .Group Backends on Flow Maps

Learn More

Monitor Databases
Monitor Remote Services

http://docs.appdynamics.com/display/PRO14S/Databases+List+and+Dashboard#DatabasesListandDashboard-ActionMenu
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Custom Exit Points per Platform

For configuration by platform, see:

Configure Custom Exit Points for Java
Configure Custom Exit Points for .NET

Configure Backend Detection for Java
Configure Backend Detection for .NET

Configure Custom Exit Points

Custom Exit Points for Custom
Backend Detection

To create a custom exit
point
To split an exit point
To group an exit point
To define custom metrics
for a custom exit point
To define transaction
snapshot data collected

Learn More

Custom Exit Points for Custom Backend Detection

 
Use custom exit points to identify backend types that are not automatically detected, such as file
systems, mainframes, and so on. For example, you can define a custom exit point to monitor the
file system read method. After you have defined a custom exit point, the backend appears on the
flow map with the type-associated icon you selected when you configured the custom exit point.

You define a custom exit point by specifying the class and method used to identify the backend. If
the method is overloaded, you need to add the parameters to identify the method uniquely.

You can restrict the method invocations for which you want AppDynamics to collect metrics by
specifying match conditions for the method. The match conditions can be based on a parameter or
the invoked object.

You can also optionally split the exit point based on a method parameter, the return value, or the
invoked object.

You can also configure custom metrics and transaction snapshot data to collect for the backend.

To create a custom exit point

1. From the left navigation pane, click  and select the Configure -> Instrumentation Backend
 tab.Detection

2. Select the application or tier for which you are configuring the custom exit point.

3. Ensure   is selected.Use Custom Configuration for this Tier
Backend detection configuration is applied on a hierarchical inheritance model. See Hierarchical

.Configuration Model

4. Scroll down to  and click  (the + icon).Custom Exit Points Add

5. In the  window, click the  tab if it is not selected.Create Custom Exit Point Identification

6. Enter a name for the exit point. This is the name that identifies the backend.

7. Select the type of backend from the  drop-down menu.Type

http://docs.appdynamics.com/display/PRO14S/Configure+Custom+Exit+Points+for+Java
http://docs.appdynamics.com/display/PRO14S/Configure+Custom+Exit+Points+for+.NET
http://docs.appdynamics.com/display/PRO14S/Configure+Backend+Detection+for+Java
http://docs.appdynamics.com/display/PRO14S/Configure+Backend+Detection+for+.NET
http://docs.appdynamics.com/display/PRO14S/Hierarchical+Configuration+Model
http://docs.appdynamics.com/display/PRO14S/Hierarchical+Configuration+Model
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This field controls the icon and name that appears on the flow maps and dashboards. Some of the
values are shown in this screen shot:

If the type is not listed, you can check  and enter a string to be used as the name onUse Custom
the dashboards.

8. Configure the class and method name that identify the custom exit point.
If the method is overloaded, check the Overloaded check box and add the parameters.

9. If you want to restrict metric collection based on a set of criteria that are evaluated at runtime,
click  and define the match condition(s).Add Match Condition
For example, you may want to collect data only if the value of a specific method parameter
contains a certain value.

10. Click .Save

The following screenshot shows a custom exit point for a Cache type backend. This exit point is
defined on the getAll() method of the specified class. The exit point appears in flow maps as an
unresolved backend named CoherenceGetAll.
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To split an exit point

1. In the Backend Detection configuration window, click .Add

2. Enter a display name for the split exit point.

3. Specify the source of the data (parameter, return value, or invoked object).

4. Specify the operation to invoke on the source of the data:  or  (Use toString() Use Getter Chain
for complex objects).

5. Click .Save

The following example shows a split configuration of the previously created CoherenceGetAll exit
point based on the getCacheName() method of the invoked object.
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To group an exit point

You can group methods as a single exit point if the methods point to the same key.

For example, ACME Online has an exit point for NamedCache.getAll. This exit point has a split
configuration of getCacheName() on the invoked object as illustrated in the previous screen shot.

Suppose we also define an exit point for NamedCache.entrySet. This is another exit point, but it
has the split configuration that has getCacheName() method of the invoked object.
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If the getAll() and the entrySet() methods point to the same cache name, they will point to the
same backend.

Matching name-value pairs identify the back-end. In this case, only one key, the cache name, has
to match. So, here both exit points have the same name for the cache and they resolve to the
same backend.

To define custom metrics for a custom exit point

Custom metrics are collected in addition to the standard metrics.

The result of the data collected from the method invocation must be an integer value, which is
either averaged or added per minute, depending on your data roll-up selection.

To configure custom business metrics that can be generated from the Java method invocation:

1. Click the  tab.Custom Metrics

2. Click .Add

3. In the  window type a name for the metric.Add Custom Metric
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4. Select  to specify the source of the metric data.Collect Data From

5. Select  to specify how the metric data is processed.Operation on Method Parameter

6. Select how the data should be rolled up (average or sum) from the Data Rollup drop-down
menu.

7. Click .Create Custom Metric

To define transaction snapshot data collected

1. Click the  tab.Snapshot Data

2. Click .Add

3. In the Add Snapshot Data window, enter a display name for the snapshot data.

4. Select the Collect Data From radio button to specify the source of the snapshot data.

5. Select the Operation on Method Parameter to specify how the snapshot data is processed.

5. Click .Save

Learn More

Configure Backend Detection

Resolve Backends to Tiers

Backend Tiers
Resolve a Backend to a Tier to Change the Topological View
Logical Backend Tiers for Homogeneous Backends
Resolving Backends to Tiers

To resolve a backend to a tier
To see and configure backends associated with a tier

Learn More

Backend Tiers

Backend tiers help you organize backend calls and present a more useful topological view of your
application environment in flow maps. "Resolving" a backend to a tier means that the backend
metrics are gathered into a tier. The tier may already exist in AppDynamics, or you can create a
new one.

AppDynamics automatically resolves some backends to tiers. In general, those are custom
backends or HTTP, RMI, Thrift or Web Services since they are usually on another instrumented
node. If you want to see the backend on its own, you can "unresolve" it and it will appear on the
flow map.

Resolve a Backend to a Tier to Change the Topological View

Even if a database is hosted on the same node as an instrumented app server, it may be
displayed as a separate backend icon on the flow map. You may want to to resolve the database
to the app server tier so that topologically, the representation is more intuitive for your
environment.
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1.  

2.  

1.  

Logical Backend Tiers for Homogeneous Backends

You can create a logical tier for a set of backends that are really the same, and resolve them to it.
 This can make sense visually, and give you more helpful metrics. 

For example, if there appear to be multiple databases that are actually the same database using
different namespaces, the default flow map is likely to display the databases separately. You can
resolve the database backends to a new tier of type "Database Server" so they display as one and
the tier metrics are together.  

Resolving Backends to Tiers

If backends are not automatically resolved, you can resolve them in the UI. 

Resolving a backend to a tier makes it no longer appear in the flow maps. Its traffic resolves to the
tier. 

You can resolve multiple backends to a tier. You also get tier-level metrics, so if a backend is
taken out you still retain the historic data at the tier level.

To resolve a backend to a tier

In a Remote Services or Databases Dashboard, click Action (lightning bolt) -> Resolve
.Backend to Tier

If the tier you want already exists, it will be listed and you can select it.  Otherwise, select Cr
eate Tier. 
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1.  
2.  
3.  

1.  

2.  

Enter a user-friendly name for the new tier.
Select the   from the pulldown menu. Type
Click  .OK

To see and configure backends associated with a tier

In a Tier Dashboard, click Action (lightning bolt) -> Configure Backends Resolving to
.this Tier

Click a backend to see its properties. 

You can delete the backend. Deleting the backend from the tier causes it to re-appear as
an unresolved backend in the flow map.

You can resolve it to a different tier. Associating it with another tier causes traffic to it to
resolve to the new tier.

Learn More

Backend Monitoring
Group Backends on Flow Maps

 

Group Backends on Flow Maps

Configure Backend Icons on Flow Maps
Rules for Grouping Backends on Flow Maps

 

When you edit existing flow maps or create new customized flow maps, you can group similar
databases or remote services into a single icon. 

Some reasons to group similar backends into a single icon are to improve readability or focus on
nodes of specific business interest. For example if individual databases or remote service
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instances are not important to the audience using this specific flow map, you can group them into
one icon.

Configure Backend Icons on Flow Maps

In the Edit Flow Map window you can configure how backends are displayed in flow maps. 

In a flow map, click . Flow Map Name -> Edit Flow Map

Group databases and remote services of the same type. By default AppDynamics groups
any two or more backends of the same type. Sometimes you want to see each database
and remote service in the flow map. If so, uncheck this option.

If there are specific database or remote services that you do not want to see or group in the
flow map, uncheck the Visible or Groupable check box.

Rules for Grouping Backends on Flow Maps

Not every backend can be grouped into the same tier. These rules govern how databases and
remote services can be grouped on flow maps.

A group consists of a minimum of two backends.

A backend that calls other backends or calls into any other tiers cannot be part of a backend
group.

A set of backends can be grouped under these conditions:

1. The backends are all of the same type.

2. The backends are called by the same tiers.

For example, consider the case shown in the top half of the following diagram where:
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Tier 1 calls Backend 1, Backend 2, Backend 3, and

Tier 2 calls Backend 1, Backend 3, Backend 4, and

Backend 4 calls Backend 5

The bottom half of the diagram shows that  Backend 1 and Backend 3 can be grouped because
they are called by Tier 1 and Tier 2. However, Backend 2 and Backend 5 can not be grouped
because they are individual backends of a type within their tiers. Backend 4 cannot be grouped
because it calls Backend 5.

Remove Stale Backends

Stale or Orphaned Backends
To configure automatic stale backend deletion

Learn More

Stale or Orphaned Backends

A stale backend (also called an orphaned backend) is a backend for which AppDynamics has
previously captured metrics, but which has experienced no metric activity for the configured time
period.

You can configure AppDynamics to remove stale backends (database and remote service servers)
automatically at a regular interval by setting the Controller-level global
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backend.permanent.deletion.period property.

If you are sharing a Controller on a SaaS account, contact .AppDynamics Support

When this Controller-wide property is enabled, AppDynamics removes all the stale backends in
the managed environment, including any metrics previously collected for them and any health
rules referencing their metrics. After a backend is removed, its metrics no longer appear in the
Metric Browser and health rules that reference those metrics do not fire. You should remove any
health rules conditions that reference metrics in stale backends.

By default, automatic removal of stale backends is enabled with a default interval of one month.
The beginning of the interval is the last time that activity was reported on the backend (that Calls
per Minute > 0) and the end of the interval is the time at which the backend is deleted.

You can modify the interval. This may be advisable, especially for large installations, since the
maximum number of backends removed in one pass is 50. The minimum interval is one week.

You can also disable automatic removal by setting the interval to 0.

The automatic backend removal is logged in the server.log with the message:

BACKEND PURGER deleting unresolved stale backend ids:

followed by a list of the IDs being deleted.

To configure automatic stale backend deletion

1. Log into the Controller Administration Console using the admin account. See Access the
.Administration Console  

2. Select Controller Settings.

3. Scroll down to the backend.permanent.deletion.period property.

4. Enter the new interval in hours.

5. Click .Save

Learn More

Backend Monitoring

Infrastructure Monitoring
Application Infrastructure Monitoring and Metrics
Infrastructure Metrics Can Help Identify Problems
Learn More

Application Infrastructure Monitoring and Metrics

Monitoring business transaction health gives you an inside view of how applications are
performing. AppDynamics encourages you to monitor your business transactions and make them
the focus of your performance monitoring strategy. However, infrastructure performance naturally
affects business transaction performance, and so infrastructure metrics can provide important
clues to the root causes of your application performance issues. AppDynamics can alert you to the

http://www.appdynamics.com/support
http://docs.appdynamics.com/display/PRO14S/Access+the+Administration+Console
http://docs.appdynamics.com/display/PRO14S/Access+the+Administration+Console
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problem at the business transaction level and at the infrastructure level. In addition, you can
correlate metrics with each other to see the relationships among different events that occur in the
system.

AppDynamics provides preconfigured application infrastructure metrics and default health rules to
enable you to discover and correct infrastructure problems. You can also configure additional
persistent metrics to implement a monitoring strategy specific to your business needs and
application architecture.

Application infrastructure includes:

Application servers and IIS
JVMs and .NET CLRs
Hardware
OS

The following diagram illustrates the infrastructure associated with a Java application environment.

The App Agent for Java provides both infrastructure metrics for the JVM and the App Server, and
application metrics for your business application. When a machine agent is installed, metrics are
collected for CPU usage, disk I/O, network I/O, and memory usage.

The following diagram illustrates the infrastructure associated with a .NET application
environment.



Copyright © AppDynamics 2012-2014 Page 168

Infrastructure Metrics Can Help Identify Problems

Having the right infrastructure monitoring strategy is important because many times the root cause
of application issues is most obvious by looking at infrastructure metrics. For example, the
following infrastructure issues can slow down your application:

Too much time spent in garbage collection of temporary objects
Contention in connection pools
Some other process spinning on the CPU

In all these cases, transaction snapshots are able to correlate the infrastructure metrics for the
specific node so that you can identify the root cause of slow or stalled transactions. For example,
from the Node Dashboard, you can view the  tab, the  tab showing the connection poolJVM JMX
metrics, and the  tab (when the machine agent is installed) respectively.Hardware

You can configure health rules on metrics such as garbage collection time, connection pool
contention, or CPU usage to catch issues early in the cycle before there is an impact on your
business transactions. In all cases, with the right monitoring strategy in place, you can be alerted
to problems and fix them before user transactions are affected.

Utilizing JMX Metrics in Troubleshooting

Learn More

Monitor Java App Servers
Monitor Hardware
Monitor JVMs
Alert and Respond
Infrastructure Metrics

Infrastructure Metrics

View of Infrastructure Metrics
Infrastructure Metric Collection

Java Environment
Standalone Machine Agent

https://education.appdynamics.com/video/UtilizingJMXMetricsInTroubleshooting/story.html
https://education.appdynamics.com/video/UtilizingJMXMetricsInTroubleshooting/story.html
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.NET Embedded Machine Agent
Long-term Metrics for Baselining, Monitoring, and Alerting
Short-term Metrics for Correlating and Troubleshooting

Using Metrics in External Systems
Learn More

View of Infrastructure Metrics

The AppDynamics user interface organizes the infrastructure metrics for your application level by
tiers. For each application, you can see metrics gathered by the machine agent (when installed)
and app server agents. In general, agents upload metrics to the Controller once a minute at
staggered intervals. The Controller rolls up the data and makes it available in the UI. You can get a
view of the health of the nodes in a tier using the App Servers Dashboard.

To access this dashboard, in the left navigation pane, click .Servers -> App Servers

Click the  tab to see hardware metrics.Hardware

Click the Memory tab to see some of the key memory metrics.

You can see more detailed infrastructure metrics from the Node Dashboard. To access this
dashboard, in the left navigation pane, click  .Servers -> App Servers -> <tier> -> <node>
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You can also view metrics in the .Metric Browser
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Utilizing JMX Metrics in Troubleshooting

Infrastructure Metric Collection

Collection varies depending on the environment.

Java Environment

JVM and JMX infrastructure metrics are averaged over a period of one minute at 15-second
intervals. As the minute boundary starts, we take the value, and take three more values every 15
seconds until the end of the minute. The four values are averaged and reported to the controller.
Therefore, every minute the agent reports a tuple consisting of min, max, avg, sum, current for that
minute to the controller. For example, if we took 10,20,40,30 as values for that minute we have
10,40,25,100,30 for that particular metric. In other words:

min=10
max=40
avg=25
sum=100
current=30

Standalone Machine Agent

Machine agent CPU and memory metrics are gathered every 2 seconds and averaged over a
period of one minute.
Machine agent network and disk metrics are gathered at one minute intervals.

.NET Embedded Machine Agent

The .NET embedded machine agent collects IIS and CLR metrics every 60 seconds using Window
. The update interval is configurable using the update-interval-in-secss Performance counters

property found in web.config.

Long-term Metrics for Baselining, Monitoring, and Alerting

Usually it is best to focus on detecting anomalies in business transactions, because infrastructure

https://education.appdynamics.com/video/UtilizingJMXMetricsInTroubleshooting/story.html
https://education.appdynamics.com/video/UtilizingJMXMetricsInTroubleshooting/story.html
http://docs.appdynamics.com/display/PRO14S/Enable+Monitoring+for+Windows+Performance+Counters
http://docs.appdynamics.com/display/PRO14S/Enable+Monitoring+for+Windows+Performance+Counters
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problems always have an impact on the business transaction metrics. However there may be
cases where you want to monitor infrastructure directly.

By default AppDynamics generates long-term metrics for the key machine, app server, and app
server attributes that represent the health of an application. By default AppDynamics includes
health rules at the node level for infrastructure metrics. You can modify these or create new health
rules to be notified of actual or impending problems. The default infrastructure health rules are
shown in the following screen capture.

For instructions to modify or add health rules see  .Health Rules

Analyzing metrics over the long term enables AppDynamics to define baselines against which
anomalies are identified. A health rule can use a baseline as a condition. You can also compare
baselines against current metrics in the Metric Browser.
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For more information about using baselines see .Behavior Learning and Anomaly Detection

Short-term Metrics for Correlating and Troubleshooting

When a problem is discovered in the application infrastructure, you can drill down to find the root
cause. The investigation may involve looking at the short-term trends of specific metrics, defining
new metrics, or comparing different metrics to find correlations between behavior in different parts
of the application environment.

The Metric Browser displays the metrics and enables you to graph different metrics onto the same
panel so that you can compare different data that was gathered in the same timeframe.

 

http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
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The built-in Correlation Analysis graph is similar to the basic metric graph, but it enables you to
assign two metrics to X and Y coordinates. By default it uses a scatter plot view. The scatter plot
view also calculates the Best Fit line, which uses the quadratic least squares algorithm to find the
best fit curve line.

 



Copyright © AppDynamics 2012-2014 Page 175

 

A built-in Scalability Analysis graph compares the CPU usage to the load (calls per minute) on the
application, business transaction, tier, or node level. This comparison may be more easily
understood in the graphs view shown here.
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For details about how to compare and correlate metrics see  and Scalability Analysis Correlation
.Analysis

Using Metrics in External Systems

You may want to add metrics to external reports, dashboards or systems. AppDynamics helps you
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do this in a variety of ways:

Exporting and importing application configuration baselines: Metric baselines (not the metric
data) are included when you export AppDynamics application configuration data.
For details see .Export and Import Business Application Configurations

Exporting metrics as comma-separated values (CSV): The Metrics Browser has an option to
export metrics on the graph to a CSV file. For each metric you can specify the columns to
use, and you see a preview that you can also copy to the clipboard.
For details about how to export data see .To Export Metrics Data

Accessing metrics using the REST API: The REST API provides access to all performance
data gathered by the Controller. You can also use a POST request to create an event of
type "APPLICATION_DEPLOYMENT" in your managed environment.
For details about the REST API see .Use the AppDynamics REST API

Learn More

Behavior Learning and Anomaly Detection

Monitor App Servers

See:

Monitor Java App Servers
Monitor CLRs

Monitor Hardware
Default Hardware Metrics

CPU Utilization
Memory Utilization
Disk I/O
Network I/O

Accessing Hardware Metrics
Adding Custom Metrics

Java
.NET

Learn More

Default Hardware Metrics

AppDynamics gathers information about the operating systems and machines in the monitored
environment using the Machine Agent. By default, the following metrics are collected:

CPU activity
Memory usage
Disk reads and writes
Network traffic

The scope of the monitoring is a node associated with the Machine Agent. There is one Machine
Agent per machine and there can be multiple nodes on the same machine.

http://docs.appdynamics.com/display/PRO14S/Export+and+Import+Business+Application+Configurations
http://docs.appdynamics.com/display/PRO14S/Metric+Browser#MetricBrowser-ToExportMetricsData
http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
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CPU Utilization

This trend displays average, minimum, and maximum values in percentage for CPU Busy Time for
the selected point in the graph.

Memory Utilization

This trend displays average, minimum, and maximum values in KB for Memory Used for the
selected point in the graph.

Disk I/O

This trend displays average, minimum, and maximum values for data (KB) written/sec for the
selected point in the graph.

Network I/O

This trend displays average, minimum, and maximum values for outgoing data in KB/sec for the
selected point in the graph.



Copyright © AppDynamics 2012-2014 Page 179

Accessing Hardware Metrics

You can view hardware metrics from the  tab of the  if a machine agentHardware Node Dashboard
is installed on the machine that hosts the node.

You can also view hardware metrics in the  in the  branch ofMetric Browser Hardware Resources
a tier, as shown in this example.

Adding Custom Metrics

Java

You can modify the machine agent data collection metrics. See Modify Machine Agent Data
.Collection Metrics

You can add script-based custom monitors. See .Build a Monitoring Extension Using Scripts
You can send metrics to the Machine Agent using its HTTP listener. See Standalone Machine

.Agent HTTP Listener

For a more complete discussion of adding custom metrics, see AppDynamics Extensions and
.Integrations

.NET

The embedded .NET machine agent does not support adding script-based custom monitors. To
use extensions such as custom monitors and HTTP listener in the .NET environment, install the
AppDynamics standalone Machine Agent, which is a Java application. See Configure Machine

 for details on how to download, install, and configure theAgents in a .NET Environment
standalone Machine Agent in a .NET environment.

http://docs.appdynamics.com/display/PRO14S/Modify+Machine+Agent+Data+Collection+Metrics
http://docs.appdynamics.com/display/PRO14S/Modify+Machine+Agent+Data+Collection+Metrics
http://docs.appdynamics.com/display/PRO14S/AppDynamics+Extensions+and+Integrations
http://docs.appdynamics.com/display/PRO14S/AppDynamics+Extensions+and+Integrations
http://docs.appdynamics.com/display/PRO14S/Configure+Machine+Agents+in+a+.NET+Environment
http://docs.appdynamics.com/display/PRO14S/Configure+Machine+Agents+in+a+.NET+Environment
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Learn More

Install the Standalone Machine Agent
Configure Machine Agents in a .NET Environment
Machine Agent Install and Admin FAQ
Metric Browser
Add Metrics Using Custom Monitors

Determine Whether a Server is Down

If an application server agent is not reporting to the Controller, the App Agent Status in the App
Servers list displays a red icon with a downward-facing arrow and a status of zero.

Similarly, if a machine agent is not reporting to the Controller, the Machine Agent Status in the App
Servers list displays the same icon.

If the agent is not reporting, it is possible that the server is down, although here could be other
reasons why the agent is not reporting.

To investigate further, in the Metric Browser locate the individual node in question in the Agent
branch of the Application Infrastructure Performance tree. If the value of the Availability metric for
the application is zero, the app server is down. If the value of the Availability metric for the
machine is zero, the machine is down.

http://docs.appdynamics.com/display/PRO14S/Install+the+Standalone+Machine+Agent
http://docs.appdynamics.com/display/PRO14S/Configure+Machine+Agents+in+a+.NET+Environment
http://docs.appdynamics.com/display/PRO14S/Machine+Agent+Install+and+Admin+FAQ
http://docs.appdynamics.com/display/PRO14S/Add+Metrics+Using+Custom+Monitors
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Learn More

App Servers List
Metric Browser

 

Background Task Monitoring
Background Tasks 

Separating Background Tasks from Business Transactions
Background Tasks in the UI

Enabling and Configuring Background Task Monitoring
Learn More
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Background Tasks 

A background task or a batch job is a scheduled program that runs without user intervention.
These programs automate tasks that are performed on a regular basis. Batch jobs that are
required to be processed on a regular basis are incorporated into batch schedules.

By default AppDynamics does not automatically discover most background tasks. In some cases
AppDynamics may discover a task and interpret it as a business transaction.

Separating Background Tasks from Business Transactions

In some environments AppDynamics will automatically discover a background task and initially
identify it as a business transaction. In this case you want to reclassify the task so that it is not
included in the business transaction metrics.

AppDynamics lets you treat background tasks differently than transaction-based requests because
background tasks usually take more time to execute. Monitoring background tasks together with
the business transactions would skew the averages for response time for the tier and for the node
where these background tasks are executed. Therefore, AppDynamics recommends that you
monitor background tasks separately from business transactions.

Background tasks are not counted toward the average response time of the tier or the node.

Background Tasks in the UI

Although background tasks are monitored separately, they are displayed along with the other

business transactions in the . They show the background task icon: Business Transactions List
.

AppDynamics provides visibility into the key performance metrics and code level visibility for
background tasks. You can monitor background tasks in the following areas of the UI:

The  shows currently executing background tasks and theirBusiness Transactions List
statistics.

The  shows the response time for each background task.Metric Browser

AppDynamics creates transaction snapshots of each execution of a background task.
However, if a particular job runs too frequently then AppDynamics may not capture all
details for each execution.

The tier and application level metrics are not collected for background tasks. On an application
dashboard, background tasks will not show any call details.

Enabling and Configuring Background Task Monitoring

When you know that there are background tasks in your application environment and you want to
monitor them, or to reclassify a business transaction as a background task, see Configure

.Background Tasks
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Learn More

Configure Background Tasks
Transaction Snapshots

Configure Background Tasks

Enabling Automatic Discovery for Background Tasks
To enable discovery for a background task using a common framework

Configuring Thresholds for Background Tasks
To configure thresholds for all background tasks
To configure thresholds for an individual background task

Re-configuring a Business Transaction as a Background Task
To re-configure a business transaction as a background task

Learn More

Configuring background tasks consists of two basic steps:
1.  so that AppDynamics will detect the background process andEnabling automatic discovery
monitor it.
2.  for what you consider to be slow, very slow, or stalled performanceConfiguring thresholds
behavior.

Sometimes AppDynamics will discover a background task and interpret it to be a business
transaction. You can instruct AppDynamics to Configuring a Business Transaction as a

.Background Task

Enabling Automatic Discovery for Background Tasks

Automatic discovery of background tasks is disabled by default. When you know that there are
background tasks in your application environment and you want to monitor them, first enable
automatic discovery so that AppDynamics will detect the task.

AppDynamics provides preconfigured support for some common frameworks. If your application is
not using one of the default frameworks you can create a custom match rule.

To enable discovery for a background task using a common framework

1. In the left navigation pane, click .Configure -> Instrumentation

2. On the Transaction Detection tab, select the tier for which you want to enable monitoring.

3. Click .Use Custom Configuration for this Tier

4. Scroll down to the Custom Match Rules pane.

5. Do one of the following

If you are using a pre-configured framework, select the row of the framework and click the
pencil icon, or double-click on the row to open the Business Transaction Match Rule
window. By default the values are populated with rule name and the class and method
names for the particular framework. Verify that those are the correct names for your
environment.
OR
If you are using a custom framework, select the match criteria and enter the Class Name
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and Method Name.

The Background Task check box should be already checked.

6. Check .Enabled

7. Click .Save

The custom match rule for the background task will take effect and the background task will
display in the Business Transaction List.

Once you enable discovery, every background task is identified based on following attributes:

Implementation class name
Parameter to the execution method name

For additional details see:

Configure Background Tasks for
Java

Not Supported for .NET

Not Supported for PHP

Configuring Thresholds for Background Tasks

The out-of-the-box stall thresholds for background tasks are disabled. This is because the default
configuration for stall detection is 45 seconds, which is usually not enough time to detect stalled
background tasks.

AppDynamics recommends that you configure a threshold that is suitable for the background task
in your environment.

AppDynamics also recommends that you use static thresholds for slow and very slow background
tasks, if they have infrequent load patterns such as once every night. This is because the dynamic
moving average-based thresholds are more suitable for production load scenarios and will
automatically classify a background process as slow or very slow.

To configure thresholds for all background tasks

1. In the left navigation pane click .Configure -> Slow Transaction Thresholds

2. Click the Background Tasks Thresholds tab.

3. Set the thresholds for all background tasks.

4. If you want these thresholds applied to existing background tasks, check Apply to all Existing
.Background Task Business Transactions

5. Click . Save Default Background Task Thresholds

All new background tasks will use the thresholds that are configured here.

http://docs.appdynamics.com/display/PRO14S/Configure+Background+Tasks+for+Java
http://docs.appdynamics.com/display/PRO14S/Configure+Background+Tasks+for+Java
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You can override default thresholds for an individual background tasks by configuring individual
task thresholds.

To configure thresholds for an individual background task

1. In the Business Transactions List, right-click on the background task and select Configure
. AppDynamics displays the threshold settings for that background task.Thresholds

2. Update the thresholds.

3. Save the changes.

Re-configuring a Business Transaction as a Background Task

You can re-configure an auto-discovered business transaction as a background task.

To re-configure a business transaction as a background task

1. In the left navigation pane click .Business Transactions
2. In the Business Transactions List select the business transaction that you want to mark as a
background task.
3. Right-click on the selected business transaction and select .Set as Background Task
4. Verify that  is selected in the dialog.Set as Background Task
5. Click .OK

If you discover that a background task is better represented as a regular business transaction,
repeat steps 1 and 2 then right-click and select .Set as User Transaction

Learn More

Configure Background Tasks for Java

Alert and Respond
Alerts let you know when problems exist and
help you anticipate problems that might be
developing. Responses let you automate
preventative actions to address those problems
before they cause a severe slowdown or outage.
Think of alert and respond as the automation of
your runbooks.

The alert and respond system is made up of
three parts:

Health rules: Use these rules to define key
performance metric thresholds for your
application, across the stack.
Policies: Use policies to link health rule
violations, and other performance-based
events, with appropriate actions.
Actions: Use actions to specify what
should be done in a wide variety of

http://docs.appdynamics.com/display/PRO14S/Configure+Background+Tasks+for+Java
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situations, including sending alerts and
performing diagnostic and remedial tasks.

Out of the box, AppDynamics recognizes some
broad-based health issues commonly
experienced by applications, such as "Business
Transaction response time is much higher than
normal" or "Memory utilization is too high". These
are configured as default health rules, which
define how high is "much higher than normal" or
"too high". Use policies to attach your these rules
to alerts (whom to notify) and responses (what to
do) when these problems exist. You can use
these rules "as is" or modify them for your
environment. See .Default Health Rules

In addition to the broad-based rules, you can
customize precise automatic alerts and
responses for very narrowly circumscribed
situations. This lets you finely tune your system,
ensuring that the right alert goes to the right
person, the right action is taken for the right
problem on the right cluster or server.
 

Notifications
 

Alerts

For example:

You do not want to alert your team if performance in a few clusters is lagging, but if more
than 20% of the clusters are unhealthy, or if servers in particular clusters or servers that
meet certain criteria are performing poorly, you do want to trigger an alert. You can define
health rules that apply to specific tiers or nodes.  If these rules violate the system knows

http://docs.appdynamics.com/display/PRO14S/Health+Rules#HealthRules-DefaultHealthRules
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exactly which entity is experiencing problems and therefore whom to alert.  This rule affects
only one node: the order processing server.

Performance is deteriorating in one business transaction so you want to view snapshots for
that one transaction. You create a diagnostic action.

You want to send an alert whenever an app agent stops reporting to the Controller. Create a
node health rule based on the value of the Availability metric reported by the agent. If
Availability is less than 1, the agent is not reporting.
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You have a large operation with several development teams, each responsible for a different
service. You create a health rule for one service and then copy it. Then you create different
polices in which you can pair each copy of the health rule to an alert addressed to the
appropriate team.

You have an application that performs well for normal load. However, peak loads can cause
the application to slow. During peak load, AppDynamics not only detects the connection pool
contention, but also allows you to create a remediation script that can automate increasing
or decreasing the size of connection pool. You can require human approval to run this script
or simply configure it to execute automatically when it is triggered. Create a Runbook and
associate it with a policy so that it will fire when the connection pool is exhausted.

To learn more about using policies, health rules, and actions:

See these topics:

Watch this walk through the process.
 Notifications
 Actions 

Policies
Policy Structure

Policy Triggers
Policy Actions

Policy List
Learn More

Policies let you anticipate problems and take
actions to address those problems before they
cause a severe slowdown or outage.

Policies provide a mechanism for automating

http://www.appdynamics.com/blog/2013/03/14/application-runbook-automation-detailed-walk-through/?mkt_tok=3RkMMJWWfF9wsRojs6XPZKXonjHpfsX56%2BssXKW%2BlMI%2F0ER3fOvrPUfGjI4ESsZnI%2FqLAzICFpZo2FFZCvCRZY5B9%2FxeGA%3D%3D
http://appdynamo.wistia.com/medias/1cwc0vwb4s
http://appdynamo.wistia.com/medias/7dmau5ihya
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monitoring and problem remediation. Instead of
continually scanning metrics and events for the
many conditions that could suggest problems,
you can proactively define the events that are of
greatest concern in keeping your applications
running smoothly and then create policies that
specify actions to start automatically when those
events occur.

Health Rules and Policies
from AppDynamics 6 minutes

Policy Structure

A policy connects two things:

evaluated event triggers
actions to be taken in response to those triggers

https://education.appdynamics.com/video/healthRulesAndPolicies/story.html


Copyright © AppDynamics 2012-2014 Page 190

Policy Triggers

Policy triggers are events that cause the policy to fire. The events can be health-rule violation
events or other types of events, such as hitting a slow transaction threshold or surpassing a
resource pool limit. See ,  and .Health Rules Troubleshoot Health Rule Violations Events

The triggering events can be broadly defined as affecting any object in the application or very
narrowly defined as affecting only specific objects. You can create a policy that fires when an
event involving all the tiers in the application occurs, or one involving only specific tiers. You can
create a policy that fires on events affecting only certain nodes, or only certain business
transactions or certain errors. You can very finely tune policies for different entities and situations.

For example, this very broadly-defined policy would fire whenever a resource pool limit (> 80%
usage of EJB pools, connection pools, and/or thread pools) is reached for any object in the
application. 
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On the other hand, this narrowly-defined JVMViolationInWebTier policy fires only when existing
health rules on JVM heap utilization or JVM garbage collection time are violated.

Here the triggering events for this policy are configured:

and here the affected object is limited to a specific tier - the ECommerce Server.
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A policy is triggered when at least one of the specified triggering events occurs on at least one of
the specified objects.

Policy Actions

The second part of creating a policy is assigning one or more actions to be automatically taken in
response to the policy trigger.

For example, for the resource pool violation, you want to take a thread dump and then run a script
to increase the pool size.

Other common actions include restarting an application server if it crashes, purging a message
queue that is blocked, or triggering the collection of transaction snapshots. You can also trigger a
custom action to invoke third party systems. See  for information aboutBuild an Alerting Extension
custom actions.

See  for more information about the different types of actions.Actions

See  for information about limits on the number of actions that the Controller willActions Limits
process.

Because the definition of health rules is separate from the definition of actions, and both health
rules and actions can be very precisely defined, you can take different actions for breaching the
same thresholds based on context, for example, which tier or node the violation occurred in.

Policy List

http://docs.appdynamics.com/display/PRO14S/Build+an+Alerting+Extension
http://docs.appdynamics.com/display/PRO14S/Actions#Actions-ActionsLimits
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To access the list of policies in an application, select .Alert & Respond ->Policies

The policy list lists all the policies created for your application, with its triggers and actions taken.
You can view and edit an action assigned to a specific policy by clicking the action in the policy list.

Learn More

Actions
Configure Policies
Custom Actions
Diagnostic Sessions
Events
Health Rules
Workflow Overview
Build an Alerting Extension

Configure Policies

Using the Policy Wizard
To access the Policy Wizard

Configuring the Policy Trigger
To configure policy triggers

Configuring the Policy Actions
To configure policy actions

Learn More

Using the Policy Wizard

The Policy Wizard contains two panels:

Trigger: Sets the policy name, enabled status, events that trigger the policy, entities that are
affected by the policy
Actions: Sets the actions to take when the policy is triggered.

To access the Policy Wizard

1. Click  in the left navigation pane.Alert & Respond -> Policies

2. Do one of the following:

To create a new policy, click the plus icon.
To edit an existing policy, select the policy and click the pencil icon.
To remove an existing policy, select the policy and click the minus icon.

Configuring the Policy Trigger

http://docs.appdynamics.com/display/PRO14S/Workflow+Overview
http://docs.appdynamics.com/display/PRO14S/Build+an+Alerting+Extension
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The policy trigger panel defines the events and objects generating the events that cause the policy
to fire and invoke its actions.

For policy triggers that depend on health violation events, the health rules must be created before
you can create a policy on them. See  and .Health Rules Troubleshoot Health Rule Violations

To configure policy triggers

1. Click the plus icon to create a new policy or select an existing policy and click the pencil icon.
 The Policy Wizard opens.
2. Enter a name for the policy in the Name field.
3. To enable the policy, check the Enabled check box. To disable the policy, clear the Enabled
check box.
4. On the left, click  if it is not already selected.Trigger
5. Check the type of event that should trigger the policy. You may need to click the arrow to
expose specific events within an event category.
If you check at least one health rule violation event, you can choose whether any (that is, all)
health rule violations or only specific health rule violations will trigger the policy.

To designate specific health rule violations to trigger the policy, select These Health Rules, click
the "+" icon, and then choose the health rules from the embedded health rule browser.
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6. When you have finished selecting the events that trigger the policy, click "any object" to
configure which objects to monitor for those events in order to trigger the policy.

If you select  the policy will be triggered by the configured events when they occur onAny Objects
any object in your application.
To restrict the policy to specific objects, select   and then chooseAny of these specified objects
the objects.
For example, the following policy fires when selected events occur on the the ECommerce Server
tier. You can similarly restrict the objects to specific tiers, business transactions, and so forth.

  If you wish to have policies triggered by Health Rule Violation Events, you should leave the
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selection at . Selecting   means that only non-healthAny object Any of these specified objects
rule events - slow transactions, errors, and so forth - will trigger the policy.

7. Click  to save the policy configuration.Save

Configuring the Policy Actions

The policy actions panel defines the actions that the policy automatically initiates when the trigger
causes the policy to fire.

The actions must be created before you can create a policy that fires them. See  and theActions
documentation for individual types of actions (notification actions, remediation actions, etc.) for
information on creating an action.

To configure policy actions

1. If you have not already done so, open the policy wizard and edit the policy to which you want to
add actions. See .To access the Policy Wizard
2. On the left, click  if it is not already selected. Actions

3. Click "+" icon. The list of defined actions appears.

You can filter the list by checking the check boxes for the types of actions you want to see.
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4. In the list of actions, select the action that you want this policy to execute and click .Select

5. Click  in the Policy Wizard.Save

Learn More

Policies
Events
Health Rules
Troubleshoot Health Rule Violations
Actions
Notification Actions
Diagnostic Actions
Remediation Actions (Java only)
Auto-Scaling Actions
Custom Actions
Create a Workflow and Workflow Steps
Workflow Overview

Health Rules
Understanding the Health Rule Wizard

Heath Rule Types
Health Rule Schedules

Health Rule Enabled Schedule
Health Rule Evaluation
Window
Health Rule Wait Time After
Violation

Health Rule Entities
Entities Affected by a Health
Rule
Health Rule Evaluation Scope

Health Rule Conditions
Critical and Warning
Conditions

Default Health Rules
Suggested Metrics for Additional Health
Rules

Metrics for Business Transactions
Metrics for Tiers
Metrics for Nodes
Metrics for Backends

Preparing to Set Up Health Rules
Health Rule Management
Learn More

If you do not see an appropriate action for your needs, click   to create anCreate Action
action.  For more information on creating actions, see  . After you have created theActions
action select it here to to assign it to the policy that you are configuring.

http://docs.appdynamics.com/display/PRO14S/Create+a+Workflow+and+Workflow+Steps
http://docs.appdynamics.com/display/PRO14S/Workflow+Overview
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AppDynamics collects a wide range of metric information covering your entire application. Some of
those metrics are key indicators of the overall state of the system. Being able to proactively track
the status of those indicators gives you a window into the health of your system and can inform
you when various important entities—nodes, business transactions, databases, etc.—may be in
trouble.

Health rules allow you to define acceptable values for key metrics associated with specific entities,
and to monitor those essential metrics automatically.  Should metric values exceed the ranges you
have specified, the health rule is said to violate, and a health rule violation event occurs and is
surfaced in the controller user interface.  

The violation event can also be used to trigger a policy, which can initiate pre-defined actions to
respond to the situation, from sending alerting emails to running remedial scripts. To understand
how to create policies and actions, see   and  .Policies Actions

The simplest way to create health rules is to use the basic health rule wizard. The wizard groups
commonly used system entities and related metrics to ease the process of setting up your
particular system's health rules. Should you need to create health rules that connect less
commonly used entities and/or metrics, you can use one of the custom methods in the wizard, the 

 or the   methods.  Custom Health Rule Types Hybrid

For specifics on using the health rule wizard, see  .Configure Health Rules

Understanding the Health Rule Wizard

To understand how the health rule wizard works, you need to understand four basic concepts:

How the wizard groups entities and metrics
How the wizard schedules health rule evaluations
How the wizard defines which entities are affected
How the wizard defines the metric conditions that are to be evaluated on those entities

Heath Rule Types

To simplify creating health rules, the basic health rule wizard groups entities, like nodes or
business transactions, with metrics that are commonly associated them into health rule types.
 Doing so allows the wizard to automatically show you relevant information during the health rule
creation process.

The health rule types are:

Transaction Performance
Overall Application Performance: groups metrics related to load, response time,
slow calls, stalls, with applications
Business Transaction Performance: groups metrics related to load, response time,
slow calls, stalls, etc. with business transactions

Error Rates: groups metrics related to exceptions, return codes, and other errors with
applications or tiers
Node Health

If your needs are not covered by these types, you can use one of the custom methods in
the wizard,   or the   methods.  Custom Health Rule Types Hybrid

http://docs.appdynamics.com/display/PRO14S/Configure+Health+Rules#ConfigureHealthRules-UsingCustomHealthRuleTypes
http://docs.appdynamics.com/display/PRO14S/Configure+Health+Rules#ConfigureHealthRules-UsingtheHybridMethod-CustomHealthRulesforMultipleEntities
http://docs.appdynamics.com/display/PRO14S/Configure+Health+Rules#ConfigureHealthRules-UsingCustomHealthRuleTypes
http://docs.appdynamics.com/display/PRO14S/Configure+Health+Rules#ConfigureHealthRules-UsingtheHybridMethod-CustomHealthRulesforMultipleEntities
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Node Health-Hardware, JVM, CLR:  groups metrics like CPU and heap usage, disk
I/O, etc. with nodes
Node Health-Transaction Performance: groups metrics related to load, response
time, slow calls, stalls, etc. with nodes
Node Health-JMX: groups metrics related to connection pools, thread pools, etc with
nodes

Databases & Remote Services: groups metrics related to response time, load, or errors
with databases and other backends
End User Experience

Pages: groups metrics like DOM building time, JavaScript errors, etc. with the
performance of application pages for the end user
Iframes: groups metrics like first byte time, requests per minute, etc. with the
performance of iframes for the end user
Ajax Requests: groups metrics like Ajax callback execution time, errors per minute,
etc. with the performance of Ajax requests for the end user

I  groups metrics like response time, load, or errors with informationnformation Points:
points

If you select one of these health rule types, AppDynamics automatically presents you with a list of
the commonly associated metrics, simplifying the health rule creation process by giving you a
manageable number of relevant options.

If the types do not cover the entities and/or metrics you wish to use, you can use one of the
custom options:

Select the Custom health rule type, which allows you to create a rule based on any metric
AppDynamics collects on any single entity that AppDynamics monitors
Use the Hybrid method, which allows you to create a rule based on any metric
AppDynamics collects across multiple entities. If you wish to create health rules based on
custom metrics that cover multiple entities, see  .Using the Hybrid Method

Health Rule Schedules

The metrics associated with a health rule are evaluated according to a schedule that you control.
You can configure:

when a health rule is in effect
which data set should be used, based on time
what special rules should be in place during a violation event

Health Rule Enabled Schedule

By default, health rules are always enabled. But you can also configure your own schedules during
which the rule is in effect.
Built-in schedules are:

End of business hour
Weekday lunch
Weekday mornings
Weekdays
Weekends

You can also create a new schedule based on UNIX cron expressions using your custom values.
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1.  

2.  

3.  

Health Rule Evaluation Window

Different kinds of metrics may provide better results using different sets of data.  You can manage
how much data AppDynamics uses when it evaluates a particular health rule by setting the data
collection time period.  The default value is 30 minutes.

For metrics based on an average calculation, such as average response time, AppDynamics
averages the response time over the evaluation window - a five minute window means that the last
five minutes of data is used to evaluate if the health rule is in range. For metrics based on a sum
calculation, such as number of calls, AppDynamics uses the total number of calls counted during
the evaluation window.  And so forth. Use values that work best with the kinds of metrics you are
interested in.

Health Rule Wait Time After Violation

Normally health rules are evaluated every minute. But once a violation has been detected,
continuing to evaluate the rule by the minute can generate a large number of policy triggers, alerts,
and actions, which may not be helpful in the situation.  You can set an after-violation wait period to
sleep the evaluation process for a specific number of minutes, to allow remedial action to be taken
before the next evaluation occurs.

The default for the wait time after violation is 30 minutes.

After the wait time has elapsed, the violated health rule is once again evaluated. By now, the
evaluation window has moved, so the data that is evaluated is for a later time period than before.
At this point, one of three situations can arise:

The health rule is no longer being violated. In this case the evaluation returns to its normal
schedule which is to evaluate to health rule every minute.
The health rule is still being violated, but there has been no state change. In other words, if
there was a critical violation, there is still a critical violation. In this case AppDynamics waits
another wait time period before re-evaluating the health rule.
The health rule is still being violated, but there has been a state change; for example the
violation has escalated from warning to critical or de-escalated from critical to warning. In
this case AppDynamics waits another wait time period before re-evaluating the health rule.

The timeline below illustrates how evaluation works with a 30-minute evaluation window and a
15-minute wait period after violation. In this scenario, AppDynamics evaluates the rule every
minute until 1:00, when it detects a violation. It then switches to a 15-minute evaluation frequency,
which it maintains until the violation is no longer detected, at which time it switches back to a
1-minute evaluation frequency. Note that the evaluation window is still moving during this time, so
that only the last 30 minutes of data is evaluated. The slice of data that was evaluated when the
violation was first detected is not the same set of data that was evaluated when the violation
ceased.
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Health Rule Entities

A health rule can evaluate metrics associated with an entire application or a very limited set of
entities.  For example, you can create business transaction performance health rules that evaluate
certain metrics for all business transactions in the application or node health rules that cover all the
nodes in the application or all the nodes in specified tiers. The default health rules are in this
category.

You can also create health rules that are very narrowly applied to a limited set of entities in the
application, or even a single entity such as a node or a JMX object or an error. For example, you
can create a JMX health rule that evaluates the initial pool size and number of active connections
for specific connection pools in nodes that are share certain system properties.

The health rule wizard lets you specify precisely which entities the health rule affects, enabling the
creation of very specific health rules. For example, for a business transaction you can limit the tiers
that the health rule applies to or specific business transactions by name or by names that match
certain criteria.

For the node health rules, you can specify that a health rule applies only to nodes that meet
certain criteria:
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Entities Affected by a Health Rule

If you are using the basic health rule wizard and health rule types, AppDynamics provides a list of
commonly used sets of entities on which metrics can be evaluated.

For an Overall Application Performance health rule type, the health rule applies the entire
application, regardless of business transaction, tier, or node.

For a Business Transaction Performance health rule type, you can apply the health rule to:

All Business Transactions in the application
All Business Transactions within tiers that you select
Individual Business Transactions that you select
Business Transactions with names that have patterns matching criteria that you specify
(such as all Business Transactions with names that start with "INV")

For an Error Rates health rule type, you can apply the health rule to:

All Errors in the application
Specific error types that you select
Errors with the specified tiers
Errors with names that have patterns matching criteria that you specify

For a Node Health – Transaction Performance or Node Health – Hardware, JVM, CLR health rule
types, you can apply the health rule to:

All tiers in the application
Individual tiers that you specify
All nodes in the application
Nodes types, such as Java nodes, PHP nodes, etc.
Nodes within specified tiers
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Individual nodes that you specify
Nodes with names, meta-data, environment variables or JVM system environment
properties with matching criteria that you specify

For a Node Health – JMX health rule type, you select

the JMX objects on which the health rule is evaluated

and apply the health rule to:

All nodes in the application
Nodes within tiers that you specify
Individual nodes that you specify
Nodes with names matching criteria that you specify

For a Databases & Remote Services health rule type, you can apply the health rule to:

All databases and remote services in the application
Individual databases and remote services that you specify
Databases and remote services with name matching criteria that you specify

For End User Experience – Pages, iframes, and Ajax Requests health rule types, you can apply
the health rule to:

All such entities
Entities that you specify
Entities with names matching criteria that you specify

For Information Points health rule types, you can apply the health rule to:

All information points
Information points that you specify
Information points with names matching criteria that you specify

Using the Custom health rule type limits you to a single entity hard-coded in the metrics
themselves. If you want to use custom metrics but associate them with multiple entities, use the
hybrid method.  See  .Using the Hybrid Method

Health Rule Evaluation Scope

The health rule evaluation scope defines how many nodes in the affected entities must violate the
condition before the health rule is considered violated.

For example, you may have a critical condition in which the condition is unacceptable for any
node, or you may want to trigger the violation only if the condition is true for 50% or more of the
nodes in a tier. 

Options for this evaluation scope are:

any node – If any node exceeds the threshold(s), the violation fires.
percentage of the nodes – If x% of the nodes exceed the threshold(s), the violation fires.
number of nodes – If x nodes exceed the threshold(s), the violation fires.

Evaluation scope applies only to business transaction performance type health rules and
node health health rules in which the affected entities are defined at the tier level.



Copyright © AppDynamics 2012-2014 Page 204

the tier average – Evaluation is performed on the tier average instead of the individual
nodes.

Health Rule Conditions

You define the acceptable range for a metric by establishing health rule conditions. A health rule
condition defines what metric levels constitute a Warning status and what metric levels constitute a
Critical status.

A condition consists of a Boolean statement that compares the current state of a metric against
one or more static or dynamic thresholds based on a selected baseline. If the condition is true, the
health rule violates.  The rules for evaluating a condition using multiple thresholds depend on
configuration.

Static thresholds are straightforward. For example, is a business transaction's average response
time greater than 200 ms?

Dynamic thresholds are based on a percentage in relation to, or a standard deviation from, a
baseline built on a rolled-up baseline trend pattern.  For example, a daily trend baseline rolls up
values for a particular hour of the day during the last thirty days, whereas a  weekly trend baseline
rolls up values for a particular hour of the day, for a particular day of the week, for the last 90 days.
 For more information about baselines, see .Behavior Learning and Anomaly Detection

You can define a threshold for a health rule based on a single metric value or on a mathematical
expression built from multiple metric values.

The following are typical conditions:

IF the value of the Average Response Time is greater than the default baseline by 3 X the
Baseline Standard Deviation  . . .  
IF the count of the Errors Per Minute is  greater than 1000 . . . 
IF the number of MB of Free Memory is less than 2 X the Default Baseline . . .
IF the value of Errors per Minute/Calls per Minute over the last 15 days > 0.2 . . .

The last example combines two metrics in a single condition. You can use the expression builder
in the health rules wizard to create conditions based on a  complex expression comprising multiple
interdependent metrics

Often a condition consists of multiple statements that evaluate multiple metrics. A health rule is
violated either when one of its condition evaluates to true or when all of its conditions evaluate to
true, depending on how it is configured. You can correlate multiple metrics to focus the health
rules for your environment.

For example, a health rule that measures response time (average response time greater than
some baseline value) makes more business sense if it is correlated with the application load (for
example, 50 concurrent users or 10,000 calls per minute) on the system. You may not want to use
the response time condition alone to trigger a policy that initiates a remedial action if the load is
low, even if the response time threshold is reached. To configure this correlation, the first part of
the condition would evaluate the actual performance measurement and the second part would
ensure that the health rule is violated only when there is sufficient load.

http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
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Critical and Warning Conditions

Conditions are classified as either critical or warning conditions. 

Critical conditions are evaluated before warning conditions. If you have defined a critical condition
and a warning condition in the same health rule, the warning condition is evaluated only if the
critical condition is not true.

The configuration procedures for critical and warning conditions are identical, but you configure
these two types of conditions in separate panels.  You can copy a critical condition configuration to
a warning configuration and vice-versa and then adjust  the metrics in the copy to differentiate
them. For example, in the Critical Condition panel you can create a critical condition based on the
rule:

IF the Average Response Time is greater than 1000

Then from the Warning Condition panel, copy that condition and edit it to be:

IF the Average Response Time is greater than 500

As performance changes, a health rule violation can be upgraded from warning to critical if
performance deteriorates to the higher threshold or downgraded from critical to warning if
performance improves to the warning threshold.

Default Health Rules

Out of the box, AppDynamics provides a default set of health rules:

Health Rule Name Health Rule Type

Business Transaction response time is much
higher than normal

Business Transaction Performance

Business Transaction error rate is much higher
than normal

Business Transaction Performance

CPU utilization is too high Node Health – Hardware, JVM, CLR
Performance

Memory utilization is too high Node Health – Hardware, JVM, CLR
Performance
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JVM Memory Heap  is too high Node Health – Hardware, JVM, CLR
Performance

JVM Garbage Collection Time is too high Node Health – Hardware, JVM, CLR
Performance

CLR Garbage Collection Time is too high Node Health – Hardware, JVM, CLR
Performance

If any of these predefined health rules are violated, the affected items are marked in the UI as
yellow-orange, if it is a Warning violation and red, if it is a Critical violation.

In many cases the default health rules may be the only health rules that you need. If the conditions
are not configured appropriately for your application, you can edit them. You can also disable the
default health rules.

Suggested Metrics for Additional Health Rules

The default health rules provide the basics for monitoring the health of your business applications.
To extend the monitoring capabilities for a particular application, you can configure additional
health rules. The following are suggested metrics you might want to monitor with health rules,
based on what many customers have found useful.

Metrics for Business Transactions

Calls Per Minute
Slow Call Rate
Stalls 

Metrics for Tiers

Average Response Time
Calls Per Minute
Error Rate
Slow Call Rate
Stalls

Metrics for Nodes

 Some of these metrics might apply only to certain types of nodes, such as those running JVMs.

Availability
Thread Pool – Utilization Rate
Thread Pool - Average Wait Time
Thread Pool – Queue Size
Connection Pool – Utilization Rate
Connection Pool – Wait Time to Acquire a Connection
Thread Contention

Metrics for Backends
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Average Response Time
Calls Per Minute
Error Rate

Preparing to Set Up Health Rules

AppDynamics recommends the following process to set up health rules for your application:

Identify the key metrics on the key entities that you need to monitor for your application. 
These metrics should be representative of the overall health of your application.
Click Alert & Respond -> Health Rules to examine the default health rules that are provided by
AppDynamics.

Compare your list of metrics with the metrics configured in these rules.
If the default health rules cover all the key metrics you need, determine whether the
pre-configured conditions are applicable to your environment. If necessary, modify the
conditions for your needs.
You can also view the list of affected entities for each of the default health rules and
modify the entities.

If the health rules do not cover all your needs or if you need very finely-applied health rules to
cover specific use cases, create new health rules.

First, identify the type of the health rule that you want to create. See Health Rule Types.
Then decide which entities should be affected by the new rule. See Entities Affected by a
Health Rule.
Then define the conditions to monitor.

Create schedules for health rules, if needed.
In some situations a health rules is more useful if it runs at a particular time. See Health Rule
Schedules.
If desired, configure policies and actions that should come into play when health rules are
violated. See Policies and Actions.

Health Rule Management

To view current health rules in an application, including the default health rules, and to access the
health rule wizard, click .Alert & Respond -> Health Rules

Current health rules are listed in the left panel.  If you click one of these rules, a list appears in the
right panel showing what entities this selected health rule affects and what the status of the latest
evaluation is.  You can also select the Evaluation Events tab to see a detailed list of evaluation
events.

In the left panel you can directly delete or duplicate a health rule. From here you can also access
the health rule wizard to add a new rule or edit an existing one.

To delete an existing health rule:

Select the health rule in the left panel.
Click the minus icon.

The health rule is removed.
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To duplicate an existing health rule:

Select the health rule in the left panel.
Click the copy icon.

The health rule is duplicated under the name you assign.

To edit an existing health rule:

Select the health rule in the left panel.
Click the pencil icon. 

The health rule wizard appears, with the rule's current values configured. You can modify these
values in the wizard.

To create a new health rule:

Click the plus icon.
The health rule wizard appears with some default values configured. You define the health rule
in the wizard.

See  for details on using the health rule wizard.Configure Health Rules

Learn More

Notification Actions
Configure Health Rules
Configure Baselines
Events
Policies
Actions

Configure Health Rules

Accessing the Health Rule Wizard
The Structure of the Health Rule Wizard

Using the Basic Health Rules Wizard
Configure Generic Heath Rule Settings for the Basic Health Rule Wizard

To Create a New Health Rule Schedule
Configure Affected Entities for the Basic Health Rules Wizard
Configure Health Rule Conditions for the Basic Health Rules Wizard

To Create a Condition
To Configure a Condition Component

To Remove a Condition Component
To Build an Expression

Using the Custom Health Rule Types Method
Using the Hybrid Method - Custom Health Rules for Multiple Entities
Learn More

This topic describes the detailed steps for configuring health rules using the health rule wizard.

Accessing the Health Rule Wizard

Click .Alert & Respond->Health Rules

http://docs.appdynamics.com/display/PRO14S/Configure+Baselines
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To edit an existing health rule, in the left panel of the health rule list, select the health rule
and click the pencil icon.
To create a new health rule, click the plus icon.

The Structure of the Health Rule Wizard

The health rule wizard contains four panels:

Overview: Sets the health rule name, enabled status, health rule type, health rule enabled
period, and health rule evaluation time.
Affects: Sets the entities evaluated by the health rule. The options presented vary according
to the health rule type set in the Overview panel.
Critical Condition: Sets the conditions, whether all or any of the conditions need to be true
for a health rule violation to exist, and the evaluation scope (BT and node health policies
defined at the tier level only); it also includes an expression builder to create complex
expressions containing multiple metrics.
Warning Condition: Settings are identical to Critical Condition, but configured separately.

You can navigate among these panels using the  and  buttons at the bottom of eachBack Next
panel or by clicking their entries in the left panel of the wizard. You should configure the panels in
order, because the configuration of the health rule type in the Overview panel determines the
available affected entities in the Affects panel as well as the available metrics in the Condition
panels.

The basic health rule wizard uses some short cuts to define the most commonly use health rules.
 If you need to set up rules that are outside of that set you should use the Custom Health Rule

 method or the   method.Types Hybrid

Using the Basic Health Rules Wizard

Most of the time you should use the basic health rules wizard to set up your health rules.

Configure Generic Heath Rule Settings for the Basic Health Rule Wizard

You configure generic settings for your health rules in the Overview panel.

1.Set a name.  If a name already exists, you can change it if you like.

2. If you want the health rule in an enabled state (the default), check Enabled.  Clear to disable.
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3. Select a health rule type by clicking on the name in the list.

This setting affects metrics offered for configuration in subsequent panels in the basic wizard,
so you must select a health rule type before continuing to other panels. If none of the
predefined health rule types are applicable for your needs, you need to use the Custom
method or the Hybrid method.

 4. If the health rule is always (24/7) enabled, check the Always check box.

If the health rule is enabled only at certain times, clear the Always check box and either:

Select a predefined time interval from the drop-down menu.
or
 Click  .Create New Schedule
 The Create Schedule window opens. See  .To Create a New Health Rule Schedule

5. Click the dropdown menu  and select a value between 1 andUse the last <> minutes of data
360 minutes for the evaluation window. This is the amount of recent data to use to determine
whether a health rule violation exists. This value applies to both critical and warning conditions.
See .Health Rule Evaluation Window

6. In the Wait Time after Violation section, enter the number of minutes to wait before evaluating
the rule again for the same affected entity in which the violation occurred. See Health Rule Wait

.Time After Violation

7. Click .Save

8. Click .Next

To Create a New Health Rule Schedule

1. In the Overview window of the Health Wizard, clear the Always check box if it is checked.

The time is the time at the site of the controller, not the app agent. For example, if
the enabled time is set to 5pm-6pm, Mon-Fri and the controller is in San Francisco
but the app agent is in Dubai, the health rule engine uses San Francisco time.

http://docs.appdynamics.com/display/PRO14S/Health+Rules#HealthRules-HealthRuleEvaluationWindow
http://docs.appdynamics.com/display/PRO14S/Health+Rules#HealthRules-HealthRuleWaitTimeAfterViolation
http://docs.appdynamics.com/display/PRO14S/Health+Rules#HealthRules-HealthRuleWaitTimeAfterViolation
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2. Click .Create New Schedule

2. Enter a name for the schedule.

3. Enter an optional description of the schedule.

4. Enter the start and end times for the schedule as cron expressions. See http://www.quartz-sche
 for details about and examples of cronduler.org/documentation/quartz-2.1.x/tutorials/crontrigger

syntax.

5. Click Next.

Configure Affected Entities for the Basic Health Rules Wizard

The Affects panel lets you define which thing your health rule affects. These things are called entiti
. For example, a business transaction, a node or set of nodes, or an information point are alles

entities. The choices you are offered depends on the health rule type you chose in the Overview
panel.  In this case, the health rule type selected affects Tiers or Nodes.

1. Use the dropdown menu to select the the entities affected by this health rule.

The entity affected and the choices presented in the menu depend on the health rule type
configured in the Overview window.

See  for information about the types of entities that can beEntities Affected by a Health Rule
affected by the various health rule types.

2. If you select entities based on matching criteria, specify the matching criteria.

3. If you are configuring a JMX health rule, select the JMX objects that the health rule is evaluated
on.

4. Click .Next

Configure Health Rule Conditions for the Basic Health
Rules Wizard

The high-level process for configuring conditions is:

1. Determine the number and kind of metrics the health rule should evaluate. For each
performance metric you want to use, create a condition.

http://www.quartz-scheduler.org/documentation/quartz-2.1.x/tutorials/crontrigger
http://www.quartz-scheduler.org/documentation/quartz-2.1.x/tutorials/crontrigger
http://docs.appdynamics.com/display/PRO14S/Health+Rules#HealthRules-EntitiesAffectedbyaHealthRule
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You can use a single condition component or multiple condition components for a single
condition state.
You can use values based on complex mathematical expressions.

2. Decide whether the health rule is violated if all of the tests are true or if any single test is true.

3. For business transaction performance health rules and node health rule types that specify
affected entities at the tier level, decide how many of the nodes must be violating the health rule to
produce a violation event. See .Health Rule Evaluation Scope

4. To configure a critical condition use the Critical Condition window. To configure a warning
condition use the Warning Condition window.

To Create a Condition

1. In the Critical Condition or Warning Condition window, click  to add a new+ Add Condition
condition component.
The row defining the component opens. See . Continue toTo Configure a Condition Component
add components to the condition as needed.

2. From the drop-down menu above the components, select All if  of the components mustall
evaluate to true to constitute violation of the rule. Select Any if a health rule violation exists if  sany
ingle component is true.

3. For health rules based on the following health rule types:

business transaction 
node health-hardware
node health-transaction performance 

you must specify evaluation scope.

If the   section is visible, clickHealth Rule will violate if the conditions above evaluate to true
the appropriate radio button to set the evaluation scope.

If you select percentage of nodes, enter the percentage. If you select number of nodes, enter the
absolute number of nodes.

The configuration processes for critical and warning conditions are identical.

You can copy the settings between Critical and Warning condition panels and just edit the
fields you desire. For example, if you have already defined a critical condition and you want
to create a warning condition that is similar, in the Warning Condition window click  Copy

 to populate the fields with settings from the Critical condition.from Critical Condition

http://docs.appdynamics.com/display/PRO14S/Health+Rules#HealthRules-HealthRuleEvaluationScope
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To Configure a Condition Component

1. In the first field of the condition row, name the condition.

This name is used in the generated notification text and in the AppDynamics console to
identify the violation.

2. To select the metric on which the condition is based, do one of the following:

To specify a simple metric, click the metric icon to open a small metric browser.
The browser display metrics appropriate to the health rule type. Select the metric to monitor
and click .Select Metric
The selected metric appears in the configuration.

or

To build an expression using multiple metric values, click the gear icon at the end of the row
and select .Use a mathematical expression of 2 or more metric values
This opens the mathematical expression builder where you can construct the expression to
use as the metric. See .To Build an Expression

3. From the Value drop-down menu before the metric, select the qualifier to apply to the metric
from the following options:

Qualifier Type What This Means

Minimum The minimum value reported across the
configured evaluation time length. Not all
metrics have this type.

Maximum The maximum value reported across the
configured evaluation time length.  Not all
metrics have this type.

Value The arithmetic average of all metric values
reported across the configured evaluation time
length.

Sum The sum of all the metric values reported
across the configured evaluation time length.
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Count The number of times the metric value has
been measured across the configured
evaluation time length.

Current The value for the current minute.

4. From the drop-down menu after the metric, select the type of comparison by which the metric is
evaluated.

To limit the effect of the health rule to conditions during which the metric is  a definedwithin
distance (standard deviations or percentages) from the baseline, select  froWithin Baseline
m the menu.To limit the effect of the health rule to when the metric is  thatNOT within
defined distance, select . Then select the baseline to use, the numericNot Within Baseline
qualifier of the unit of evaluation and the unit of evaluation. For example:

Within Baseline of the Default Baseline by 3 Baseline Standard
Deviations

To compare the metric with a static literal value, select  or < Specific value > Specific Value
from the menu, then enter the specific value in the text field. For example:

Value of Errors per Minute >  100

To compare the metric with a baseline,  or  from the drop-downselect < Baseline > Baseline
menu, and then select the baseline to use, the numeric qualifier of the unit of evaluation and
the unit of evaluation. For example:

Maximum of Average Response Time is > Baseline of the Daily Trend by
3 Baseline Standard Deviations

See  for information about the baseline options.Baselines and Periodic Trends

5. Click .Save

To Remove a Condition Component

You can remove a component condition by clicking the delete icon.

Baseline Percentages
The "baseline percentage" is the percentage above or below the established baseline at
which the condition will be triggered. If, for example, you have a baseline value of 850 and
you have defined a baseline percentage of "> 1%", then the condition should trigger if the
value is > [850+(850x0.01)] or 859.  In addition, in order to prevent too small sample sets
from triggering health rules violations, these rules are  evaluated if the load (the numbernot
of times the value has been measured) is less than 1000. So if, for example, a very brief
time slice is specified, the rule may not violate even if the conditions are met, simply
because the load is not large enough.

http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection#BehaviorLearningandAnomalyDetection-BaselinesandPeriodicTrends
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To Build an Expression

To access the expression builder to create a complex expression as the basis of a condition, click
the gear icon at the end of the row and select Use a mathematical expression of 2 or more

.metric values

In the expression builder, use the Expression pane to construct the expression.
Use the Variable Declaration pane to define variables based on metrics to use in the expression.

1. In Variable Declaration pane of the Mathematical Expression builder, click   to+ Add variable
add a variable.

2. In the Variable Name field enter a name for the variable.

3. Click   to open a small metric browserSelect a metric

4. From the drop-down menu select the qualifier for the metric.

5. Repeat steps 1 through 4 for each metric that you will use in the expression.
You can remove a variable by clicking the delete icon.

6. Build the expression by typing the expression in the Expression pane. Click the   Insert Variable
button to insert variables created in the Variable Declaration pane.
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7. When the expression is built, click  .Use Expression
The expression appears as the metric in the condition configuration window.

Using the Custom Health Rule Types Method

The procedure for using the Custom health rule type option in the health rules wizard is very
similar to using the basic health rules wizard. Use this procedure if you want to create a health rule
for a single entity based on a custom metric.

1.In the Overview section, select Custom (use any metrics) in the Type field.

2. In the Affects section, select the kind of entity that the health rule affects: Business Transaction
Performance, Node Performance, or Application Performance.
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If the health rule affects Business Transaction Performance: 
Select the Business Transaction performance radio button
Select the Business Transaction affected from the drop-down menu.  You can use the
search field in the Select a Business Transaction browser that opens to locate the
specific Business Transaction.

If the health rule affects Node Performance:
 Select the Node Performance radio button.
Click   (  (to modify an existing configuration).Node for new configuration) or Change
In the Node browser that opens, navigate to the node which you want the health rule
to affect.
Click   .Select

If the health rule is not specific to a Business Transaction or Node, select Application
Performance.

3. When you go on to   you willConfigure Health Rule Conditions for the Basic Health Rules Wizard
have access to the entire metric browser when you are choosing metrics.  

Using the Hybrid Method - Custom Health Rules for Multiple Entities

If you use the   method, you must set up your evaluation conditions onCustom Health Rule Types
an entity by entity basis.  If you want to use the same custom metrics for evaluation across
multiple entities, you should use the  method when you are settingSpecify a Relative Metric Path
up your conditions instead.

1.In the Overview section, choose the health rule type that covers the kind of entity for which you
wish to set up custom rules. So, for example, if you wish to set up a custom rule that applies to all
nodes based on Perm Gen usage, select Node Health - Hardware, JVM, CLR as your health rule
type.

2.  Go to the metric browser ( ) and locate the relative path of the metricAnalyze->Metric Browser
you wish to add. Right click on the metric and select Copy Full Path.
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3. In the Affects section, select the correct type of entity.  For example, select All Nodes in the
Application.

4. Go on to   in the normal way. When you click to bring up theConfigure Health Rule Conditions
metric list to use for evaluation, select Specify a Relative Metric Path instead of Specify a Metric
from the Metric Tree.  Use a cropped value for the metric you located in the metric browser and
complete configuring your conditions as usual.  

For all health rule types  Node Health-Hardware, JVM, CLR or Custom, use theexcept
metric name alone - for example, Average Wait Time (ms)) 
For Node Heath-Hardware, JVM, CLR and Custom health rule types, use everything after
the entity, for example, after the Node name.  In the example the path would look like this. 
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Finish configuring your condition as you normally would.

Learn More

Import and Export Health Rule Configurations

Import and Export Health Rule Configurations

Exporting Health Rules from an Application
To export the configurations for all health rules in an application
To export the configuration for a single health rule

Importing Health Rules to an Application
To import the configurations for health rules in an application

Learn More

You can export your health configurations from one application to another using a special
AppDynamics REST API. This capability allows you to re-use health rule configurations in different
applications instead of re-configuring each application manually from the AppDynamics console.

Exporting Health Rules from an Application

Exports are HTTP GET operations.

To export the configurations for all health rules in an application

http://<controller-host>:<controller-port>/controller/healthrules/<application-name|application-id>

Example
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http://pm1.appdynamics.com:80/controller/healthrules/3

produces the output in .all_health_rules

To export the configuration for a single health rule

http://<controller-host>:<controller-port>/controller/healthrules/<application-name|application-id>?n
ame=<health_rule_name>

For example:

http://pm1.appdynamics.com/controller/healthrules/3?name=Business
Transaction response time is much higher than normal

produces the output in .one_health_rule

Importing Health Rules to an Application

Exports are HTTP POST operations.

After you have exported health rules you can import them to a different application passing the xml
file created by the export operation as payload to the POST. You can modify the exported file
before you import it. You might want to do this to add or remove one or more health rule
configurations or to change their names.

Use UTF-8 URL encoding of the URI before posting; for example, do not replace a space (" ") with
"%20" in the URI.

The default behavior is not to overwrite an existing health rule of the same name. If you want to
overwrite an existing health rule of the same name, specify the  parameter. sinceoverwrite=true
the default is .false

The syntax is the same for importing one health rule configurations or several. All the health rule
configurations in the xml files are imported.

To import the configurations for health rules in an application

http://<controller-host>:<controller-port>/controller/healthrules/<application-name|application-id>?o
verwrite=true|false

This example imports the health rule in the uploaded file, overwriting any health rules of the same
name.

http://docs.appdynamics.com/download/attachments/20189686/all_health_rules?version=1&modificationDate=1395176892000&api=v2
http://docs.appdynamics.com/download/attachments/20189686/one_health_rule?version=1&modificationDate=1396381382000&api=v2
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The next example imports the health rules without overwriting. In this case, any health rules in the
destination controller that have the same names as health rules in the all_health_rules file are not
overwritten.

Learn More

Configure Health Rules
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Import and Export Transaction Detection Configuration for Java

 

Troubleshoot Health Rule Violations

Health and Health Rules
Troubleshoot Heath Rule Violations

To find all health rule violations
To troubleshoot a health rule violation
To see health rule status in the UI

Learn More

Health and Health Rules

"Health" throughout the AppDynamics UI refers to the extent to which the component being
monitored is operating within the acceptable limits defined by health rules. Health rules allow you
to automate pro-active monitoring and problem mediation in your managed environment. By
default, AppDynamics provides a set of basic health rules, which you can extend, add to, or
remove as your needs dictate.

A health rule violation exists when the conditions that define the rule are true. For example, you
might have defined a health rule condition that states that a CPU%Busy rate of more than 90% on
any node is a critical condition. If the rate on a node then goes over 90%, the health rule is said to
"violate" and the AppDynamics UI displays a notification of that violation.

Because there is a set of default health rules, you may see health rule violations reported for your
application even if you have not set up your own health rules. If you see violations reported for the
APPDYNAMICS_DEFAULT_TXT business transaction, these are for default health rule violations
in the All Other Traffic business transaction. If you are not interested in monitoring these business
transactions, you may want to examine your business transaction setup. See Organizing Traffic as

.Business Transactions

For general information about health rules, see . For information on setting up yourHealth Rules
own health rules, see .Configure Health Rules

Troubleshoot Heath Rule Violations

To start troubleshooting health rule violations, you can:

Get a list of all the health rule violations by clicking Troubleshoot -> Health Rule
.Violations

Click on a particular health rule violation you see .displayed in the UI

You can access the list of health rule violations in your application for the selected time range.

To find all health rule violations

1. In the left navigation pane, click .Troubleshoot -> Health Rule Violations
The list of health violations displays.

http://docs.appdynamics.com/display/PRO14S/Import+and+Export+Transaction+Detection+Configuration+for+Java
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2. Select  or View All Health Rule Violations in the Time Range View Only Health Rule
.Violations Open Now

It is possible that health rule violations that were reported are no longer open because remedial
action has been taken or performance has improved on its own.

3. To see the filters click . To hide them click .Show Filters Hide Filters

With the filters showing in the left filters panel you can select the health rule violations that you
want to troubleshoot. You can view all health rule violations or expand the nodes in the tree to
select by health rule type (such as business transaction health rules or node health rules) or
affected entity (such as business transaction, tier or node).
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You can filter health rule violations by entering the name of the health rule in the search field on
the upper right.

The health rule violations are displayed in the right panel, with their status, description, start time,
end time and duration (if ended), and the affected entity.

To troubleshoot a health rule violation

Once you have located the violation you are interested in, you can get more information in three
ways:

To see the health rule definition that was violated for a specific violation, find the health rule
violation in the list and in the Health Rule column, click the link to the health rule
configuration. The Edit Health Rule window for the specific definition appears.
To see the dashboard for the entity, such as a business transaction or a node, affected by
the violation, click the link to the entity in the Affects column. The Transaction Flow Map
appears.
To troubleshoot a specific health rule violation, select the health rule violation row from the
list and click   in the top bar.Health Rule Violation Details

The Health Rule Violation Event window displays a summary of the violation and any actions that
were executed to respond to it.
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You can click the  in the details window to viewView Dashboard During Health Rule Violation
the dashboard at the time the violation occurred. The time range in this and all other dashboards is
set to the time range of the health rule violation. From the dashboard you can get an overall
picture of the application at the time of the violation. If you select the Transaction Snapshots tab
you get a list of relevant snapshots which allows you to drill down to the root cause of the problem.
See  for more information.Transaction Snapshots

To see health rule status in the UI

Across the UI, health rule status is color-coded: green is healthy; yellow/orange is a warning
condition; and red is a critical condition. If you see a health rule violation reported in the UI, you
can click it to get more information about the violation.  

Here are the health summary bars on the dashboards:

There is a health column in the business transaction list:
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In the Events panel on the dashboards, health violations are displayed as events.

To see a summary of the violation, click a health rule violation from the Events list, then select the
violation you are interested in from the list that appears. Click   in the top barView Event Details
and the Health Rule Violation Started window appears.  It displays detailed information and a link
to the appropriate dashboard at the time of the violation.  If any Policy actions were executed in
response to the violation, they are also displayed.

Learn More

Health Rules
Configure Health Rules
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Organizing Traffic as Business Transactions
Policies
Alert and Respond
Transaction Snapshots

Actions

Types of Actions
Actions Limits
Actions Requiring Approval
Viewing and Creating Actions

To view and edit existing actions
To create an action

Action Suppression
Learn More

An action is a predefined, reusable, automated response to an event. You can use actions to
automate your runbooks.

A policy can trigger an action in response to any event. You configure which actions are triggered
by which events when you configure policies. See .Policies

Types of Actions

You can create the following types of actions:

Notifications
Diagnostics
Remediation
Custom Actions
Cloud Auto-Scaling

Not all actions are applicable to all application environments or to all situations. Below are some
general guidelines concerning different types of actions. For more details, see the pages on the
specific actions before you assign an action to a policy.

The diagnostic thread dump actions can be performed only on nodes running a Java agent.
The diagnostic session actions can be triggered only by violations of business transaction
performance health rules or slow or stalled transaction events, since these are the events
that produce a view into transaction snapshots.
Remediation actions run a local script in a node and are available on nodes running on
machines that have an installed machine agent. See .Install the Standalone Machine Agent
Custom Actions require a dedicated controller, deployed using either the on-premise or
SaaS option. This feature is not supported for accounts on multi-tenant SaaS controllers.
Cloud Auto-Scaling actions require a previously created workflow. See .Workflow Overview

Actions Limits

The Controller limits the actions invoked based on the number of triggering events per event type.
There is a maximum of ten events for any single event type that can trigger actions in a given

http://docs.appdynamics.com/display/PRO14S/Install+the+Standalone+Machine+Agent
http://docs.appdynamics.com/display/PRO14S/Workflow+Overview
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minute. If the number of triggering events per type exceeds the limit, the actions that would have
been triggered by the excess events are not started. You will not see a visual indication that these
actions are not being started.

For example, your application can have up to ten Health Violation Started events triggering actions
and up to ten Resource Pool Limit Reached events triggering actions within the same minute. But
if you have eleven Health Violation Started events firing, the action that would be triggered by the
eleventh event is not started.

To reduce unnecessary actions, there is a limit on the number of diagnostic and remediation
actions that AppDynamics will invoke. The default limit is five actions per minute per machine for
each type of action.

If, for example, a policy is configured on all the nodes where there are 100 nodes triggering
actions, AppDynamics randomly selects five of the actions to execute.

To avoid exceeding the limits, design your policies so that they do not trigger an excessive number
of actions for any particular event. You can generate fewer events by configuring the affected
entities of your health rules at the tier level. See .Entities Affected by a Health Rule

Actions Requiring Approval

For actions that take thread dumps or run a local script, you can optionally require email approval
to run the action whenever it is triggered. If you configure this option, human intervention is
required before the "automated" action actually starts.

If you specify  the approval required option when you configure the action, when the action is
triggered an email containing a link is sent to the configured email address. The link presents a
login screen (if the user is not already logged in to AppDynamics) and after the user logs in, a
dialog requesting approval to take the thread dump or run the script. The user can click in this
dialog to approve and start the action or cancel the action.

If you do not check the Require approval option before executing the Action check box, the action
will start automatically with no human intervention.

Viewing and Creating Actions

http://docs.appdynamics.com/display/PRO14S/Health+Rules#HealthRules-EntitiesAffectedbyaHealthRule


Copyright © AppDynamics 2012-2014 Page 229

To view and edit existing actions

1. Click  in the left navigation pane.Alert & Respond -> Actions
The list of actions in the application appears.

To filter the types of actions displayed in the list, select the type at the top of the list. For example,
to see only diagnostic and remediation actions, check Diagnostics and Remediation and clear the
other check boxes.

2. To examine or modify an action, select the action in the list and double-click or click .Edit

3. To delete an action, select the action in the list and click .Delete

To create an action

1. Click  in the left navigation pane.Alert & Respond -> Actions
2. Click the  button.Create Action

3. Select the type of action that you want to create.
4. Click .OK
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The instructions beyond this point vary depending on the type of action you are creating. See the
topics for the action type you have selected.

Action Suppression

You can prevent policies from firing actions for a configurable time period. See Action Suppression
.

Learn More

Policies
Notification Actions
Diagnostic Actions
Remediation Actions
Cloud Auto-Scaling Actions
Custom Actions
Action Suppression
Install the Standalone Machine Agent

Notification Actions

Email Notifications
To create an email notification

SMS Notifications
To create an SMS notification

Learn More

A notification action sends an email or SMS to a recipient list. The text of the notification is
automatically generated by the event that triggered the action.

Note that if you are using a SaaS Controller, all notification timestamps are in Pacific time (PTZ).

Email Notifications

An email notification contains a deep link to the details of the event that triggered it. Clicking this
deep link takes you directly to the place to start troubleshooting the problem.

http://docs.appdynamics.com/display/PRO14S/Install+the+Standalone+Machine+Agent
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To create an email notification

1. Follow the instructions in , selecting  in theTo create an action Notifications->Send an email
Create Action window.
2. Enter the email address to which to send the notification.
3. Click .Save

When you configure a policy to fire an email notification action, you have an opportunity to add a
note to the email. This note is applied only when the action is invoked by the particular policy. By
adding an optional note, you can customize email notifications for the policies that invoke them.

If email and SMS settings have not been configured for AppDynamics, configure them now. See C
.onfigure the SMTP Server

SMS Notifications

http://docs.appdynamics.com/display/PRO14S/Actions#Actions-Tocreateanaction
http://docs.appdynamics.com/display/PRO14S/Configure+the+SMTP+Server
http://docs.appdynamics.com/display/PRO14S/Configure+the+SMTP+Server


Copyright © AppDynamics 2012-2014 Page 232

The content of the SMS is automatically generated. It contains:

the notification header
the application name
the triggered time

Notifications of health rule violations also include:

name of health rule violated

Event notifications also include:

event notification configuration name
map of event types to number of these events

An SMS notification configuration specifies the phone number of the recipient.

To create an SMS notification

1. Follow the instructions in , selecting To create an action Notifications->Send an SMS message
in the Create Action window.
2. Enter the phone number to which to send the notification.
3. Click .Save

If email and SMS settings have not been configured for AppDynamics, configure them now. See C
.onfigure the SMTP Server

Learn More

Actions
Email Digests
Policies
Health Rules

Diagnostic Actions
Diagnostic Action Results

To get the details of a diagnostic session or a thread dump that has been initiated by
an action

Diagnostic Session Actions
To create a diagnostic session action

Thread Dump Actions (Java only)
Agent Limit on Thread Dumps

To create a thread dump action
Learn More

A diagnostic action can:

start a diagnostic session to collect snapshots
take a thread dump (Java only)

When performance is slow or your application is experiencing a lot of errors you can start a
diagnostic action to get to the root cause.

A diagnostic session gives you a view into captured transaction snapshots with full call graphs.
These snapshots help you diagnose violations of business transaction performance health rules or

http://docs.appdynamics.com/display/PRO14S/Actions#Actions-Tocreateanaction
http://docs.appdynamics.com/display/PRO14S/Configure+the+SMTP+Server
http://docs.appdynamics.com/display/PRO14S/Configure+the+SMTP+Server
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slow or stalled transaction events. The affected entity of the event triggering a diagnostic session
must be a business transaction.

A thread dump is a general-purpose snapshot of the state of all threads that are part of a JVM
process. The state of each thread is presented with a stack trace that shows the contents of each
thread’s stack. Thread dumps are used for diagnosing JVM performance problems, such as code
deadlocks.

Thread dumps are not supported for .NET or PHP agents.

Diagnostic Action Results

The results of a diagnostic action that has executed are available in the events list for the event
that triggered the action.

To get the details of a diagnostic session or a thread dump that has been initiated by an action

1. Click  in the left navigation pane.Events
2. Locate the row for the event that triggered the action for which you want to see the results.
3. In the Actions Executed column, click the diagnostic sessions or thread dump icon for the event
that you want to troubleshoot.

On disk, the thread dumps are stored in the app_agent_operation_logs directory in the controller
installation folder. The files are named based on the id in the app_agent_operation table.

Diagnostic Session Actions

A diagnostic session is always associated with a business transaction. It shows transaction
snapshots with full call graphs to help you drill down to the root cause of a problem.

To create a diagnostic session action

1. Follow the instructions in , selecting To create an action Diagnostics->Start a diagnostic
 in the Create Action window.sessions to collect snapshots

2. Enter a name for the action, the duration of the diagnostic session in minutes, and the number
of snapshots to take per minute.
3. Select whether a diagnostic session will be started for any business transaction affected by an
event or specific business transactions.
If you choose specific business transactions, specify the business transactions that will trigger the
diagnostic session by moving them from the "available" list to the "selected" list. The business
transactions that you can specify are not limited to those that triggered the action.

http://docs.appdynamics.com/display/PRO14S/Actions#Actions-Tocreateanaction
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4. Click .OK

Thread Dump Actions (Java only)

You can direct the agent to take a thread dump for a specified number of samples (maximum of
50) with each sample lasting for a specified number of milliseconds (maximum of 500 ms). The
thread dump is executed on the node.

Thread dump actions are not supported on .NET or PHP.

Agent Limit on Thread Dumps

One thread dump operation is executed at a time. They are not executed in parallel. If additional
thread dump requests are received while one is being executed, they are queued with a limit of
five per agent.

If the five thread dumps per agent limit is exceeded, the console shows an event with a thread
dump operation that was skipped because of the limit and the associated action dialog for the
executed policy links to this event.

To create a thread dump action

1. Follow the instructions in , selecting  inTo create an action Diagnostics->Take a thread dump
the Create Action window.
2. Enter a name for the action, the number of samples to take, and the interval between the thread
dumps in milliseconds.
3. If you want to require approval before the thread dump action can be started, check the Require
approval before this Action check box and enter the email address of the individual or group that is
authorized to approve the action. See  for more information.Actions Requiring Approval
4. Click .OK

http://docs.appdynamics.com/display/PRO14S/Actions#Actions-Tocreateanaction
http://docs.appdynamics.com/display/PRO14S/Actions#Actions-ActionsRequiringApproval
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Learn More

Actions
Call Graphs
Diagnostic Sessions
Policies
Transaction Snapshots
Install the Standalone Machine Agent

Cloud Auto-Scaling Actions

To Create a Cloud Auto-Scaling Action
Learn More

A cloud auto-scaling action allows you to move instances of your application into a cloud provider,
automatically, in response to load or any other criteria.  To use this action, you must first set up
your cloud provider and create workflows to manage the steps.  See  , Automation Cloud

, and   for more information on preparing this action.Computing Workflows Workflow Overview

To Create a Cloud Auto-Scaling Action

1. Follow the instructions in , selecting To create an action Cloud Auto-Scaling->Run a workflow
 in the Create Action window.to scale up/down your application

2. Give the workflow action a Name.
3. Select the name of the previously created Workflow from the dropdown list.
4. Click .OK

Learn More

Actions
Automation
Cloud Computing Workflows
Workflow Overview

http://docs.appdynamics.com/display/PRO14S/Install+the+Standalone+Machine+Agent
http://docs.appdynamics.com/display/PRO14S/Automation
http://docs.appdynamics.com/display/PRO14S/Cloud+Computing+Workflows
http://docs.appdynamics.com/display/PRO14S/Cloud+Computing+Workflows
http://docs.appdynamics.com/display/PRO14S/Workflow+Overview
http://docs.appdynamics.com/display/PRO14S/Actions#Actions-Tocreateanaction
http://docs.appdynamics.com/display/PRO14S/Automation
http://docs.appdynamics.com/display/PRO14S/Cloud+Computing+Workflows
http://docs.appdynamics.com/display/PRO14S/Workflow+Overview
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Create a Workflow and Workflow Steps
Policies

Custom Actions
To Create a Custom Action
Learn More

A custom action is typically used to integrate third party alerting and ticketing systems with an
on-premise controller. Custom action scripts are not supported on SaaS controller. A custom
action is different from other actions in that it executes just once on the on-premise controller
instance.

The custom action is made up of a custom action script and a custom.xml file, which you must
create before you can create an action that uses them. The custom action scripts include
parameters for specifying the affected entity, for example the tier, node, business transaction, etc.
See  for details on how to create the custom action script and xml file.Build an Alerting Extension

Custom actions are commonly used when you want to trigger a human work flow or leverage an
existing alerting system that is external to AppDynamics. For example, you could use a custom
action to file a JIRA ticket when AppDynamics reports that a connection pool is near saturation.

If you are using a SAAS controller, you may be able to use a remediation action on a local node to
accomplish similar results. See  for more information.Remediation Actions

To Create a Custom Action

After the custom action script and custom.xml files have been tested manually and installed on the
Controller and you have restarted the Controller, you can create the custom action.

1. Follow the instructions in , selecting To create an action Automation->Run any custom action
 in the Create Action window.that has been uploaded to the controller

2. Enter a name for the action.
3. Select the custom action from the dropdown list.
4. Click .OK

The custom action is now available for assignment to a policy.

Learn More

Build an Alerting Extension

Remediation Actions

Prerequisites for Local Script Actions
Remediation Scripts

Guidelines for Remediation Scripts
Troubleshooting Remediation Scripts

Remediation Example
Creating a Local Script (Remediation) Action

To create a local Script Action
To specify the nodes on which the action will run
To see the output of the local script

Learn More

http://docs.appdynamics.com/display/PRO14S/Create+a+Workflow+and+Workflow+Steps
http://docs.appdynamics.com/display/PRO14S/Build+an+Alerting+Extension
http://docs.appdynamics.com/display/PRO14S/Actions#Actions-Tocreateanaction
http://docs.appdynamics.com/display/PRO14S/Build+an+Alerting+Extension
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A remediation action runs a local script in a node. The script executes on the machine from which
it was invoked or on the node specified by the remediation action configuration. You can use this
type of action to automate your runbook procedures.

By default the script is a shell script in /bin/sh invoked with the  option, unless the script has a-ex
header, in which case the interpreter in the header is used. For example, if the script header is
"#!/bin/perl", the PERL interpreter is invoked.

You can optionally configure the remediation action to require human approval before the script is
started. See .Actions Requiring Approval

Remediation actions can be performed only on machines that are running the machine agent. See 
.Install the Standalone Machine Agent

Prerequisites for Local Script Actions

The Standalone (Java-based) Machine Agent must be installed running on the host on
which the script executes.
To see a list of installed machine agents for your application, click View machines with

 in the bottom left corner of the remediation script configurationmachine-agent installed
window.
See  if you need to install a machine agent.Install the Standalone Machine Agent

The machine agent OS user must have full permissions to the script file and the log files
generated by the script and/or its associated child processes.

The script must be placed in a sub-directory of the machine agent installation directory that
is named "local-scripts".

The script must be available on the host on which it executes.

Processes spawned from the scripts must be daemon processes

Remediation Scripts

A remediation script is run on the machines that you specify in the remediation script configuration.
You can run the script from the machine affected by the violation that triggered the action or from a
central management server. It is not necessary for an app agent to be running on the machine on
which the script executes, just a machine agent.

Guidelines for Remediation Scripts

A process exit code of zero indicates that the script execution succeeded. A non-zero exit code
indicates that it failed.

The script should be written as generically as possible to allow it run on any of the nodes for which
is it invoked. AppDynamics exports the following environment variables to the script runtime to
provide context regarding the environment and the event that triggered the action.

Environment Variable Cardinality (1 or N) Notes

APP_ID 1 Name of the Application

EVENT_TIME 1 Timestamp of the event

http://docs.appdynamics.com/display/PRO14S/Actions#Actions-ActionsRequiringApproval
http://docs.appdynamics.com/display/PRO14S/Install+the+Standalone+Machine+Agent
http://docs.appdynamics.com/display/PRO14S/Install+the+Standalone+Machine+Agent
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EVENT_ID 1 Event Id

EVENT_TYPE 1 type of event, such as:
ERROR,
APPLICATION_ERROR,
APPLICATION_INFO, STALL,
BT_SLA_VIOLATION,
DEADLOCK,
MEMORY_LEAK,
MEMORY_LEAK_DIAGNOST
ICS, LOW_HEAP_MEMORY,
ALERT, CUSTOM,
APP_SERVER_RESTART,
BT_SLOW, SYSTEM_LOG,
INFO_INSTRUMENTATION_
VISIBILITY, AGENT_EVENT,
INFO_BT_SNAPSHOT,
AGENT_STATUS,
SERIES_SLOW,
SERIES_ERROR,
ACTIVITY_TRACE,
OBJECT_CONTENT_SUMM
ARY,
DIAGNOSTIC_SESSION,
HIGH_END_TO_END_LATE
NCY,
APPLICATION_CONFIG_CH
ANGE,
APPLICATION_DEPLOYMEN
T, AGENT_DIAGNOSTICS,
MEMORY, LICENSE

ENV_STARTUP_ARGS 1 Process args

ENV_SYSTEM_PROPERTIE
S

1 JVM System Props (When
Java)

AFFECTED_ENTITY 1 Affected Entity that triggered
the event

Troubleshooting Remediation Scripts

To troubleshoot your remediation script, look for the process in the machine agent log. The log is
located at

<Machine_Agent_Installation_Directory>/logs/machine-agent.log

The snippet below from the machine agent log shows both error and success messages from
running a local script named "script.sh".
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Remediation Example

The following remediation action, named increasePool, executes  a local script named runbook.sh,
which increases the size of the connection pool on the JVM.

A policy named ConnectionPoolPolicy triggers this action when the Resource Pool Limit Event
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fires:

Creating a Local Script (Remediation) Action

To create a local Script Action

1. Follow the instructions in , selecting To create an action Remediation->Run a script or
 in the Create Action window.executable on problematic Nodes

2. Enter a name for the action.
3. In the field that terminates the Relative path to script entry, enter the rest of the path to the
executable script.
Remediation scripts must be stored in a sub-directory of the machine agent installation. The
sub-directory must be named "local-scripts". The following paths are all valid:

${machine.agent.directory}/local-scripts/runMe.sh
${machine.agent.directory}/local-scripts/johns_scripts/runMe.sh
${machine.agent.directory}/local-scripts/ops/johns_scripts/runMe.sh

4. Click the  to enter the absolute paths of any log files that the script writes to that you want+
included in the script output.
5. Enter the timeout period for the script process in minutes.
6. If you want to require approval before the script action can be started, check the Require
approval before this Action check box and enter the email address of the individual or group that is
authorized to approve the action. See  for more information.Actions Requiring Approval
7. Click .OK

To specify the nodes on which the action will run

When you bind the action to a policy, you specify the nodes on which the script should execute.
You can configure the number of nodes or the percentage of nodes or you can configure a specific
node. This flexibility allows you to configure scripts to run from a central management server, not
just the node on which the violation occurred.

In the Configure Action window, do one of the following:

1. Select .Execute Action on Affected Nodes
2. Enter the percentage of the nodes or the number of nodes on which to run the script.

or

http://docs.appdynamics.com/display/PRO14S/Actions#Actions-Tocreateanaction
http://docs.appdynamics.com/display/PRO14S/Actions#Actions-ActionsRequiringApproval
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1. To designate the specific node on which to run the script, select Execute Action on Specified
.Node

2. Click .Select Node
3. From the popup node browser select the node on which the script should run.
4. Click .Select
The selected node is displayed in the Configure Action window.
5. Click  to save the configuration.Save
Click  if you want to designate a different node.Change

To see the output of the local script

1. Click  in the left navigation pane to navigate to the Events list.Events
2. Locate the row for the event that triggered the action for which you want to see the results.
3. In the Actions column, click the remediation script icon.

4. In the script result list, select the script output that you want and click Download Local Script
.Result
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Learn More

Actions
Policies
Install the Standalone Machine Agent

Action Suppression

Create a New Action Suppression
Objects Affected by Action Suppression

Application-Level Action Suppression
Business Transaction Action Suppression
Tier-Level Action Suppression
Node-Level Action Suppression
Machine-Level Action Suppression

Health Rules Affected by Action Suppression
Cancelling Action Suppression

To delete/cancel an action suppression configuration
Learn More

You can temporarily suppress a policy's automatic invocation of actions and alerts. You may want
to do this while you are performing maintenance on or troubleshooting a component.

To see action suppression configurations created for an application:

1. Click .Alert & Respond -> Actions
2. Click the Action Suppression tab.

The list of action suppression configurations displays in the left panel with the objects affected by a
selected configuration displayed in the right panel.

http://docs.appdynamics.com/display/PRO14S/Install+the+Standalone+Machine+Agent
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Create a New Action Suppression

1.Click the plus icon.  The Create Action Suppression popup appears.

2. In the Overview section, give the Action Suppression a name, define its scope, and set the
times it should cover.  See   for more information on scope.Objects Affected by Action Suppression
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3. In the Object Scope section, drill down to the set of entities that it should cover. 

4. If you wish to limit the particular health rules that this action suppression should effect, select
Only suppress Action for these specified Health Rules.  A list of possible rules pops up.  Select the
appropriate rules. See   for more information.Health Rules Affected by Action Suppression

Objects Affected by Action Suppression

You configure action suppression for a specific time period to apply to a specific object or several
objects. The following entities can be the objects of action suppression:

Application
Business Transaction
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Tier
Node
Machine

Within the time period configured for the action suppression, no policy actions are fired for health
rule violation events that occur on the specified object(s).

You can also optionally disable reporting of metrics for an object for which actions are suppressed.
Using this option can cause reported metrics for those objects to change without notice. If you see
a sudden unexpected change in reported metrics for an object, check the action suppression
configurations list to see whether action suppression with reporting disabled is currently active for
that object.

If the object scope of an action suppression is at the node level, the suppression affects only node
health rules.
If the object scope of an action suppression is at the tier level, the suppression affects individual
node health rules as well as tier-level health rules.

For example, if a tier-level health rule is configured to fire an action when a percentage of the
nodes violates the condition, and then action suppression is configured on certain nodes in that
tier, those nodes are still evaluated by the tier-level health rule.

Application-Level Action Suppression

In an application-level configuration, all entities in the application are affected.

Business Transaction Action Suppression

In a business-transaction-level configuration, you can suppress actions in:

All business transactions in the application
All business transactions within specific tiers
Specific business transactions
Business transactions with names having patterns that match certain criteria (such as all
business transactions with names that start with "XYZ")

Tier-Level Action Suppression

In a tier-level configuration, all the nodes in the specified  tier(s) are affected. You can suppress
actions for:

All tiers in the application
Specific tiers

Node-Level Action Suppression

In a node-level configuration, you can specify the types of nodes for which to suppress actions:

All nodes
Java nodes
.NET nodes
PHP nodes
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and within those types you can suppress actions for:

All nodes
Nodes in specific tiers
Specific nodes
Nodes with names, meta-data, environment variables or JVM system environment
properties with matching criteria that you specify

Machine-Level Action Suppression

You can suppress actions run on specific machines. Actions run on all the nodes on the specified
machine (s) are suppressed.

Health Rules Affected by Action Suppression

By default, an action suppression configuration applies to actions triggered by all events that are
generated by the configured objects.

You can refine the configuration to apply only to actions triggered by specific health rule violations.
For example, if an application contains HealthRuleA, HealthRuleB and HealthRuleC, but only
HealthRuleC is configured for action suppression, actions will continue to fire for violations of
HealthRuleA and HealthRuleB during the configured time period.

Cancelling Action Suppression

If action suppression is no longer needed (for example, where the estimated time to fix a problem
was longer than the fix actually required) you can delete it. Policies on the objects affected by the
action suppression configuration will start firing a few minutes after the suppression configuration
is cancelled.

To delete/cancel an action suppression configuration

1. From the action suppression configurations list, select the configuration to delete.

2. Click the Delete icon.

Learn More

Policies
Health Rules
Actions
Configure Action Suppression

Configure Action Suppression

To access action suppression configuration
Structure of the Action Suppression Wizard
Configuring General Action Suppression Settings

To configure general action suppression settings
Configuring Object Scope for Action Suppression

To configure object scope
Configuring Health Rules for Action Suppression
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To suppress actions for all health rule violations
To suppress actions triggered by only certain health rules

Learn More

Configure action suppression using the Action Suppression Wizard.

To access action suppression configuration

1. Click .Alert & Respond -> Actions
2. Click the Action Suppression tab.
3. To edit an existing action suppression configuration, select the configuration in the list and click
the Edit icon.
4. To delete an existing action suppression configuration, select the configuration in the list and
click the Delete icon.
5. To create a new action suppression configuration click the Add icon.

The Action Suppression Wizard appears when you edit or add a configuration.

Structure of the Action Suppression Wizard

The Action Suppression Wizard contains three panels:

1. : Sets:Overview

configuration name
scope
option to suppress metrics reporting by agents associated with the affected objects
schedule

2. : Sets the objects affected by the configuration.Object Scope

The options presented vary according to the scope set in the Overview panel.

3. : Sets the events that trigger action suppression.Health Rule Scope

By default, all events on the affected objects trigger action suppression. You can restrict action
suppression to apply only to violations of specific health rules

You can navigate among these panels using the  and  buttons at the bottom of eachBack Next
panel or by clicking their entries in the left panel of the wizard. When you create a new
configuration, configure the panels in order because the configuration of the scope in the Overview
panel determines the available affected objects presented in the object scope panel.

Configuring General Action Suppression Settings

Configure general settings in the Overview panel.

To configure general action suppression settings

1. In the Overview panel of the Action Suppression Wizard:

If you are creating a new configuration, enter the configuration name in the Name field.
If you are editing an existing configuration, the name will already be there.

2. Click one of the object types in the Scope list to select the type of entity affected by the
configuration.
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If you choose Application, policy actions are suppressed for all entities in the application.

3. If you want to suppress metric collection and reporting while actions are being suppressed,
check the  checkbox.Disable reporting for associated agents
If you want the agent to continue to report metrics while actions are being suppressed, this
checkbox should be clear.

4. Enter the time period that action suppression is in effect.

Start Time: Choose , or configure a starting Date/Time in the future.Now
 is the time at which the configuration is enabled.Now

End Time: Configure  and the number of hours (as an integer) that the configuration isAfter
in effect after the start time, or configure an ending Date/Time in the future.

5. Click .Next

Configuring Object Scope for Action Suppression

In the Object Scope panel of the Action Suppression Wizard you can define the object scope of
the configuration broadly or fine-tune it very precisely to suppress actions for specific objects in
your application.

To configure object scope

1. In the Object Scope panel, select the objects affected by this configuration.

The choices presented in this panel depend on the scope configured in the Overview panel.
See  for information about the types of objects that youObjects Affected by Action Suppression
can select.

If the object scope is Application, there is no configuration to be done in this panel, so click  aNext
nd skip to .Configuring Health Rules for Action Suppression

2. For types other than Application, configure the object scope using the tools in the panel. The
display varies depending on the type of object.
If your configuration includes selecting specific objects, move those objects from the other" list to
the "selected" list.

You can either drag and drop the objects from one list to the other or select them and click  or Add

http://docs.appdynamics.com/display/PRO14S/Action+Suppression#ActionSuppression-ObjectsAffectedbyActionSuppression
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 as appropriate.Remove

3. Click .Next

Configuring Health Rules for Action Suppression

In the Health Rules panel of the Action Suppression Wizard you can specify the health rules
affected by the configuration.

To suppress actions for all health rule violations

1. Leave the  checkbox clear.Only suppress Action execution for these specified health rules

2. Click  to save the configuration.Save

To suppress actions triggered by only certain health rules

1. Check the  checkbox.Only suppress Action execution for these specified health rules

2. For each health rule to be affected by the configuration, click  to select the health rule from a+
list.

To delete a health rule from the suppression list select it and click the Delete icon.

3. Click .Save

Learn More

Action Suppression
Health Rules

Email Digests

An email digest is a compilation of messages sent to a recipient list by email at a configured time
interval.
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The purpose of the digest is to notify the recipients of events that have occurred in the application.

The contents of the digest are automatically generated based on the context of the events that the
digest reports.

See  for configuration details.Configure Email Digests

Configure Email Digests
Structure of the Email Digest Wizard
Configuring the Email Digest

To configure content settings
To configure digest recipients
To configure the digest interval

Learn More

Structure of the Email Digest Wizard

To access the Email Digest Wizard:

1. Click .Alert & Respond -> Email Digests

2. To edit an existing email digest, select the digest and click the Edit icon.
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3. To remove an existing digest click the delete icon.

4. To create a new digest, click "+" .

The Email Digest Wizard opens. It contains four panels:

1. Contents: Sets the digest name, enabled status, health rule type, events and objects that trigger
the sending of the digest
2. Recipients Adds the email addresses of the digest recipients.
4. How Often: Sets how often the digest is sent, in hours.

You can navigate among these panels using the Back and Next buttons at the bottom of each
panel or by clicking their entries in the left panel of the wizard.

Configuring the Email Digest

To configure content settings

1. In the Content panel of the Email Digest Wizard, if you are creating a new digest, enter the
digest name in the Name field.
If you are editing an existing digest, the name will already be there. You can change the name of
the digest in the Name field.

2. To enable sending the digest check the Enabled check box. To disable sending the digest, clear
the Enabled check box.

3. Check the check boxes for the events that will be included in the digest. You may need to click
the down arrow to expose specific events within an event category.

4. When you have finished selecting the events in the digest, you can click "any object" to refine
the contents by specifying only events that affect certain objects in the application. If you select
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Any Objects the digest will include configured events when they occur on any object in your
application.
To restrict the policy to specific objects, select Any of these specified objects and then choose the
objects from the embedded object browser.

5. Click  to save the digest configuration.Save

To configure digest recipients

Configuration of digest recipients involves selecting or creating an email notification action for
every recipient of the digest. You can create these notification actions from this Email Digest
Wizard as well as from the  menu.Actions

1. In the Recipients panel of the Email Digest Wizard, if you are creating a new digest, enter the
digest name in the Name field. If you are modifying an existing digest, double-click the digest in
the list.

2. To edit an existing recipient, select the recipient from the list and double-click or click the Edit
icon.

3. To remove an existing recipient from the email digest, select the recipient from the list and click
the delete icon.

4. To add a recipient, click the "+" sign.
5. Do one of the following:

To add a recipient who has already been configured (i.e. an existing email notification
action), select the email notification from the list and click .Select

or

Click  and enter the email address of the recipient in the text field.Enter Email Address
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6. Optional: In the Configure Action screen, you can also add an optional note to include in the
email.

7. Click  to add the recipient.Save

8. Click  in the Email Digest Wizard to save the digest configuration.Save

To configure the digest interval

1. Click How Often to access the How Often panel.

2 In the text field enter an integer to indicate the number of hours between digests.

3. Click  to save the digest configuration.Save

Learn More

Email Digests
Policies
Health Rules
Notification Actions

Getting Started Wizard for Alerts

To access the Getting Started wizard
To edit or delete the generated policy

Learn More

When you are starting out, you can quickly configure an email notification to be sent when any
health rule violates, using the Getting Started Wizard. This wizard creates an automatic policy that
sends an alert to a single email address. 

To access the Getting Started wizard

1. Click  in the left navigation pane. The first time you do this, the Alert & Respond Getting
 opens automatically.Started Wizard

2. If this is  the first time you have opened , click the  not Alert & Respond Getting Started Wizard
at the bottom of the Alert & Respond screen.

3. If your SMTP server is not set up, click .Configure SMTP Server
See  for instructions on configuring the SMTP server for email andConfigure the SMTP Server
SMS notifications.

4. Enter the email address to which alerts will be sent.

5. Click .Save
This wizard creates a policy named My Policy or My Policy  that sends email to the configuredn
address whenever any health rule violation is started in the application.

http://docs.appdynamics.com/display/PRO14S/Configure+the+SMTP+Server
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To edit or delete the generated policy

1. Click  to access the policy list.Alert & Respond -> Policies

2. Do one of the following:

To delete the automatically generated policy, select the policy and click the delete icon.

To edit the automatically generated policy, select the in the list and click the edit icon.
You can fine-tune the types of violations and events that trigger the alert by editing the policy
manually. For example, you can change the name of the policy, add or remove events that
trigger the notification, add additional notification email addresses or other actions to be
triggered by the policy.

You can also create entirely new health rules, policies and actions. See .Policies

3. Click .Save

Learn More

Health Rules
Policies
Actions
Notification Actions
Email Digests
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Troubleshoot per Platform

Troubleshoot Java Application Problems
Troubleshoot .NET Application Problems
Troubleshoot PHP Application Problems
Troubleshoot Node.Js Application Problems

Configure Policies
Configure Email Digests

Rapid Troubleshooting
Troubleshooting Scenarios
How AppDynamics Indicates Problems
How to Start Troubleshooting 

Troubleshooting
Scenarios

For common troubleshooting
scenarios see:

Troubleshoot Slow
Response Times
Troubleshoot Errors
Troubleshoot Health Rule Violations
Troubleshoot Expensive Methods and SQL Statements
Troubleshoot Mobile Applications

How AppDynamics Indicates Problems

The  show you when problems occur and you need to take action. For example the dashboards Tra
 monitors business transactions and categorizes their performance accordingnsaction Scorecard

to .thresholds

How to Start Troubleshooting 

When AppDynamics indicates a problem you can easily go right into troubleshooting mode.

From the left navigation menu click Troubleshoot.

http://docs.appdynamics.com/display/PRO14S/Troubleshoot+.NET+Application+Problems
http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Node.Js+Application+Problems
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Troubleshoot per Platform

Troubleshoot Slow Response Times for Java

Troubleshoot Slow Response Times for .NET

Troubleshoot Slow Response Times for PHP

Troubleshoot Slow Response Times for Node.js

Troubleshoot Slow Network Requests from Mobile
Applications

From the All Applications dashboard click the Troubleshoot link.

 

Troubleshoot Slow Response Times

 

How You Know When
Response Times are Slow
Basic Troubleshooting
Techniques

Slow and Stalled
Transactions

To
troubleshoot
slow and
stalled
transactions

Slow Database and
Remote Service
Calls

To troubleshoot slow database and remote service calls
Learn More

How You Know When Response Times are Slow

There are many ways you can learn that your application's response time is slow:

You received an email or SMS alert from AppDynamics (see  ). The alertAlert and Respond

http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Slow+Response+Times+for+.NET
http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Slow+Response+Times+for+Node.js
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provides details about the problem that triggered the alert.  
Someone reported a problem such as "it's taking a long time to check out" or "the app timed
out when I tried to add an item to the cart."
A custom dashboard shows a problem. 
An AppDynamics dashboard shows a problem. In AppDynamics, look at:

Business Transaction health metrics in the Transaction Scorecard pane.  The bar
charts show slow or stalled transactions (as based on health rules) as compared to
normal.
The Response Time graph. If you see spikes in the graph, the problem is slow
response time.  
Events in the Events List. Scroll the list and look for red or yellow icons related to
performance health rules based on response time. 
Traffic flow lines in a flow map. If you see yellow or red flow lines the problem is likely
to be slow response time.
Business Transaction Health status in the Business Transaction Health pane. If you
see yellow or red bars, there are health rule violations that may affect response time.
Tier icons in the flow map. If the icon is yellow or red there is a problem with one or
more nodes that may affect response time. 
Health rule status in the Server Health pane. If you see red or yellow, the problem
reflects a server health rule violation that may affect response time.  

Basic Troubleshooting Techniques

At any time you can click  and the Slow Response TimesTroubleshoot -> Slow Response Times
window opens showing two tabs. You can drill down into transaction issues in the Slow

, and into database or remote services issues in the Transactions tab Slowest DB & Remote
 tab.Services

Slow and Stalled Transactions

There are many reasons why a business transaction may be slow or stalled. The Slow Response
Times tab helps you find the root cause whether that be resource or thread contention, deadlock,
race condition, or something else.

By default AppDynamics considers a slow transaction one that lasts longer than 3 times the
standard deviation for the last two hours and a very slow transaction 4 times the baseline for the
last two hours.

By default AppDynamics considers a transaction that lasts longer than 45 seconds (4500
milliseconds) to be stalled.

You can configure these thresholds to better match your environment. See  and Thresholds Config
.ure Thresholds

To troubleshoot slow and stalled transactions

1. Click Troubleshoot -> Slow Response Times.
You can also access this information from tabs in the various dashboards.

2. Click the  tab if it is not selected.Slow Transactions
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In the upper pane AppDynamics displays a graph of the slow, very slow, and stalled
transactions for the time period specified in the Time Range drop-down menu. If the load is
not displayed, you can click the Plot Load checkbox at the upper right to see the load.
In the lower pane AppDynamics displays the transaction snapshots for slow, very slow, and
stalled transactions.

3. In the lower pane, click the Exe Time column to sort the transactions from slowest to fastest.

To drill down to the root cause of the slow or stalled transaction, select a snapshot from the list
and click . See .View Transaction Snapshot Transaction Snapshots

Slow Database and Remote Service Calls

Although AppDynamics does not instrument database and remote service servers directly, it
collects metrics about calls to these backends from the instrumented app servers. This allows you
to drill down to the root cause of slow database and remote service calls.

To troubleshoot slow database and remote service calls

1. Click .Troubleshoot -> Slow Response Times
You can also access this information from tabs in the various dashboards.

2. Click the  tab if it is not selected.Slowest DB & Remote Service Calls

In the Call Type panel, you can select the type of call for which you want to see information,
or select All Calls. 
The Call panel displays the average time per call, number of calls, and maximum execution
time (Max Time) for the calls with the longest execution time.
In the lower panel, you can see details or correlated snapshots for the selected call.
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3. Sort by Average Time per Call to display the slowest calls at the top of the list.

4. To see transaction snapshots for the business transaction that is correlated with a slow call, you
can:

Click the  link in the right column to display correlated snapshots in a newView Snapshots
window.
Select the call and click the  tab in the lower panel to displayCorrelated Snapshots
correlated snapshots at the bottom of the screen.

5. Click the Exe Time column to sort the transactions from slowest to fastest.

To drill down to the root cause of the slow call, select a snapshot from the list and click View
. See .Transaction Snapshot Transaction Snapshots

Learn More

Transaction Snapshots
Configure Thresholds

Troubleshoot Expensive Methods and SQL Statements

Expensive Method Invocations and SQL Statements

If a part of your application is showing performance degradation and you're not sure where to start
looking for the root cause,
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one approach is to search and compare multiple snapshots together. You can do this to find the
most expensive method invocations and SQL statements.

To troubleshoot by comparing multiple snapshots

1. Select the application dashboard and click the Transaction Snapshot tab.

2. Click the All Snapshots tab.

3. Sort the snapshots in a way that makes sense to you, such as by tier and by business
transaction.

4. Select a few snapshots. You can compare up to 30 snapshots at a time.

5. Click Analyze -> Identify the most expensive calls/SQL statements in a group of
.Snapshots
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Depending on how many snapshots you chose, it may take more time to process the results.
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6. The Expensive Methods and SQL Statements window shows the most expensive method
invocations sorted by total time. You can also sort by average execution time or call count.

7. You can click on a snapshot to see its details.

8. Select two snapshots for the same business transaction and select Analyze -> Compare
 to directly compare them.Snapshots

Learn More
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Transaction Snapshots

Troubleshoot Node Problems

To Access the Node Problem Viewer
Node Problem Viewer
Filter Options for Node Problem Analysis

Baseline to Use
Data to Analyze
Analysis Type

Learn More

AppDynamics categorizes the ten items that deviate the most from the baseline performance as
node problems.

You can analyze node problems from the Node Problems viewer.

The Machine Agent must be installed on the machine hosting the node that you are
troubleshooting.

To Access the Node Problem Viewer

To access the Node Problems viewer do one of the following:

In the Node dashboard, from the Actions drop-down menu click .Analyze Node Problems

or

In the left navigation panel of the Snapshot viewer, click .NODE PROBLEMS

Node Problem Viewer

The right panel of the Node Problem viewer displays the metrics that deviate the most from their
baselines for the specified time range.

The left panel of the Node Problem viewer lets you filter the types of data reported as node
problems.

If accessed from the Snapshot viewer, the Node Problem viewer displays node problems for the
time range of the snapshot. If accessed from the Node dashboard, it uses the time range set in the
Node dashboard. You can edit the time range in the Node Problem viewer and then apply the new
time range. You can also define and save a custom time range.

The selection of metrics displayed depends on the configured filter options.

The following Node Problem viewer shows a transaction that took over 10 seconds (10069 ms) to
execute.
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It shows that the request count was 62 standard deviations from its normal baseline and that the
DB connection pool was 1.6 standard deviations above its normal baseline. It maxed out at 30
concurrent connections.

The  tab for this snapshot shows the details of the connection pool latency.Hot Spots

In this case, the Node Problems viewer reveals how excessive web requests saturated the DB
connection pool.

Filter Options for Node Problem Analysis

You can filter the following options in the Filter Options panel of the Node Problem viewer:

Baseline to Use
Data to Analyze
Analysis Type
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Baseline to Use

Specify which baseline to use to define node problems:

No baseline
All data - Last 15 days
Daily Trend - Last 30 days (default)
Weekly Trend - Last 6 months
Monthly Trend - Last year

For information about baselines, see .Behavior Learning and Anomaly Detection

Data to Analyze

Select the type of data to analyze from the drop-down menu. AppDynamics analyzes the ten items
that deviate the most from the baseline performance for the specified  type.

Analysis Type

Specify whether to display problems with values that are:

higher than baseline
lower than the baseline
higher and lower than baseline

For example, if you are only interested in CPU that is too high, set the Analysis Type to Higher for
Hardware Resources. On the other hand, if you want to monitor the load on your machine
continuously because low CPU usage would also be a problem, set the Analysis Type to Higher
and Lower.

Learn More

Behavior Learning and Anomaly Detection

Troubleshoot Errors
Error Transactions and Exceptions

To Troubleshoot Error Transactions
To Troubleshoot Exceptions

Learn More
Identifying and troubleshooting errors in your
application.
 

Error Transactions and Exceptions

Metrics on errors are collected in addition to normal business transaction metrics.

An error is defined as one of the following:

An  exception in the context of a business transaction.unhandled
For example:

Business transaction entry point -> some code -> some exception thrown -> business

http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
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transaction finished -> exception caught. In this case AppDynamics reports the
exception.
Business transaction entry point -> some code -> some exception thrown -> exception
caught inside a business transaction -> business transaction finished. In this case
AppDynamics does not report the exception.

 If a business transaction experiences an error, it is counted as an error transaction and
not as a slow, very slow or stalled transaction, even if the transaction was also slow or
stalled. 

Any error that is logged with a severity of Error or Fatal using Log4j or java.util.logging (in
Java), and Log4Net/NLog (in .NET) even if occurs outside the context of a business
transaction. Depending on the signature of the method being called, you might not see an
exception stack trace:

logger.log(Level.ERROR, String msg, Throwable e) - stack trace available
logger.log(Level.ERROR, String msg) – no stack trace here

Any exception that occurs during an exit call, for example while calling SQL, a web service,
or a message queue server.

An application server exception is a code-logged message outside the context of a business
transaction.

There is not a one-to-one correspondence between the number of errors and the number of
exceptions. For example, a business transaction may experience a single code 500 error in which
several exceptions were logged as the transaction passed through multiple tiers.

You can configure the types of errors that AppDynamics detects as well as the types of exceptions
to ignore. See .Configure Error Detection

See the Supported Environments and Versions, such as Supported Environments and Versions
 document for your app agent to determine if the loggers you use are recognized byfor Java

default by AppDynamics. If you expect to see errors from a custom logger you first need to
configure AppDynamics to recognize the logs. See .Custom Logger Definitions
To Troubleshoot Error Transactions

1. Click  in the left navigation panel.Troubleshoot -> Errors

The error viewer opens.

2. Click the   tab if it is not already selected.Error Transactions

3. From the time range drop-down menu select the time range for
which you want to view information about error transactions.

http://docs.appdynamics.com/display/PRO14S/Configure+Error+Detection
http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions+for+Java
http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions+for+Java
http://docs.appdynamics.com/display/PRO14S/Configure+Error+Detection#ConfigureErrorDetection-CustomLoggerDefinitions
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A graph of the error transactions displays at the top of the viewer.
You can get an exact count of the errors per minute at a particular
point in time by hovering with your pointing device on the line in the
graph.

To the right of the graph is a summary of the load and the error
transactions.

Check the Plot check box if you want the graph at the top of the
viewer to show the load over the selected time period. Clear this
check box is clear, if you want the graph to show only the error
transactions .

4. The error transaction snapshots are listed in the lower part of the
viewer. To filter this list click  and select the filterShow Filters
criteria.

5. To examine the root cause of an error, select the snapshot from
the list and click . See View Transaction Snapshot Transaction

 for information about examining snapshots.Snapshots

6. To identify the most expensive calls or queries, select a snapshot
from the list and click   and then click Analyze Identify the most

.expensive calls / SQL statements in a group of snapshots

The Most Expensive Methods / SQL Statements viewer opens.

7. In the lower panel click the  tab to view theExpensive Methods
methods with their total and average execution times and call
counts. Click the   tab to view the queries with theirExpensive SQL
counts and execution times.

This two-minute interactive
video traces the typical steps
of identifying the cause of an
error in your application.

To Troubleshoot Exceptions

1. Click  in the left navigation panel.Troubleshoot -> Errors

2. Click the  tab if it is not already selected.Exceptions

The total exception count, HTTP Error Codes and Error Page Redirects for the selected time

https://appdynamics-static.com/education/video/troubleshootingErrors/story.html
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range are reported in the upper panel. You can get an exact count of the errors per minute at a
particular point in time by hovering with your pointing device on the line in the graphs.

The exceptions list is displayed in the lower panel.

To filter the exception list, enter the filter term in the search text box on the upper right.  
For example, to see only HTTP errors - and to see the breakdown of HTTP errors by code
type - type HTTP in the search box.  The list of HTTP errors by code is displayed.
To see only errors with performance data, clear the Show Exceptions with 0 count
checkbox.

3. To view details of a particular exception, select the exception the list in the lower panel and click
.View Details

The exception detail window displays.

4. To view transaction snapshots for an exception:

a. In the exception detail window, click the  tab.Occurrences of this Exception

b. Select a snapshot from the list.

c. Click .View Details

d. in the snapshot flow map that displays, click . See .Drill Down Transaction Snapshots

5. To view a stack trace for an exception:

a. In the exception detail window, click the  tab.Stack Traces for this Exception

b. Click an exception in the left panel.

The right panel displays the stack trace for the selected exception.

Learn More

Troubleshoot Errors 
Configure Error Detection
Transaction Snapshots

Troubleshoot a Problem that Happened in the Past

Set the Time Range
Drill Down to the Problem
Changing Other Time Windows
Baselines
Learn More

It's not uncommon to want to investigate an issue that occurred in the past.  For example, over the
weekend there was a spike in stalled requests.  The issue resolved, so there was no emergency,
but, come Monday morning, you want to look back at what happened, and what was going on at
the time in general in your system.  

Set the Time Range

Use the Time Range dropdown menu to set the display to cover the timeframe needed.

http://appdynamo.wistia.com/medias/lr63udmauo
http://docs.appdynamics.com/display/PRO14S/Configure+Error+Detection
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1.  
2.  

3.  

4.  

Drill Down to the Problem

Click Troubleshoot->Slow Response Times
Select the Slow Transactions tab.

Drag your mouse to select the the range where the problem occurred - in the example, the
spike in stalls. 
A Time Range popup appears.

Select Drill Down Into Selected Time Range.
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4.  

5.  

6.  

The Time Range Drill Down Workbench appears.

Select the Transaction Snapshots tab and the Slow and Error Transactions tab.  
Those stalled transactions all seem to be for the Fetch Catalog business transaction.  
Click the Exe Time column to find the very slowest of the stalled transactions and click View
Transaction Snapshot.
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6.  

7.  

The Transaction Snapshot Flow Map appears.

Click Drill Down to see the Call Drill Down window, including the call graph.

A slow database call was at the root of the problem.

Changing Other Time Windows

You can use the mouse select time range method in many places throughout the UI.  For example,
in KPI listings in various dashboards:

Drill into Load from the top level dashboard
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Select snapshots occurring during a particular range in End User Response Time from the
Web EUM dashboard

You can even use it in the Metric Browser:

Baselines
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Whether or not some event in the past has been defined as an issue often depends on the baselin
being used in the evaluation of that event.  To understand how baselines work and what impacte 

they can have, see  .Behavior Learning and Anomaly Detection

Learn More

KPI Graphs
Rapid Troubleshooting

 

 

 

 

Diagnostic Sessions
Triggering a Diagnostic Session

On-demand Diagnostic Sessions
To Start a Diagnostic Session for a Business Transaction Manually

Automatic Diagnostic Sessions For Slow and Error Transactions
To Configure Diagnostic Session Thresholds

Accessing a Diagnostic Session
To View a Diagnostic Session

Learn More

This topic explains what a diagnostic session is and how to capture diagnostic session on a
transaction.

A diagnostic session captures detailed data about the processing of a transaction as transaction
snapshots over a defined period of time. This data includes full call graphs.

Diagnostic sessions can be triggered manually through the user interface or configured to start
automatically when thresholds for slow, stalled, or error transactions are reached. If the diagnostic
session is triggered manually, the diagnostic session collects snapshots on all the nodes that the
selected business transaction passes through. If the diagnostic session is triggered to start
automatically, the diagnostics session collects snapshots on the triggering node.

Triggering a Diagnostic Session

You can manually trigger a diagnostic session when you need one or configure them to start up
automatically.

On-demand Diagnostic Sessions

On-demand diagnostic sessions must be started manually.

To Start a Diagnostic Session for a Business Transaction Manually

1. Display the dashboard for the business transaction that you want to analyze. See Business
.Transactions List

http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection


Copyright © AppDynamics 2012-2014 Page 274

2. Click  or right-click on the selected business transactionActions -> Start Diagnostic Session
and then click .Start Diagnostic Session

3. Specify the snapshot collection duration at the bottom of the Start Diagnostic Session window.

AppDynamics will start collecting transaction snapshots for that business transaction.

Automatic Diagnostic Sessions For Slow and Error Transactions

AppDynamics provides default thresholds to detect slow, very slow, stalled and error transactions.
You can configure settings for triggering diagnostic sessions for these transactions.

To Configure Diagnostic Session Thresholds

1. In the left navigation pane, click .Configure -> Slow Transaction Thresholds

2. For configuring thresholds for business transactions click the  taUser Transaction Thresholds
b. For thresholds for background tasks, click the  tab.Background Tasks Thresholds

3. In the thresholds tree list, select the scope of the threshold, either:

Default Thresholds
or
Individual Transaction Thresholds

4. In the right panel configure thresholds for when diagnostic sessions will be started.

Here you can set a trigger based on the percentage of requests that exceed the Slow Request
threshold. For performance reasons you may not want to trigger a diagnostic session each time a
threshold is exceeded.

5. Configure diagnostic session duration and collection frequency. This includes:

Number of snapshots to collect over a specified time period
Number of unsuccessful attempts per minute
Wait period between sessions

For performance reasons you want to limit the duration and frequency of diagnostic sessions to
the minimum required time to obtain the maximum amount of information for troubleshooting
purposes. 

When there are ongoing performance problems you do not want a diagnostic session to run
continuously.  You can set a wait period between sessions and increase the time as needed.
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Accessing a Diagnostic Session

You can access a diagnostic session from the transaction snapshot list.

To View a Diagnostic Session

1. Navigate to the transaction snapshot list.
See .To View Transaction Snapshots

2. Select a transaction snapshot from the list and either double-click it or click .View Dashboard

3. Click the  tab.Diagnostic Sessions

4. From the list select a diagnostic sessions and click .View Diagnostic Session
From there you can double-click a transaction snapshot to dive deeper.

Learn More

Transaction Snapshots
Actions
Diagnostic Actions

Call Graphs

Call Graphs
To view call graphs
To Filter and Search for a Class Name in a Call Graph

Diagnosing the Root Cause of Problems Using Call Graphs
Troubleshoot Problems using Call Graphs
Understanding Data Captured in Call Graphs

Class/Method Names and Time spent
External Calls Invoked by a Method
Viewing Call Graph Hot Spots

Advanced Options
Classes displayed in the call graphs
Packages and Namespaces excluded from the call graph
Configure instrumentation

Learn More

This topic describes call graphs for code-level diagnostics.

http://docs.appdynamics.com/display/PRO14S/Transaction+Snapshots#TransactionSnapshots-ToViewTransactionSnapshots


Copyright © AppDynamics 2012-2014 Page 276

Call Graphs

A call graph lists the methods in a call stack and provides information about each call. Call graphs
help you diagnose performance issues and optimize the flow of a complex business transaction.

AppDynamics call graphs provide the following information:

Call information: This includes the total execution time, the node name for the call graph,
and the time stamp for the start of execution.

Method execution sequence: An easily readable method execution sequence with the
class names and the method names of each method.

Application component information: Application component information such as
Servlet names, Struts Action classes, EJB names, Spring Bean IDs and proxies,
message listeners, etc. POJOs are represented by class name, unless the POJO is a
special type of component such as a struts action invoker. The class name is available
for all call graph elements including those having logical class names.
Code line number: The line number of the element in the source code, if available.

Time distribution for each method: The time distribution for each method along with the
percentage of the total time in the call graph.

Exit call information: Links to more information about exit calls such as  JDBC, JMS, and
Web Services.

Application component summary information: Summary information for each element in
the call graph.

In addition you can:

Filter the call graph list using criteria such as application components, time, or all or part of
the name.

Select an element of the list and set it as the root of the list to drill down into large call
graphs more efficiently.

Export the call graph to PDF to share the information with other team members.
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 There are two kinds of call graphs: full and partial.  Full call graphs capture the entire call
sequence and are captured periodically for general monitoring purposes.  Partial call graphs
capture the call sequence from the point at which the call sequence has been determined to be
slow or have errors, and thus may not include the initial steps in the sequence.

To view call graphs

1. From a dashboard, click the  tab.   Transaction Snapshots

2. Do one of the following:

Click  to see all snapshots.All Snapshots
Click  to see snapshots for slow and error transactions.Slow and Error Transactions
Click  to see snapshots collected periodically.Periodic Collection

2. Select a particular transaction snapshot and click .View Transaction Snapshot

3. Click the  icon to see the call graph for the snapshot.Drill Down
By default the originating call graph in a business transaction,  generated by the entry point on the
entry point tier, displays.

To Filter and Search for a Class Name in a Call Graph

The call graph is displayed when you click on the  option on the  snapshot. You candrill down
filter and search for a particular class name on the call graph. To do this, use the search box
available on the left side of the call graph.

Diagnosing the Root Cause of Problems Using Call Graphs

Troubleshoot Problems using Call Graphs

You can use call graphs to troubleshoot the problems in the flow
map. Drill down into each tier using the  option. If there isDrill Down
only one invocation, AppDynamics displays the call graph.

When there are multiple invocations for that tier which participated in
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the transaction, the  menu displays a list of allAction -> Drill Down
call graphs for the node. Each call graph represents a call into the
node. For example, if JVM A makes two remote calls to JVM B, then
JVM B will have two call graphs.

Understanding Data Captured in Call Graphs

Class/Method Names and Time spent

Call graphs represent the sequence of execution of code on the
application server. Each row represents a method call and the tree
represents the execution sequence.

The total time spent in the call graph is displayed on the top left
corner of the call graph.

The Time (ms) column in the call graph shows the time spent in each
method.

External Calls Invoked by a Method

If a method invokes external calls outside of the app server, such as
a JDBC query or a Web Service call, there is a link to the call in the
call graph.

The following example shows the details of a JDBC call that include
the query, the execution time of the query, the number of times that
the application code iterated over the query results (ResultSet
Count) and the time in milliseconds that the application code spent
iterating over the results (ResultSet Time).

If the detail screen has a Drill Down link, you can get a call graph for
the calls downstream from the original call.

Viewing Call Graph Hot Spots

The most expensive methods are listed in the Hot Spots section of
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the transaction snapshot.

Advanced Options

Classes displayed in the call graphs

The sequence of Java method invocations in a call graph can
include hundreds of classes. These classes are categorized as:

Application classes

AppServer/Container/Middleware classes (For example:
Tomcat runtime classes, Websphere runtime classes, etc.)

JDBC Driver/External infrastructure library classes (For
example: Oracle Driver classes, Axis Web Service runtime
classes, Hibernate classes, etc.)

Third party utility libraries (For example: Apache commons
libraries)

Java/J2EE core libraries

Adding all of these classes together in a call graph is
counterproductive for troubleshooting. The only mandatory classes
required, are the classes from first category- the Application classes.
You might require the other classes only in certain situations. To
make the call graph more readable and to avoid the overhead of
processing the timing information for all the non-application classes,
other classes are not shown in the call graph.

Packages and Namespaces excluded from the call graph

A call graph can have a list of packages (Java) or namespaces
(.NET) that are not displayed. To access this list, click on the
message for "Some packages/namespaces have been excluded
from the Call graph" message.
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The PHP and Node.js agents do not support call graph exclusion.

Configure instrumentation

You can right-click on any item in a call graph and select Configure
.Instrumentation for this Class/Method

The Configure Instrumentation window presents a drop-down menu
form which you can select the type of configuration that you want to
create for the method.
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This short interactive video
traces the typical steps of
identifying the cause of
communication issues
between tiers in your
application.

Learn More

Configure Call Graphs
Configure Code Metric Information Points
Configure Custom Exit Points for Java
Configure Object Instance Tracking for Java
Configure Memory Monitoring for Java
POJO Entry Points
Configure Data Collectors
Tracing Multi-Threaded Transactions (Java)

Configure Call Graphs

Call Graph Settings
To access call graph configuration screens

Call Graph Granularity
Packages or Namespaces to Exclude from Call Graphs

To exclude specific packages or namespaces from call graphs
To Include Specific Sub-packages (Sub-namespaces) or Classes from the
Excluded Packages

SQL Capture Settings
To Configure SQL Bind Variables

Slow Transaction Snapshot Collection
Aggressive Slow Snapshot Collection (Java only)

To Enable / Disable Aggressive Slow Snapshot Collection
Learn More

This topic describes how to configure call graphs.

Call Graph Settings

The Call Graph Settings window lets you configure thresholds that affect performance, which
packages or namespaces to include in call graphs, and how much detail about SQL statements to
capture.

https://education.appdynamics.com/video/troubleshootingTheFronToMidTier/story.html
http://docs.appdynamics.com/display/PRO14S/Configure+Code+Metric+Information+Points
http://docs.appdynamics.com/display/PRO14S/Configure+Custom+Exit+Points+for+Java
http://docs.appdynamics.com/display/PRO14S/Configure+Object+Instance+Tracking+for+Java
http://docs.appdynamics.com/display/PRO14S/Configure+Memory+Monitoring+for+Java
http://docs.appdynamics.com/display/PRO14S/POJO+Entry+Points
http://docs.appdynamics.com/pages/createpage.action?spaceKey=PRO14S&title=Trace+Multi-Threaded+Transactions+for+Java&linkCreation=true&fromPageId=20187299
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To access call graph configuration screens

1. In the left navigation pane, click .Configure -> Instrumentation

2. Click the  tab.Call Graph Settings

3. Click the  tab for the framework you are configuring.sub

Whenever you create or modify a call graph setting in these screens, click the Save Call Graph
 button to save your configuration.Settings

Call Graph Granularity

You can control the granularity for call-graphs using following settings:

Control granularity for Methods: To ensure low performance overhead, choose a
threshold in milliseconds for method execution time. Methods taking less than the time
specified here will be filtered out of the call graphs.

Control granularity for SQL calls: You can also specify a threshold for SQL queries. SQL
queries taking more than the specified time in milliseconds will be filtered out of the
call-graphs. Also see .App Agent for Java Performance Tuning

Packages or Namespaces to Exclude from Call Graphs

A call graph can potentially contain hundreds of methods. You can exclude packages for Java or
namespaces  for .NET with classes that you do not want to monitor.

For Java, some packages are excluded by default. These are visible in the Excluded Packages
list. The packages that are excluded by default cannot be removed. However, you can include a
particular sub-package from an excluded package. See To Include Specific Sub-packages

.(Sub-namespaces) or Classes from the Excluded Packages

To exclude specific packages or namespaces from call graphs

1. Click  (Java) or  (.NET).Add Custom Package Exclude Add Custom Namespace Exclude

2. Enter the name and description of the package or namespace to exclude.

3. Click .Add

To Include Specific Sub-packages (Sub-namespaces) or Classes from the Excluded Packages

1. Click  (Java) or  (.NEAdd Always Show Package/Class Add Always Show Namespace/Class
T).

2. Specify the subpackage/class or namespace/class and a description to include in the call graph
at all times.

3. Click .Add

SQL Capture Settings

Often the SQL Calls section does not display the raw values in a SQL query, as shown in the
following query:

INSERT INTO ORDERREQUEST ( ITEM_ID, NOTES ) VALUES ( ?, ? )

http://docs.appdynamics.com/display/PRO14S/App+Agent+for+Java+Performance+Tuning
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Replacing the literals in a query with parameter markers in this way is called normalizing the
query.

Normalizing a query prevents display of sensitive data, such as social security numbers or credit
card numbers, which are potential query parameters. Normalizing queries also helps to organize
SQL data by flattening the parameter values for the query so that the statistics from different
executions of the query can be aggregated and compared against one another.

However, during troubleshooting, you may want to display the values of the bind variables.

Note that SQL passed in as a string is not redacted.

To Configure SQL Bind Variables

1. In the  tab, scroll down to the SQL Capture Settings section.Call Graph Settings
2. Select one of the following:

Capture Raw SQL: Select this option to see raw SQL data (this captures raw SQL data
along with the parameter values). Raw SQL data includes prepared statement bind variables
or raw statements. By default, the private SQL data and queries that take less than 10 ms
are not captured.

Filter Parameter values: Select this option to filter certain parameter values from the
captured SQL.

3. Click .Save Call Graph Settings

Slow Transaction Snapshot Collection

AppDynamics captures the full execution path of a request after its execution time exceeds the
business transaction threshold for slow requests. Before a request becomes problematic (slow,
stalled or error), AppDynamics captures partial call graphs that do not show the invocation stack
from before the request started to slow.

Aggressive Slow Snapshot Collection (Java only)

For Java only, you can configure more aggressive snapshot collection to capture the full execution
path of requests before thresholds are crossed.

By default the agent disables aggressive snapshot collection to minimize overhead. Enable it when
you start to experience performance problems in order to diagnose the root cause.

This configuration affects snapshot collection at the application level. You can also enable and
disable this feature at the node level using the enable-hotspot-snapshots node property. For
information about setting node properties see .App Agent Node Properties

To Enable / Disable Aggressive Slow Snapshot Collection

1. Select the application for which you want to enable or disable aggressive snapshot collection.
2. In the left navigation panel click .Configure -> Instrumentation
3. Click the  tab. and then the  sub-tab.Call Graph Settings Java Call Graph Settings

http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties
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4. At the bottom of the Call Graph Settings screen, in the Slow Transaction Snapshot Collection
section, check the Enable Aggressive Slow Snapshot Collection checkbox to enable aggressive
collection. Clear the checkbox to disable aggressive collection.
5. Click .Save Call Graph Settings

Learn More

Call Graphs
App Agent for Java Performance Tuning
Transaction Snapshots

Analyze

AppDynamics provides tools to help you analyze patterns and discover relationships between
different metrics and performance data over time. See:

Scalability Analysis
Scalability Analysis Comparisons

To access Scalability Analysis
To use scalability data

Learn More

Scalability problems in a distributed environment can cause remote communication overhead.
Examples of scalability problems include:

Increased inter-tier time when tiers are newly separated
Increased inter-tier time in conjunction with chattiness
Over-sized payloads with network saturation

Scalability Analysis Comparisons

You can compare:

Response Time vs Application Load
You can compare average response time versus calls per minute for a business application,
a business transaction, a tier, or a node.

CPU Utilization vs Application Load
You can compare CPU % usage versus calls per minute for a business application, a tier, or
a node. 
To compare CPU % usage, a standalone or embedded machine agent must be installed on
the node machine.

The following graph shows Response Time vs Load at the application level for the past three days.

http://docs.appdynamics.com/display/PRO14S/App+Agent+for+Java+Performance+Tuning
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To access Scalability Analysis

In the left navigation pane for an application click .Analyze -> Scalability Analysis

To use scalability data

1. Select the time range to be covered by the analysis from the  menu.Time Range
Modifying the time range in this window does not modify the time range settings in other parts of
the UI.

2. Click either the  tab or the  tab, dependingResponse Time vs Load CPU Utilization vs Load
on which analysis you want to perform.

3. In the left panel of the scalability viewer either:

Select Application for analysis at the application level.

or

Navigate to the business transaction, tier, or node that you want to analyze.

4. Browse the graph and explore:

You can change between a scatter plot view and a side-by-side graph view.

You can toggle the Best Fit Line in the scatter plot view. The Best Fit Line is calculated using
the Quadratic Least Squares algorithm.

You can hover over data points to view metrics at particular times.

Double-click on a data point to open its metrics in the .Metric Browser
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Click the tab header  or  to updateAnalyze Response Time Vs Load Analyze CPU vs Load
the graph.

You can export the data as a comma-separated values file:

Learn More

Infrastructure Metrics
Metric Browser

Correlation Analysis
To perform correlation analysis between two metrics

Learn More

Correlation analysis lets you compare two metrics on different axes to see how one metric
correlates with the other.

To perform correlation analysis between two metrics

1. In the left navigation pane, click .Analyze -> Correlation Analysis

2. Click .Select X Axis Metric

3. From the metric browser navigate to the metric that you want to graph on the X axis and
double-click the metric.

4. Click .Select Y Axis Metric

3. From the metric browser navigate to the metric that you want to graph on the Y axis and
double-click the metric.

The graph is displayed when metrics for both the axes are selected.
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Hover over one or more of the data points to view their metrics at particular times.

Learn More

Metric Browser

Compare Releases
Entities to Compare
Metrics to Compare

To Compare Releases
Learn More

You can compare metrics for two different time periods on a split screen.

This feature is particularly useful for comparing different versions of a release.

Entities to Compare

You can compare summary metrics:

for the entire application
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for a specific business transaction

for a specific tier

for a specific node

Metrics to Compare

The metrics you can compare are:

Summary Key Performance Indicators (KPIs)
Displays the KPI summaries from the dashboards for the selected entity
(application/business transaction/tier/node).

Transaction Snapshots
Displays the transaction snapshots for the selected entity.

Graphical Flow
Displays flow graphs for the selected entity.

KPI Trend Graphs
Displays the KPI summaries from the dashboards for the selected entity
(application/business transaction/tier/node).

Select which sets of metrics you want to compare from the View drop-down menu.

To Compare Releases

1. In the left navigation pane, click  .Analyze -> Compare Releases

2. Set the time ranges to compare from the Time Range drop-down menus in both panes.

3. Select the entities to compare in the Select What to Compare panel.

4. Select the metrics that you want to compare from the View drop-down menu.

5. Click .Compare

Whenever you change the entities or the metrics, click  to refresh the display.Compare

Learn More

Dashboards
Transaction Snapshots
Time Ranges
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Visualize App Performance
The AppDynamics UI provides a rich visual
display of your application's performance. In
addition to the default dashboards you can
create customized views of the key performance
metrics of your applications.

AppDynamics Home Page

This topic describes the AppDynamics Home page. When you log into the AppDynamics
Controller UI, you see three tabs similar to the following:

 

From the Home tab, you can:

Access your application dashboards
View Custom Dashboards 
View and manage installed agents
Access the Agent Download Wizard
Access various system-wide Settings

From the Getting Started tab, you can:

Access information for new users
Explore the product documentation
Access the Agent Download Wizard

From the Agent Download Wizard tab, you can:

http://docs.appdynamics.com/display/PRO14S/Manage+App+Agents
http://docs.appdynamics.com/display/PRO14S/User+Authentication+and+Permissions
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Access an install wizard for each agent

Dashboards

AppDynamics Dashboards
Elements Common to all Dashboards
Learn More

AppDynamics Dashboards

Elements Common to all Dashboards

The top icons in the upper right corner are available on every view.

   The  dropdown menu contains links to information resources, support, andHelp 
enables you to disable the help pop-ups.

   The dropdown menu provides access to system-level information, includingSettings 
email notifications, a list of agents reporting to this controller, and license information. For
more information see:

User Authentication and Permissions
Email and SMTP
License Information
Manage App Agents

   The dropdown menu shows the current user, enables you to log out, and toUser 
access user preferences. For more information see:

Set User Preferences

The second row icons are available on the dashboards to help you navigate.

The house  button returns you to the  page.Home

The right and left buttons   go to previously accessed views, just like in a browser.

The refresh  button causes the display to update to the latest data.

This   button takes you to the Application List.

The breadcrumbs   indicate the path to the
current view.

The video  button links to available videos.

The help page  button opens the applicable page in the product documentation.

http://docs.appdynamics.com/display/PRO14S/User+Authentication+and+Permissions
http://docs.appdynamics.com/display/ADAZ/Email+and+SMTP
http://docs.appdynamics.com/display/PRO14S/License+Information
http://docs.appdynamics.com/display/PRO14S/Manage+App+Agents
http://docs.appdynamics.com/display/PRO14S/Set+User+Preferences
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1.  

2.  

The link  button copies a link to the current view to the clipboard.

The Compare   dropdown enables you to choose to compare to the baseline or
not and to access the baseline configuration window.

The global    drop-down list in the upper right sets the timeTime Ranges
range for all metrics shown for the application.

Learn More

Custom Dashboards

All Applications Dashboard

Accessing the Applications Dashboard
How the Applications Dashboard is Organized

Top Menus
Application Panel Links and Menus
Application Summary Panels

Health Rule Violations
Key Metrics
Business Transaction Health
Server Health

Learn More

This topic describes the Applications Dashboard. You can monitor all AppDynamics business
applications from the Applications Dashboard.

Accessing the Applications Dashboard

To access the Applications Dashboard, log into the AppDynamics Controller at the URL
given in your welcome email.
On the AppDynamics account home page, click .View All Applications

To return to the Applications Dashboard, click the    icon. All Applications
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How the Applications Dashboard is Organized

The Applications Dashboard displays all business applications and the key performance indicators
of each. By default, business applications are listed in descending order based on load (calls per
minute), with the highest load listed first.

Top Menus

The top two menus are common to all dashboards. See .Dashboards

The third row menu is specific to each dashboard. In the All Applications dashboard you can:

Click  to add a new business application to AppDynamics.Create Application
Click  to import a business application configuration to AppDynamics.Import Application
See .Export and Import Business Application Configurations
Use the  icons to change between graphical and list views.View
Use the  drop down menu helps you sort a longer list of business applications.Sort By

Application Panel Links and Menus

Each business application listing has a link to the application's dashboard.

For convenience each application listing has menus for commonly-performed actions, including:

Events opens the Events window that lists all events.
Alert and Respond opens the Alert and Respond menu.
Troubleshoot opens the Troubleshoot menu.
Analyze opens the Analyze menu.
Configure opens the Configure menu.
Actions ->

Edit Application Properties lets you edit the name and description of the application.
Delete
Export saves an application configuration for reuse. See Export and Import Business

.Application Configurations
Reset Agents purges old data. See Manage App Agents#Resetting App Agents to

.Purge Data

Application Summary Panels

For each business application, the Applications Dashboard shows these panels:

Health Rule Violations
Key Metrics
Business Transaction Health
Server Health

Health Rule Violations

The Health Rule panel shows how many health rule violations, if any, occurred during the selected
time range. Click  to .Health Rule Violations Troubleshoot Health Rule Violations

Key Metrics

http://docs.appdynamics.com/display/PRO14S/Export+and+Import+Business+Application+Configurations
http://docs.appdynamics.com/display/PRO14S/Export+and+Import+Business+Application+Configurations
http://docs.appdynamics.com/display/PRO14S/Export+and+Import+Business+Application+Configurations
http://docs.appdynamics.com/display/PRO14S/Manage+App+Agents#ManageAppAgents-ResettingAppAgentstoPurgeData
http://docs.appdynamics.com/display/PRO14S/Manage+App+Agents#ManageAppAgents-ResettingAppAgentstoPurgeData
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The key metrics panels show key performance indicators for each business application:

Load: number of calls and calls per minute
Response Time: average response time
Errors: number of errors

Click  to .Errors Troubleshoot Errors

Business Transaction Health

The Business Transaction Health panel shows the combined health for all business transactions in
the application. The health of each business transaction is based on any health rule violations
triggered during the selected time range. The color bar indicates:

Green - no violations
Yellow - at least one violation
Red - at least one critical violation

Click  to open the  and find more details.Business Transaction Health Business Transactions List
See .Troubleshoot Health Rule Violations

Server Health

The Server Health panel shows combined health for all tiers and nodes in the application. The
health of each tier and node is based on any health rule violations triggered during the selected
time range. The color bar indicates:

Green - no violations
Yellow - at least one violation
Red - at least one critical violation

Click  to see details about all the tiers and nodes in the App Servers List. See Server Health Troub
.leshoot Health Rule Violations

Learn More

Dashboards
Application Dashboard

Application Dashboard

Accessing the Application Dashboard
How the Application Dashboard is Organized

Action Menu (Lightning Bolt)
Application Dashboard Tabs

Dashboard Tab
Compare Menu

Top Business Transactions Tab
Transaction Snapshots Tab
Transaction Analysis Tab

Learn More

Each business application has its own Application Dashboard, which shows high-level status
information for a single business application in the selected time range.
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Accessing the Application Dashboard

On the , click an application name to view the dashboard for thatAll Applications Dashboard
application. The Application Dashboard opens.

How the Application Dashboard is Organized

The Application Dashboard shares the same common components as other , includingDashboards
.Time Ranges

Action Menu (Lightning Bolt)

The Action menu (lightning bolt ) provides commonly-performed actions for a business
application.

Edit Application Properties: Lets you edit the name and description of the application.
Delete Deletes the application and all its data from AppDynamics. Not reversible.
Export: Exports an application configuration for reuse. See Export and Import Business

.Application Configurations
Export as PDF report: Exports a report in PDF format containing the flow map and KPIs for
the selected time range.

Application Dashboard Tabs

The Application Dashboard has these tabs:

Dashboard
Top Business Transactions
Transaction Snapshots

http://docs.appdynamics.com/display/PRO14S/Export+and+Import+Business+Application+Configurations
http://docs.appdynamics.com/display/PRO14S/Export+and+Import+Business+Application+Configurations
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Transaction Analysis

Dashboard Tab

The Dashboard Tab displays summary panels similar to the All Applications Dashboard:

Application flow map: Graphically depicts performance across the all tiers, nodes and
backends for all business transactions in the application. See .Flow Maps
Events: Lists events that are by default configured to display in the dashboard: Health Rule
Violation Started, Code Problems, Application Changes and Custom events. See Events
Business Transaction Health: shows the combined health for all business transactions in
the application. The health of each business transaction is based on any health rule
violations triggered during the selected time range. The color bar indicates:

Green - no health rule violations
Yellow - at least one health rule violation
Red - at least one critical health rule violation
Click  to open the  and findBusiness Transaction Health Business Transactions List
more details. See .Troubleshoot Health Rule Violations

Server Health: shows combined health for all tiers and nodes in the application. The health
of each tier and node is based on any health rule violations triggered during the selected
time range. The color bar indicates:

Green - no health rule violations
Yellow - at least one health rule violation
Red - at least one critical health rule violation
Click  to see details about all the tiers and nodes in the App ServersServer Health
List. See .Troubleshoot Health Rule Violations

Transaction Scorecard: number and percentage of transactions that are normal, slow, very
slow, stalled or errors. See .Scorecards
Exceptions: list the total number and number-per-minute of:

Exceptions
HTTP Error Codes
Error Page Redirects
Click the  link to see the list of exceptions. See Exceptions To Troubleshoot

 for more information.Exceptions
Key Performance Indicators: See .KPI Graphs

Compare Menu

The  menu is visible when the Dashboard tab is selected.Compare

By default the performance displayed in the dashboard is compared against the daily trend, which
is the performance over the last 30 days. From the Compare menu you can direct AppDynamics to
use a different baseline or no baseline. You can also configure baselines. For more information
about baselines see  and .Behavior Learning and Anomaly Detection Configure Baselines

Top Business Transactions Tab

The Top Business Transactions Tab shows the key performance indicators for the most expensive
business transactions sorted by the following criteria:

Load
Response Time

http://docs.appdynamics.com/display/PRO12S/Business+Transaction+List
http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Errors#TroubleshootErrors-ToTroubleshootExceptions
http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Errors#TroubleshootErrors-ToTroubleshootExceptions
http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
http://docs.appdynamics.com/display/PRO14S/Configure+Baselines
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Errors
Number of Slow Transactions
Number of Stalls
Number of Health Rule Violations

If you click  in any of the panels in this tab, the business transaction list opens displayingView All
all the key performance indicators for the business transactions in one panel. See Business

.Transactions List

Transaction Snapshots Tab

The Transaction Snapshots Tab displays the transaction snapshots for the selected time range.
From a transaction snapshot you call drill down to the root cause of a performance problem. See T

.ransaction Snapshots

Transaction Analysis Tab

The Transaction Analysis tab displays application performance over the selected time range as a
graph. Use the graph to analyze the impact of different events on the application's response time.
See .Transaction Analysis Tab

Learn More

Dashboards
Flow Maps
Configure Baselines
Time Ranges
Transaction Analysis Tab
Business Transactions List
Transaction Snapshots

Business Transaction Dashboard
Accessing a Business Transaction Dashboard
How the Business Transaction Dashboard is Organized

Business Transaction Flow Map
Action Menu
Business Transaction Dashboard Tabs

Dashboard Tab
Events Tab
Slow Response Times Tab
Errors Tab
Transaction Snapshots Tab

All Snapshots Subtab
Slow and Error Transactions Subtab
Diagnostic Sessions Subtab
Periodic Collection Subtab

Transaction Analysis Tab
Learn More

The Business Dashboard provides single-click access to all performance indicators for any
detected business transaction.

http://docs.appdynamics.com/display/PRO14S/Configure+Baselines
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Each business transaction has its own dashboard.

Accessing a Business Transaction Dashboard

To view a dashboard for a particular business transaction:

1. Select the business application.

2. In the left navigation pane, click .Business Transactions
AppDynamics displays the business transaction list.

3. From the list select the business transaction for which you want to see the dashboard.

4. Either double-click on the business transaction or click .View Dashboard

How the Business Transaction Dashboard is Organized

The Business Transaction Dashboard shares the same components as other ,Dashboards
including .Time Ranges

Business Transaction Flow Map

The Business Transaction Dashboard contains a Flow Map of the discovered tiers, nodes,
databases, remote services. See .Flow Maps

Action Menu

The Action menu provides commonly-performed actions for a business transaction.

Monitor : displays metrics for each node in the tier in-> View Metrics By Individual Nodes
which the business transaction started.
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Troubleshoot : displays all the health rule violations for the-> View Health Rule Violations
business transaction for the selected time range.
Troubleshoot -> Start Diagnostic Session: starts a diagnostic session on the business
transaction. See .Diagnostic Sessions
Analyze : See .-> Analyze Response Time vs Load Scalability Analysis
Report -> Export PDF Report: instantly generates a PDF report summarizing the business
transaction performance. See .Reports
Configure -> Thresholds: See .Configure Thresholds
Configure -> Data Collectors: See .Configure Data Collectors
Rename: Rename the business transaction.
Delete: The delete action prevents the transaction from being monitored. However, it will be
added to the Business Transactions List if it is discovered again by AppDynamics. To
prevent a business transaction from being monitored at all, exclude the transaction.
Exclude: Use the exclude action to prevent the selected transaction from being discovered
by AppDynamics.
Set as Background Task: Converts the business transaction to a background task. See Ba

.ckground Task Monitoring

Business Transaction Dashboard Tabs

The Business Transaction Dashboard has these tabs:

Dashboard Tab
Events Tab
Slow Response Times Tab
Errors Tab
Transaction Snapshots Tab
Transaction Analysis Tab

Dashboard Tab

Because the design for Business Transaction Dashboard is modeled on the Application
, you can drill down for transaction snapshots, errors and events directly from theDashboard

dashboard.

Events Tab

The Business Transaction Dashboard Events tab lists the events for the transaction and summary
information about each.

Type: type of event. See .Events
Summary: description of the event.
Time: date and time when the event occurred.
Business Transaction: link to the  for the event.Business Transaction Dashboard
Tier: link to the tier on which the event occurred.
Node: link to the  for the node on which the event occurred.Node Dashboard

This is an embedded copy of the event list in which only events for the selected business
transaction are reported. You can modify the event types reported in this list. For more information
about the events list see .Filter and Analyze Events

http://docs.appdynamics.com/display/PRO14S/Reports
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Slow Response Times Tab

The Slow Response Times tab graphs slow transactions and displays the transaction snapshots
for the slow and stalled transactions for the selected time range. 

Select a transaction snapshot from the list and click  to drill down toView Transaction Snapshot
the cause of the error. See .Transaction Snapshots

Errors Tab

The Errors tab graphs and displays the error transaction snapshots for the selected time range.

Select a transaction snapshot from the list and click  to drill down toView Transaction Snapshot
the cause of the error. See .Transaction Snapshots

Transaction Snapshots Tab

The Transaction Snapshots tab has these subtabs:

All Snapshots
Slow and Error Transactions
Diagnostic Sessions
Periodic Collection

The  or  subtabs are the quickest route to drillSlow and Error Transactions Diagnostic Sessions
down to the root cause of slow, stalled or error transactions.

All Snapshots Subtab

This subtab displays all the transaction snapshots captured for the selected time range. Error
transaction snapshots are coded red, slow transaction snapshots are coded yellow, and stalled
transaction snapshots are coded purple.

You can select a snapshot from the list and double-click it or click  to drill down toView Snapshot
the root cause of the problem. See  for more information.Transaction Snapshots

Slow and Error Transactions Subtab

This subtab displays only snapshots for slow and error transactions.

Diagnostic Sessions Subtab

This subtab displays diagnostic sessions that have already been started. It also lets you start a
diagnostic sessions by clicking .Start Diagnostic Session

A diagnostic session captures detailed data about the processing of a transaction as transaction
snapshots over a defined period of time. The snapshots include full call graphs. See Diagnostic

.Sessions

Periodic Collection Subtab

This subtab displays transaction snapshots that have been configured to be collected periodically,
whether or not the transactions are slow or error. See  forConfigure Transaction Snapshots
information about enabling and disabling periodic snapshot collection.
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Transaction Analysis Tab

The Transaction Analysis tab shows the  graph for the businessTransaction Analysis Tab
transaction.

Learn More

Flow Maps
Filter and Analyze Events

Business Transactions List
Displaying Business Transactions in a List

To access the Business Transactions List
Performance Data on the Business Transaction List

Standard KPIs
Slow and Stalled Calls
CPU Usage
Other
To configure columns on the Business Transaction List

Filtering the Business Transaction List
To filter the Business Transactions List

Business Transactions List Operations
Monitor
Troubleshoot
Analyze
Report
Configure
Other

Exclude Versus Delete
Learn More

Displaying Business Transactions in a List

AppDynamics displays all business transactions for a single business application on the Business
Transactions List. The configurable list shows the key performance indicators (KPIs) for the
business transactions during the configured .time range

To access the Business Transactions List

1. From the left navigation pane, select a business application.

2. Under the application name click .Business Transactions
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The list shows all the transactions for a business application with configurable columns that display
performance data.

Click a column to sort the business transactions based on the data in that particular column.

To access a dashboard for a specific business transaction, select the business transaction and
click . See .View Dashboard Business Transaction Dashboard

Sometimes you see an "All Other Traffic" business transaction on a tier. For details about what this
is and how to handle it see .All Other Traffic Business Transaction

Performance Data on the Business Transaction List

Performance metrics are relevant for the configured .time range

Health: Red, yellow, or green icons corresponding to the health rule settings for the
business transaction. Click the icon to get more information. See .Default Health Rules

Standard KPIs

Server Time: Average response time (ART) spent processing the business transaction, for
all instances of the business transaction, from start to end of the entry point invocation.
Max Time: Longest time spent processing an instance.
Min Time: Shortest time spent processing an instance.
Calls: Call volume, the total number of invocations of the entry point for the business
transaction (all instances).
Calls/min: Average number of instances per minute.
Errors: Number of errors over all instances. See .Configure Error Detection
Error %: Percentage of instances that are errors.

http://docs.appdynamics.com/display/PRO14S/Health+Rules#HealthRules-DefaultHealthRules
http://docs.appdynamics.com/display/PRO14S/Configure+Error+Detection
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Slow and Stalled Calls

Slow Transactions: The number of instances that meet the criteria defined for a slow
transaction.
Very Slow Transactions: Number of instances that meet the criteria defined for a very slow
transaction.
Stalled Transactions: Number of instances that meet the criteria defined for a stalled
transaction.

Criteria for slow and stalled transaction performance is determined by thresholds. See Configure
.Thresholds

CPU Usage

CPU usage metrics are available when either a  or standalone machine agent embedded machine
 is installed on the node's machine.agent

CPU Used (ms): Average time spent using the CPU. An invocation might wait or be blocked
when it is not using the CPU.
Block Time (ms): Average time spent when invocations are blocked for thread
synchronization and locks.
Wait Time (ms): Average time spent when invocations are in a thread sleep or wait state.

Other

Tier: Display name of the originating tier for the business transaction.
Type: Type of entry point. The types that are listed depends on the app agent (Java, .NET,
PHP, etc.).

To configure columns on the Business Transaction List

1. Select  to configure which performance data is displayed in the list.View Options

http://docs.appdynamics.com/display/PRO14S/Install+the+Standalone+Machine+Agent
http://docs.appdynamics.com/display/PRO14S/Configure+Machine+Agents+in+a+.NET+Environment
http://docs.appdynamics.com/display/PRO14S/Configure+Machine+Agents+in+a+.NET+Environment
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2. Check the metrics you want to see in the list. The  column always displays.Health

Filtering the Business Transaction List

You can filter the display of business transactions based on different criteria such as:

Transactions with Performance Data: By default the list displays only business
transactions that have performance data. Uncheck this option to list all defined business
transactions.
Average Response Time:  Filter the list based on greater than an average response time in
milliseconds.
Calls / min: Filter based on a greater than average number of instances/minute.
Groups: Show only business transaction groups.
Transaction Type: Filter transactions based on entry point types. The types that are listed
depends on the app agent (Java, .NET, PHP, etc.).
User Transactions: List only regular business transactions (not background task
transactions).
Background Tasks: List only background tasks.
Tier: List all business transactions for a particular tier.
Transaction Name: List according to a comma-separated list of transaction names.

To filter the Business Transactions List

1. Click  next to the Search box in the upper right corner of the list to toggle the toolbar.Filters On
2. In the toolbar, check the criteria that define the business transactions to display.
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Business Transactions List Operations

Select a particular business transaction and right-click, or click . You can performMore Actions
following operation on the selected business transaction.

Monitor

View Metrics by Individual Nodes: See metrics by node in the tier in which the business
transaction started. You can view the metrics in the  or the .Node Dashboard Metric Browser

Troubleshoot

View Health Rule Violations: View all the health rule violations for the selected transaction
in the time range.

Start Diagnostic Session: Manually start a diagnostic session on the selected transaction.
By default diagnostic sessions are triggered only when an instance experiences problems or
violates health rule thresholds.

Analyze

Analyze Response Time vs Load Time: Opens the  window where youScalability Analysis
can compare average response time versus calls (instances) per minute for a business
transaction.

Report

Export Grid Data: Export the data displayed on the grid and save it in a file.
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Configure

Configure Thresholds: Configure thresholds for the selected business transaction.

Configure Data Collectors: Configure data collectors for the selected business transaction.

Other

Rename: By default, all business
transactions are identified using default
naming schemes for different types of
requests (see Identifying Business

). You canTransactions Using Entry Points
rename business transactions.

Delete: You can delete the selected
transaction from the list. However, it will be
added back to the Business Transactions
List if it is discovered again by
AppDynamics. To stop a business
transaction from being monitored at all,
use .Exclude Transactions

 :  is useful when you create a newTip Delete
custom match rule that will replace detection of
existing business transactions. You delete the
business transactions discovered by the old rule
and new transactions are discovered by the new
rule. For example, if you have three business
transactions named BT_A, BT_B, and BT_C and
you create a custom match rule to discover them
as a single business transaction BT_ABC, you
would delete the old transactions so that they no
longer count towards the business transaction
limit.

Exclude Transactions: Remove the
selected transaction or transactions from
the Business Transactions List.
AppDynamics retains the accumulated
metrics, but stops monitoring the
transaction. Excluded transactions are not
counted against the business transaction
limits.

 : Excluding transactions from the UI isTip
helpful if you think you may want to resume
monitoring the transaction in the future, as the
underlying configuration is still present. To
change the configuration itself see Configure

.Business Transaction Detection#Exclude Rules

View Excluded Transactions: View

http://docs.appdynamics.com/display/PRO14S/Configure+Business+Transaction+Detection#ConfigureBusinessTransactionDetection-IdentifyingBusinessTransactionsUsingEntryPoints
http://docs.appdynamics.com/display/PRO14S/Configure+Business+Transaction+Detection#ConfigureBusinessTransactionDetection-IdentifyingBusinessTransactionsUsingEntryPoints
http://docs.appdynamics.com/display/PRO14S/Configure+Business+Transaction+Detection#ConfigureBusinessTransactionDetection-ExcludeRules
http://docs.appdynamics.com/display/PRO14S/Configure+Business+Transaction+Detection#ConfigureBusinessTransactionDetection-ExcludeRules
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transactions that were excluded from the
Business Transactions List and resume
monitoring them if needed.

Set as Background Task: The transaction
will be treated as a background task and
its metrics will not be counted with the
application or tier business transaction
metrics.

 : Average response time and calls perTip
minute for background tasks are typically much
different than those for business transactions
based on user requests. For example average
response time could be very high for a large
batch processing job. It is important to monitor
background task metrics separately so as not to
skew the metrics that are based on user
requests. See .Background Task Monitoring

Create Group: Gather different business
transactions into a single logical group.

Delete Group: Delete a group. This does
not delete the business transactions in the
group.
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Exclude Versus Delete

The differences between excluding
and deleting from the Business
Transaction List are:

Deleting a Business Transaction

Removes the accumulated
metrics for the transaction
Unless you change the
discovery rules, a business
transaction that has been
deleted will be discovered again
(when the corresponding
function in the application is
used) and the transaction will
simply reappear.

Excluding a Business Transaction
(using the UI features)

Retains the accumulated metrics
Exclude is reversible because
the transaction is still persistent
in the Controller database. You
can un-exclude it and start
monitoring it again.

Learn More

Business Transaction Dashboard
All Other Traffic Business Transaction

Tier Dashboard
Accessing the Tier Dashboard
How the Tier Dashboard is Organized

Action Menu
Tier Dashboard Tabs

Dashboard Tab
Compare Menu

Nodes Tab
Health Subtab
Hardware Subtab
Memory Subtab

Events Tab
Slow Response Times Tab

Slow Transactions Subtab
Slow DB & Remote Service Calls Subtab

Errors Tab
Transaction Snapshots Tab
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All Snapshots Subtab
Slow and Error Transactions Subtab
Diagnostic Sessions Subtab
Periodic Collection Subtab

Transaction Analysis Tab
IIS AppPools Tab (.NET Only)

Learn More

The Tier Dashboard provides single-click access to all performance indicators for a particular tier
(server), including health and key metric information for each node. You can also view the Metric
Browser from the Tier Dashboard.

Accessing the Tier Dashboard

To view the Tier Dashboard for a particular tier:

1. Select the business application.

2. In the left navigation pane, click .Servers -> App Servers -> <Tier>
AppDynamics displays the Tier Dashboard for the selected tier.

How the Tier Dashboard is Organized

The Tier Dashboard shares the same common components as other , including Dashboards Time
.Ranges
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Action Menu

The Action menu provides commonly-performed actions for a tier.

Analyze -> Analyze Response Time vs Load and  open the Analyze CPU vs Load Scalab
 window.ility Analysis

Report -> Export PDF Report instantly generates a PDF report. See .Reports
Configure opens the Configuration main menu screen.

Configure transaction detection opens the Transaction Detection tab of the
Configure Instrumentation window. See .Configure Business Transaction Detection
Configure App Server Agent opens the App Server Agent Configuration window.
See .App Agent Node Properties
Configure Backends resolving to this Tier lets you change the association of a
remote service or backend with this tier. You can either associate the backend with
another tier by clicking  and selecting the new tier from theResolve to a Different Tier
dropdown menu or by clicking the  button to disassociate it from all tiers, inDelete
which case the backend appear as an independent component ("unresolved
backend") on the application flow map.
Edit Properties opens the Tier Properties window. You can change the name (label)
of the tier and write a description for it. If the tier is an instrumented app server, the
Type is automatically set.
Delete Tier deletes the tier from the flow map.

Tier Dashboard Tabs

The Tier Dashboard has these tabs:

Dashboard Tab
Nodes Tab
Events Tab
Slow Response Times Tab
Errors Tab
Transaction Snapshots Tab
Transaction Analysis Tab
IIS AppPools Tab (.NET Only)

Dashboard Tab

The Dashboard Tab displays:

Tier Flow Map: The Tier Dashboard contains a Flow Map of the selected tier. See Flow
.Maps

Events: Lists events that are by default configured to display in the dashboard: Health Rule
Violation Started, Code Problems, Application Changes and Custom events. See Events
Node Health: shows the combined health for all nodes in the tier. The health of each node
is based on any health rule violations triggered during the selected time range. The color bar
indicates:

Green - no health rule violations
Yellow - at least one health rule violation
Red - at least one critical health rule violation

Transaction Scorecard: number and percentage of transactions that are normal, slow, very
slow, stalled or errors. See .Scorecards

http://docs.appdynamics.com/display/PRO14S/Reports
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties
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Exceptions: list the total number and number-per-minute of:
Exceptions
HTTP Error Codes
Error Page Redirects
Click the  link to see the list of exceptions. See Exceptions To Troubleshoot

 for more information.Exceptions
Key Performance Indicators: See .KPI Graphs

Compare Menu

The  menu is visible when the Dashboard tab is selected.Compare

By default the performance displayed in the dashboard is compared against the daily trend, which
is the performance over the last 30 days. From the Compare menu you can direct AppDynamics to
use a different baseline or no baseline. You can also configure baselines. For more information
about baselines see  and .Behavior Learning and Anomaly Detection Configure Baselines

Nodes Tab

The Nodes Tab has these subtabs:

Health
Hardware
Memory

On any subtab, select a node and click  or double-click on a node in the list toView Dashboard
open its .Node Dashboard

Health Subtab

The Nodes Health subtab lists nodes that are part of the tier and summary information about each.

Name: the name of the node.
Health: health rule violation status.
App Agent Status: whether the agent is up (running and connected to the Controller) and
the percentage of time it has been up over the selected time period. An uptime of 53% over
the last hour, for example, means that the agent has been successfully reporting to the
controller for 32 minutes of the previous hour.
App Agent Version: version of the agent.
JVM: version of the JVM or CLR.
Last JVM Restart: date and time of the last JVM/CLR restart.
Machine Agent Status: if there is a machine agent on the node server, whether it up
(running and connected to the Controller) or not.

Hardware Subtab

The Nodes Hardware subtab lists information about the physical server that is hosting the node. If
the Machine Agent is not installed on the physical device, no data will be available.

Memory Subtab

The Memory subtab lists information about the JVM or CLR of the node.

Events Tab

http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Errors#TroubleshootErrors-ToTroubleshootExceptions
http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Errors#TroubleshootErrors-ToTroubleshootExceptions
http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
http://docs.appdynamics.com/display/PRO14S/Configure+Baselines
http://docs.appdynamics.com/display/PRO12S/Node+Dashboard
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The Tier Dashboard Events tab lists the events for the tier and summary information about each.

Type: type of event. See .Events
Summary: description of the event.
Time: date and time when the event occurred.
Business Transaction: link to the  for the event.Business Transaction Dashboard
Tier: link to the tier on which the event occurred.
Node: link to the  for the node on which the event occurred.Node Dashboard

This is an embedded copy of the event list in which only events for the selected tier are reported.
You can modify the event types reported in the list. For more information about the event list see F

.ilter and Analyze Events

Slow Response Times Tab

The Slow Response Times tab has two subtabs:

Slow Transactions
Slow DB & Remote Service Calls

Slow Transactions Subtab

This subtab is also accessible from the Troubleshoot menu.
See .Troubleshoot Slow Response Times

Slow DB & Remote Service Calls Subtab

This subtab is also accessible from the Troubleshoot menu.
See .Troubleshoot Slow Response Times

Errors Tab

The Errors tab has two subtabs:

Error Transactions
Exceptions

These subtabs are also accessible from the Troubleshoot menu.
See .Troubleshoot Errors

Transaction Snapshots Tab

The Transaction Snapshots tab has these subtabs:

All Snapshots
Slow and Error Transactions
Diagnostic Sessions
Periodic Collection

The  or  subtabs are the quickest route to drillSlow and Error Transactions Diagnostic Sessions
down to the root cause of slow, stalled or error transactions.

All Snapshots Subtab

This subtab displays all the transaction snapshots captured for the selected time range. Error
transaction snapshots are coded red, slow transaction snapshots are coded yellow, and stalled
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transaction snapshots are coded purple.

You can select a snapshot from the list and double-click it or click  to drill down toView Snapshot
the root cause of the problem. See  for more information.Transaction Snapshots

Slow and Error Transactions Subtab

This subtab displays only snapshots for slow and error transactions.

Diagnostic Sessions Subtab

This subtab displays diagnostic sessions that have already been started. It also lets you start a
diagnostic sessions by clicking .Start Diagnostic Session

A diagnostic session captures detailed data about the processing of a transaction as transaction
snapshots over a defined period of time. The snapshots include full call graphs. See Diagnostic

.Sessions

Periodic Collection Subtab

This subtab displays transaction snapshots that have been configured to be collected periodically,
whether or not the transactions are slow or error. See  forConfigure Transaction Snapshots
information about enabling and disabling periodic snapshot collection.

Transaction Analysis Tab

The Transaction Analysis tab shows the  graph for the selected tier.Transaction Analysis Tab

IIS AppPools Tab (.NET Only)

This tab displays the nodes in the IIS App Pool. See .Monitoring IIS Application Pools

Learn More

Dashboards
Flow Maps
Configure Baselines
Time Ranges
Transaction Analysis Tab
Business Transactions List
Transaction Snapshots
Events

Node Dashboard
Accessing the Node Dashboard

To view the Node Dashboard for a particular node
How the Node Dashboard is Organized

Action Menu
Node Dashboard Tabs

Dashboard Tab
Compare Menu

Hardware Tab
Memory Tab
JVM Tab (Java Only)

http://docs.appdynamics.com/display/PRO14S/Monitor+IIS#MonitorIIS-MonitoringIISApplicationPools
http://docs.appdynamics.com/display/PRO14S/Configure+Baselines
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JMX Tab (Java Only)
CLR Tab (.NET Only)
Events Tab
Slow Response Times Tab

Slow Transactions Subtab
Slow DB & Remote Service Calls Subtab

Errors Tab
Transaction Snapshots Tab

All Snapshots Subtab
Slow and Error Transactions Subtab
Diagnostic Sessions Subtab
Periodic Collection Subtab

Transaction Analysis Tab
Agents Tab

App Server Agent Subtab
To Request Agent Log Files
To Configure and Start an Agent Logging Session

Machine Server Agent Subtab
Agent Diagnostic Stats Subtab

Learn More

The Node Dashboard displays the overall health, key metrics, and provides single-click access to
all of the performance indicators for a particular node.

Accessing the Node Dashboard

To view the Node Dashboard for a particular node

1. Select the business application.

2. In the left navigation pane, click .Servers -> App Servers -> <Tier> -> <Node>
AppDynamics displays the Node Dashboard for the selected node.
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How the Node Dashboard is Organized

The Node Dashboard shares the same common components as other , including Dashboards Time
.Ranges

Action Menu

The Action menu provides commonly-performed actions for a node

Troubleshoot -> View Slow and Error Transactions displays transaction snapshots for
the selected time range by node. See .Transaction Snapshots
Troubleshoot -> View Health Rule Violations displays the list of health rule violations. See

.Troubleshoot Health Rule Violations
Troubleshoot -> View Agent Diagnostic Events displays the list of agent diagnostic
events. See .App Agent for Java Diagnostic Data
Analyze -> Analyze Response Time vs Load and  open the Analyze CPU vs Load Scalab

 window.ility Analysis
Analyze -> Analyze Node Problems displays the node problem viewer. See Troubleshoot

.Node Problems
Report -> Export PDF Report instantly generates a PDF report. See .Reports
Configure -> Configure App Server Agent opens the Node Properties configuration
window. See .App Agent Node Properties
Edit Properties lets you modify the type of the node.
Move Node lets you move the node to another tier.
Delete Node deletes the node from the flow map.

Node Dashboard Tabs

http://docs.appdynamics.com/display/PRO14S/App+Agent+for+Java+Diagnostic+Data
http://docs.appdynamics.com/display/PRO14S/Reports
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties
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The Node Dashboard has these tabs:

Dashboard Tab
Hardware Tab
Memory Tab
JVM Tab (Java Only)
JMX Tab (Java Only)
CLR Tab (.NET Only)
Events Tab
Slow Response Times Tab
Errors Tab
Transaction Snapshots Tab
Transaction Analysis Tab
Agents Tab

Dashboard Tab

The Dashboard Tab displays:

Node Flow Map: The Node Dashboard contains a Flow Map for the selected node. The
User/External symbol in the Flow Map represents all traffic to the selected node in the
selected tier that is not accounted for by calls from other tiers. See .Flow Maps
Events: Lists events that are by default configured to display in the dashboard: Health Rule
Violation Started, Code Problems, Application Changes and Custom events. See Events
Transaction Scorecard: Number and percentage of transactions that are normal, slow,
very slow, stalled or errors. See .Scorecards
Exceptions: list the total number and number-per-minute of:

Exceptions
HTTP Error Codes
Error Page Redirects
Click the  link to see the list of exceptions. See Exceptions To Troubleshoot

 for more information.Exceptions
Key Performance Indicators: See .KPI Graphs

Compare Menu

The  menu is visible when the Dashboard tab is selected.Compare

By default the performance displayed in the dashboard is compared against the daily trend, which
is the performance over the last 30 days. From the Compare menu you can direct AppDynamics to
use a different baseline or no baseline. You can also configure baselines. For more information
about baselines see  and .Behavior Learning and Anomaly Detection Configure Baselines

Hardware Tab

The Hardware tab graphs metrics about the physical server that hosts the node. These metrics
include:

CPU Utilization
Memory Utilization
Disk I/O
Network I/O

http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Errors#TroubleshootErrors-ToTroubleshootExceptions
http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Errors#TroubleshootErrors-ToTroubleshootExceptions
http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
http://docs.appdynamics.com/display/PRO14S/Configure+Baselines
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These metrics are available if a machine agent is installed on the machine that hosts the node.

Memory Tab

The Memory tab has four subtabs:

Heap and Garbage Utilization
Automatic Leak Detection
Object Instance Tracking
Custom memory Structures

See .Troubleshoot Java Memory Issues

JVM Tab (Java Only)

The JVM tab displays the JVM version, startup options, system options and environment
properties for the node. See  for information about theApp Agent for Java Configuration Properties
startup options.

Java only.

JMX Tab (Java Only)

The JMX tab lets you monitor JMX metrics. See .Monitor JMX MBeans

Java only.

CLR Tab (.NET Only)

The CLR tab displays CLR properties, CLR startup properties, CLR metadata, and environment
variables.

Events Tab

The Events tab lists the events for the node and summary information about each.

Type: type of event. See .Events
Summary: description of the event.
Time: date and time when the event occurred.
Business Transaction: link to the  for the event.Business Transaction Dashboard
Tier: link to the tier on which the event occurred.
Node: link to the  for the node on which the event occurred.Node Dashboard
Actions Executed: action executed in response to the event, if any

This is an embedded copy of the event list in which only events for the selected node are reported.
You can modify the event types reported in the list. For more information about the event list see F

.ilter and Analyze Events

Slow Response Times Tab

The Slow Response Times tab has two subtabs:

Slow Transactions
Slow DB & Remote Service Calls

Slow Transactions Subtab

http://docs.appdynamics.com/display/PRO14S/App+Agent+for+Java+Configuration+Properties
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This subtab is also accessible from the Troubleshoot menu.
See .Slow and Stalled Transactions

Slow DB & Remote Service Calls Subtab

This subtab is also accessible from the Troubleshoot menu.
See .Slow Database and Remote Service Calls

Errors Tab

The Errors tab has two subtabs:

Error Transactions
Exceptions

These subtabs are also accessible from the Troubleshoot menu.
See .Troubleshoot Errors

Transaction Snapshots Tab

The Transaction Snapshots tab has these subtabs:

All Snapshots
Slow and Error Transactions
Diagnostic Sessions
Periodic Collection

The  or  subtabs are the quickest route to drillSlow and Error Transactions Diagnostic Sessions
down to the root cause of slow, stalled or error transactions.

All Snapshots Subtab

This subtab displays all the transaction snapshots captured for the selected time range. Error
transaction snapshots are coded red, slow transaction snapshots are coded yellow, and stalled
transaction snapshots are coded purple.

You can select a snapshot from the list and double-click it or click  to drill down toView Snapshot
the root cause of the problem. See  for more information.Transaction Snapshots

Slow and Error Transactions Subtab

This subtab displays only snapshots for slow and error transactions.

Diagnostic Sessions Subtab

This subtab displays diagnostic sessions that have been started and enables you to start
diagnostic sessions by clicking .Start Diagnostic Session

A diagnostic session captures detailed data about the processing of a transaction as transaction
snapshots over a defined period of time. These snapshots include full call graphs. See Diagnostic

.Sessions

Periodic Collection Subtab

This subtab displays transaction snapshots that have been configured to be collected periodically,
whether or not the transactions are slow or error. See  forConfigure Transaction Snapshots

http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Slow+Response+Times#TroubleshootSlowResponseTimes-SlowandStalledTransactions
http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Slow+Response+Times#TroubleshootSlowResponseTimes-SlowDatabaseandRemoteServiceCalls
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information about enabling and disabling periodic snapshot collection.

Transaction Analysis Tab

The Transaction Analysis tab shows the  histogram for the selectedTransaction Analysis Tab
node.

Agents Tab

The Agents Tab provides information about the agent instrumenting the node. It contains these
subtabs:

App Server Agent
Machine Agent
Agent Diagnostic Stats

App Server Agent Subtab

This subtab describes the properties of the app agent.

It also enables you to request the agent log files and to configure and start logging of specific
types of requests for a specified duration. This gives you fine control of what to log.

To Request Agent Log Files

See .Request Agent Log Files

To Configure and Start an Agent Logging Session

See  (Java and PHP only).Configure and Start an Agent Logging Session

Machine Server Agent Subtab

This subtab describes the properties of the machine agent, if a machine agent is installed on the
machine that hosts the node.

Agent Diagnostic Stats Subtab

This subtab displays agent diagnostic statistics, such as how many transactions successfully
registered or how many metrics were uploaded. You can click a statistic to see it graphed in the
Metric Browser.

See .App Agent for Java Diagnostic Data

Learn More

App Agent Node Properties
Filter and Analyze Events

App Servers List
Accessing the App Servers List
Viewing the App Servers List
How the App Servers List is Organized

Menus
View Dashboard
Create Tier

http://docs.appdynamics.com/display/PRO14S/Request+Agent+Log+Files
http://docs.appdynamics.com/display/PRO14S/Configure+and+Start+an+Agent+Logging+Session
http://docs.appdynamics.com/display/PRO14S/App+Agent+for+Java+Diagnostic+Data
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties
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View Toggle
Tier and Node Count
Search

Tabs
Health Tab
Hardware Tab
Memory Tab

Java Memory
.NET Memory
PHP Memory

Learn More

This topic describes the App Servers List window.

Accessing the App Servers List

AppDynamics displays all application servers in a business application on the application server
list.

To access this list, in the left navigation pane click .Server -> App Servers

Viewing the App Servers List

To sort the servers based on the data in a particular column, click the column header.
To filter the list, enter the app server to filter on in the filter field.
To view the list in organized by app server, click the tree icon. To see it organized by node,
click the grid icon.

How the App Servers List is Organized

Menus

View Dashboard

You can select a tier or node and click View Dashboard to see its dashboard. See  Tier Dashboard
and .Node Dashboard

Create Tier

The Create Tier button lets you set up another tier. See .Creating New Tiers

View Toggle

http://docs.appdynamics.com/display/PRO14S/Creating+New+Tiers
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The View toggle changes the list from a tree view, ordered by tier, to a flat grid view.

Tier and Node Count

The App Servers List tells you how many tiers and nodes are in the application.

Search

The search box filters the list of nodes. This is helpful when you have many nodes.

Tabs

The App Servers List has three tabs: Health, Hardware, and Memory. Click the tab that matches
the type of information that you are interested in.

Health Tab

The Health tab has the following columns:

# of Nodes
This column shows the number of nodes (app servers) in the tier. This column is visible only
in tree view.

Health
The color of the Health icon describes the extent to which a server, or one of its nodes, is
experiencing node-level health rule violations. Healthy servers green; servers with
warning-level violations are yellow/orange; servers with critical-level violations are red.
For more information see See  and Tutorial - Server Health Troubleshoot Health Rule

.Violations

App Agent Status
A green up-arrow icon indicates that the app agent is reporting to the Controller.
A red down-arrow icon indicates that the app agent is not reporting to the Controller.
If the app agent is not reporting, see:

Resolving Configuration Issues App Agent for Java
Resolve App Agent for .NET Installation and Configuration Issues

App Agent Version
This column shows the version of the app agent running on the node.

JVM (Java only)
This column shows the name and version of the JVM.

Last JVM Restart (Java only)
This column shows the timestamp of the last JVM restart.

CLR (.NET only)
This column shows the name and version of the CLR.

Last CLR Restart (.NET only)
This column shows the timestamp of the last CLR restart.

Machine Agent Status
A green up-arrow icon indicates that the machine agent is reporting to the Controller.
A red down-arrow icon indicates that the machine agent is not reporting to the Controller.
If the machine agent is not reporting, the column shows a dash. Either an agent is not

http://docs.appdynamics.com/display/PRO14S/Resolving+Configuration+Issues+App+Agent+for+Java
http://docs.appdynamics.com/display/PRO14S/Resolve+App+Agent+for+.NET+Installation+and+Configuration+Issues
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installed or it is not reporting for some other reason. In Java or PHP environments see Troub
. For .NET see leshooting Machine Agent Installation Configure Machine Agents in a .NET

.Environment

Hardware Tab

If a machine agent is not installed on the physical device, no data will be available in the Hardware
tab.

The  tab has the following columns:Hardware

CPU % (current)
CPU % (average) - over the selected time range
Memory % (current)
Memory % (average) - over the selected time range
Disk IO KB reads/sec
Disk IO KB writes/sec
Network IO KB reads/sec
Network IO KB writes/sec

For more information see .Monitor Hardware

Memory Tab

The Memory tab shows memory information relevant to your application environment.

Java Memory

The Memory tab has the following columns for Java servers:

JVM % Heap
Max Heap
JVM CPU Burnt (ms/min)
GC Time Spent (ms/min)
Major Collections
Major Col time min (ms)
Minor Col time min (ms)

For more information, see .Troubleshoot Java Memory Issues

.NET Memory

The Memory tab has the following columns for .NET servers:

Current Heap Utilization (MB)
Average Heap Utilization (MB) - over the selected time range
Committed Heap
CPU Burnt (% proc time)
Induced Collections
Time Spent on Collections (%)

PHP Memory

PHP memory management is different than other languages. Relevant memory metrics supplied
by the App Agent for PHP are in the .Metric Browser

http://docs.appdynamics.com/display/PRO14S/Install+the+Standalone+Machine+Agent#InstalltheStandaloneMachineAgent-TroubleshootingMachineAgentInstallation
http://docs.appdynamics.com/display/PRO14S/Install+the+Standalone+Machine+Agent#InstalltheStandaloneMachineAgent-TroubleshootingMachineAgentInstallation
http://docs.appdynamics.com/display/PRO14S/Configure+Machine+Agents+in+a+.NET+Environment
http://docs.appdynamics.com/display/PRO14S/Configure+Machine+Agents+in+a+.NET+Environment
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Learn More

Creating New Tiers
Monitor App Servers
Logical Model
Dashboards

Databases List and Dashboard

The Database Server List
To access the Database Server List
To delete databases from the list

The Database Dashboard
To access a Databases Dashboard

How the Database Dashboard is Organized
Action Menu
Database Tabs

Dashboard Tab
Compare Menu

Slowest Database Calls Tab
Linking to AppDynamics for Databases
Learn More

Each database has its own dashboard and is listed in the Database Servers List.

The Database Server List

AppDynamics displays all detected database servers on the database server list along with the
key performance indicators of calls to them: response time, calls, calls per minute, errors, and
errors per minute.

To access the Database Server List

In the left navigation pane, click .Servers -> Databases

To sort the servers based on the data in a particular column, click the column header.
To filter the list, enter the string to filter on in the filter field.

To delete databases from the list

1. Select the database or databases that you want to delete from the list.

2. Click the delete icon.
The database or databases no longer appear in the UI.

The Database Dashboard

Access a dashboard from the Databases List.

http://docs.appdynamics.com/display/PRO14S/Creating+New+Tiers
http://docs.appdynamics.com/display/PRO14S/Logical+Model
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To access a Databases Dashboard

1. In the left navigation pane click .Servers -> Databases

2. From the Databases List select a database.

3. Click .View Dashboard

How the Database Dashboard is Organized

Action Menu

The Action menu provides these actions for a remote service:

Rename Backend: Renames the database.
Resolve Backend to Tier: Associates the database with the tier that you select so that the
backend appears in the grid view of the tier and not as an independent component
("unresolved backend") on the application dashboard flow map. You can reverse this
operation from the  item in Actions menu in theConfigure Backends resolving to this Tier
tier dashboard.
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Delete Backends: Removes instances of the database from the controller and all agents.
An agent can re-discover the database and register it with the controller.

Database Tabs

The dashboard has two tabs:

Dashboard Tab
Slowest Database Calls Tab

Dashboard Tab

The  tab displays information about calls to the database:Dashboard

Flow map: shows traffic from the calling tier to the database. See .Flow Maps
Backend Properties: varies according to database type.
Key Performance Indicators: See .KPI Graphs

Compare Menu

The  menu is visible when the Dashboard tab is selected.Compare

By default the performance displayed in the dashboard is compared against the daily trend, which
is the performance over the last 30 days. From the Compare menu you can direct AppDynamics to
use a different baseline or no baseline. You can also configure baselines. For more information
about baselines see  and .Behavior Learning and Anomaly Detection Configure Baselines

Slowest Database Calls Tab

The   tab lists up to ten calls to the database with the longest executionSlowest Database Calls
time, by tier and for all tiers.

Each call shows the SQL Query, Average Time, Number of Calls during the time range, and
maximum execution time (Max Time). The Max Time is used to determine which calls are
displayed in the Slowest Database Calls list.

If transaction snapshots are available for a slow call, you can click  link. FromView Snapshots
there you can select a snapshot and click  to drill down to the rootView Transaction Snapshot
cause of the slow database call.

http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
http://docs.appdynamics.com/display/PRO14S/Configure+Baselines
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Linking to AppDynamics for Databases

Users of AppDynamics for Databases can link to that product by right-clicking on a database from
the database list or from the database icon on any flow map.

This linkage gives you deep visibility into the performance of an application's SQL queries.

Learn More

Dashboards
Flow Maps
Transaction Snapshots
Troubleshoot Slow Response Times
Behavior Learning and Anomaly Detection
Configure Baselines
Integrate with AppDynamics for Databases

Remote Services Dashboard

Accessing a Remote Services Dashboard
To access a Remote Service Dashboard

How the Remote Services Dashboard is Organized
Action Menu

http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
http://docs.appdynamics.com/display/PRO14S/Configure+Baselines
http://docs.appdynamics.com/display/PRO14S/Integrate+with+AppDynamics+for+Databases
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Remote Service Tabs
Dashboard Tab

Compare Menu
Slowest Remote Service Calls Tab

To drill down into the Slowest Remote Services
Learn More

Each remote service has its own dashboard.

Accessing a Remote Services Dashboard

Access a dashboard from the Remote Services List.

To access a Remote Service Dashboard

1. In the left navigation pane select .Servers -> Remote Services

2. From the Remote Services List select a remote service.

3. Click .View Dashboard

How the Remote Services Dashboard is Organized
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Action Menu

The Action menu provides these actions for a remote service:

Rename Backend: Renames the remote service
Resolve Backend to Tier: Associates the service with the tier that you select so that the
backend appears in the grid view of the tier and not as an independent component
("unresolved backend") on the application dashboard flow map. You can reverse this
operation from the  item in Actions menu in theConfigure Backends resolving to this Tier
tier dashboard.
Delete Backends: Removes instances of the service from the controller and all agents. An
agent can re-discover the service and register it with the controller.

Remote Service Tabs

The dashboard has these tabs:

Dashboard Tab
Slowest Remote Service Calls Tab

Dashboard Tab

The  tab displays information about calls to the service:Dashboard

Flow map: shows traffic to and from the service. See .Flow Maps
Backend Properties: varies according to service type
Key Performance Indicators: See .KPI Graphs

In the flow map, click the call from the app server to the remote service to view the key
performance indicators (KPIs) and the business transaction breakdown for the calls to the service.

Compare Menu

The  menu is visible when the Dashboard tab is selected.Compare

By default the performance displayed in the dashboard is compared against the daily trend, which
is the performance over the last 30 days. From the Compare menu you can direct AppDynamics to
use a different baseline or no baseline. You can also configure baselines. For more information
about baselines see  and .Behavior Learning and Anomaly Detection Configure Baselines

Slowest Remote Service Calls Tab

The  tab lists the ten calls to the service with the longest executionSlowest Remote Service Calls
time, by tier.

Each call shows the Average Time, Number of Calls during the time range, and Max Time. The
Max Time is used to determine which calls are in the list.

To drill down into the Slowest Remote Services

1. Select the call in the list.

The query and its key performance metrics display in the right panel.

2. If transaction snapshots are available for the selected call, click either  at theView Snapshots
end of the query row or the  tab in the lower panel.Correlated Snapshots

http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
http://docs.appdynamics.com/display/PRO14S/Configure+Baselines
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3. From the snapshots list that appears select the snapshot that you want to examine and click Vie
.w Transaction Snapshot

4. In the snapshot flow map that displays, click  to view the transaction snapshot.Drill Down

See .Transaction Snapshots

Learn More

Monitor Remote Services
Troubleshoot Slow Response Times
Transaction Snapshots
Dashboards
Flow Maps
Behavior Learning and Anomaly Detection
Configure Baselines

EUM Dashboard

Accessing the EUM Dashboard
How the EUM Dashboard is Organized
Learn More

Accessing the EUM Dashboard

If end user monitoring is not configured for your application, you will not see the EUM menu item
or any EUM data. See  for information about configuring EUM.Set Up and Configure Web EUM

To access the End User Monitoring (EUM) Dashboard:

1. Select the business application for which EUM has been enabled..

2. In the left navigation pane, click .End User Experience
The EUM Dashboard opens.

http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
http://docs.appdynamics.com/display/PRO14S/Configure+Baselines
http://docs.appdynamics.com/display/PRO14S/Set+Up+and+Configure+Web+EUM
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How the EUM Dashboard is Organized

The EUM Dashboard displays end user experience information in two tabs:

Geographic Distribution
Browser Distribution

The Geographic Distribution view consists of three panels:

A main panel in the upper left containing that displays geographic distribution on a map or a
grid

A panel on the right displaying summary information: total end user response time, page
render time, network time and server time

Trend graphs in the lower part of the dashboard that dynamically display data based on the
level of information displayed in the other two panels

The geographic region for which the data is displayed throughout the dashboard is based on the
region currently showed on the map or in the summary panel. For example, if you zoom down from
global view to France in the map, the summary panel and the graphs display data for France.

The Browser Distribution view displays key performance indicators and graphs of average
response time  and by browser and browser version.

Learn More

Web EUM
Set Up and Configure Web EUM

Custom Dashboards

http://docs.appdynamics.com/display/PRO14S/Web+EUM
http://docs.appdynamics.com/display/PRO14S/Set+Up+and+Configure+Web+EUM
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Custom Dashboard Permissions
Examples of Custom Dashboards

Executive Dashboard
Key Performance Indicator Dashboard
System Operations Dashboard
DevOps Dashboard
E-Com Hosts Dashboard
Learn More

A custom dashboard can bring together the various metrics and policies that are important to your
monitoring activities on one screen.

You can create a custom dashboard to handle the following:

Provide a view of application performance customized to your needs
Aggregate data from different applications
Compare data from different applications
Show a single view of both live and historical data
Share with other users and stakeholders

To learn how to make a custom dashboard see  .Create a Custom Dashboard

Custom Dashboard Permissions

Permissions that can be granted at the custom dashboard level include:
View
Edit
Delete

Custom dashboards are a good way to present selected metrics for a user who only needs a
relatively narrow or focussed view of the data. For example, such as user could be an executive
who only needs a high-level view of system performance and activity. You can grant such users
permission to view custom dashboards created especially for them.

Examples of Custom Dashboards

Executive Dashboard
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Key Performance Indicator Dashboard
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System Operations Dashboard
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DevOps Dashboard
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E-Com Hosts Dashboard
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Learn More

Use a Custom Dashboard
Create a Custom Dashboard
Configure Roles
For default dashboards see Dashboards

Create a Custom Dashboard
Using Dashboard Widgets

Widget Properties
Available Widgets

Creating a Custom Dashboard
To create a custom dashboard
To add a widget
To specify a global dashboard time
range
To specify a Drilldown URL
To specify a metric to display for a
metric value widget
To display metrics in a graph
To display metrics in a pie chart
To specify a series for display in a
graph or pie chart widget
To display information from another
website or dashboard
To display health rule status lights

http://docs.appdynamics.com/display/PRO14S/Configure+Roles
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Learn More

This topic describes how to create custom
dashboards. To use existing dashboards, see Us

.e a Custom Dashboard

Click from the lower leftCustom Dashboards 
navigation pane to reach the Custom Dashboard
window

Creating a Custom Dashboard
from AppDynamics, 5 minutes

Using Dashboard Widgets

With dashboard widgets you can:

Add labels to your dashboard and status indicators
Display metrics using a metric value, a graph, or pie chart widget
Add health status indicators for critical metrics
Add images and other external content

Widget Properties

 Widgets have basic display properties such as position, size, and design elements, as well as
widget-specific properties.  You can arrange widgets on a dashboard to suit your needs.

Properties include:

Position/Size: These settings are the coordinates and dimensions of the widget on the grid. You
can specify these numbers for precise alignment.

Design: These properties define design elements such as font size and color, background color,
and widget border.

Misc: This optional section contains properties specific to a widget, such as the drill-down URL
and double-click action.

(Optional) Drilldown URL: Some widgets have an option to specify a YouDrilldown URL. 
can specify a Drilldown URL as a shortcut to help find the root cause of a performance
problem. For example, if you are monitoring slow requests for all the nodes of an application

https://appdynamics-static.com/education/video/creatingACustomDashboard/story.html
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1.  

2.  
3.  

you may see an increase in the number of slow requests and want to do further
investigatation. You want to reach a particular node from your dashboard. Clicking the Drilld

 takes you to the target URL for more details.own URL
(Optional) Double-click action: Some widgets have an option to define the result of
double-clicking the widget. The options are to open the Metric Browser or the Drilldown

. URL

Time Range: Use this property to specify whether the widget uses the global time range of the
overall dashboard or a time range that is specific to the widget. This widget-specific time range can
be different from the global dashboard time range.

Available Widgets

Each widget has specific characteristics. Specific properties for each widget are described in the
widget-specific sections of this topic. Available widgets include:

Label: Text used to annotate the dashboard.

Graph: One or more metrics displayed in a graph format.

Metric Value: A string that displays the value of a metric.

IFrame: URL to display content.

Image: URL to an image file.

Pie: Metrics in a pie chart format.

Status Light: Health rule violations.

As you set the properties, the appearance of the widgets update.

Creating a Custom Dashboard

To create a custom dashboard

From the left navigation pane click  or from the central area on theCustom Dashboards
Home page, click .View Custom Dashboards
Click .Create Dashboard
In the Create New Dashboard window:
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3.  

a.  
b.  

c.  
d.  

e.  

1.  
2.  
3.  

4.  

Name the dashboard. Names must be unique.
Confirm or change the  to control how often the data in theAuto-refresh Interval
widgets refresh.
Confirm or change the width and height.
Use  to pick a color or enter the hex code. The default backgroundBackground Color
color is white.
Click . The Dashboard editor opens.OK

To add a widget

From the  dropdown list, select and drag widgets to the dashboard.Add Widgets
Select the widget to display its Properties window.
In the widget properties window specify the values of its properties. The exact properties
vary according to the type of widget.
When you are finished click .Save

To specify a global dashboard time range

Use the  dropdown list to select a global time range for the dashboard.Dashboard Time Range
When you add widgets to your dashboard, you can specify whether the widgets use this global
time range or a widget-specific time range. If you do not specify a widget-specific time range, the
global time range is used.
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To specify a Drilldown URL

For some widgets, you can specify a , a shortcut to an AppDynamics window, thatDrilldown URL
opens when you click on the widget in the dashboard.

For example, if you are monitoring node health for all the tiers of an application you may see an
increase in the number of slow requests and want to investigate the cause. You want to reach the
App Servers List of all tiers from your dashboard by clicking the widget.

To get the URL:

Navigate to the window that you want to open when the widget is clicked.

Click the link icon  and select  .Copy a link to this screen to the clipboard

To set the URL:

Select the widget. You can add a  to a  widget or to a  widDrilldown URL Label Status Light
get.
In the Properties window, select .Misc
Paste the URL.
Click .Save

To specify a metric to display for a metric value widget

Click  and choose an application.Select a metric
If you want to display a metric in a series in a graph or pie chart, selecting a metric is step 5
in that procedure. See   for theTo specify a series for display in a graph or pie chart widget
previous steps.
Browse the available metrics and select one.
By default the widget shows the value of the selected metric. You can use the  dropdown list
to change the function of the selected metric. All values are calculated for the time range in
effect for the widget. Not all functions are available for all  metrics.

Minimum: Minimum value, only available for averaged metrics
Maximum: Maximum value, only available for averaged metrics
Value: Contains the average or the sum across the time range depending on the
metric
Sum: Aggregated value of the metric over the time range
Count: A count of the observed values over the time range
Current: The sum of the most recent minute's metric data value across all the included
nodes

By default the  widget displays the value of the selected metric. You canMetric Value
optionally specify a format string using text and the following tokens:

${v} = value
${t} = time range specified in the widget Properties
${m} = name of the metric
${f} = name of the function (depends on your section, could be Value, Count, Sum and
so on).
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For example:

Click . Save

To display metrics in a graph

Add the Graph widget to the grid and use the properties window to configure the
widget. There are several panels in the Graph Properties window. 

Click a panel to expand it and view the available settings.
 
In the Graph panel, enter titles for the following:

Graph
Vertical axis
Horizontal axis

If you want the value of the time range to display in the horizontal axis label, check Show
.Timerange

Background colors lets you specify two colors that blend into each other. If you only want
one color, set the same color for both.
 
In the Legend panel, check  to display the name of the metric. Enabled
You can position the legend at the right or bottom of the widget. If the widget is on the
bottom, you can also specify the number of columns to display.
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In the Time Range panel specify whether to use the dashboard global time range or a
widget-specific time range.
See .To specify series to display for a graph or pie chart widget
Click .Save

To display metrics in a pie chart

In the Graph panel of the Pie Chart Properties window:
Enter a title for the graph.
If you want to display a legend check .Show Legend
If you don't want to see the labels or values next to the pie chart, uncheck those
options.
If you want to show the values as percentages check .Show Values as %
 

You can use the label widget with a transparent background to further describe the pieces of
the pie.
See . Add additional metrics thatTo specify series to display for a graph or pie chart widget
make sense for a pie chart; they will display in correct proportion to each other.
Click Save.

To specify a series for display in a graph or pie chart widget

In the Graph panel of the properties window, click  (the + icon) to open the Edit SeriesAdd
window.
Each series has an internal name that is not displayed on the widget. You can use the
default or enter a name more suited to your needs.
Select an application.
Select a metric category. You can choose from a variety of metrics in the system.
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Each category has its own properties to define the metric, such as from a particular tier or
using names that meet certain match conditions.

: Use a predefined metric and refine it in Step 5.Overall Application Performance

: Use the second dropdown to specify which businessBusiness Transaction Performance
transaction or transactions to use. For example you can show metrics for a specific tier:

 

: Use the optionsNode Health - Transaction Performance and Node Health - Hardware, etc.
and dropdown lists to specify tiers and nodes. For example to show the metrics by tier:
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: Use the options and metric browser to select specific JMX objects. ForNode Health - JMX

example to select all JDBC connection pools:

: Use the pulldown to specify all errors, specific errors, errors in specific tiers, orError Rates
errors that match naming conditions, including regular expressions.

: Use any metrics that are available: Custom
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Select a value match condition and a metric from the category.

 

For example, if you chose a category of Node Health - Transaction Performance on all tiers,
you can use the value of Average Response Time for all tiers:
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Select , , or  from the  dropdown list.Line Area Column Series Display Type

 
 
The  list shows the colors used in the display. You do not need to select aSeries Colors
color. The colors are used in order as listed on the panel, one for each value in your series.
You can add or remove colors. To add colors:

Click an existing color square.
Use the color picker to select a new color or type in your color hex code.
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Click  . The new color is added to the list. Add Color
 

AppDynamics formats the metric name by default. If you want to use the original metric
name check .Use Raw Metric Name in Legend
 
Some metric categories return more than one metric. AppDynamics displays them all by
default. If you want to display only some of them, click  and enter theAdvanced (optional)
number of metrics and sort order to display. For example, to display the "Top 10":

 
 
It can be helpful to have baseline data in a graph to compare against current data. If you
want to add baseline data, check  and select a baseline to use. See Include Baseline Data B

 for a discussion of baseline patterns and how theyehavior Learning and Anomaly Detection
are used in AppDynamics to monitor applications.

 
 
Optionally add additional metrics. The metrics display with each other.

 Note: Multiple metrics may expand the vertical axis such that some metrics are hard to
see. Resize the widget to make the metrics more visible.
 
Click Save.

To display information from another website or dashboard

http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
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Use the IFrame widget to display another URL inside a dashboard in HTML mode.

In the  text box, enter the URL to display.IFrame
Adjust the size of the IFrame so that it is larger than the website or dashboard. If using a
dashboard, add space at the top for the embedded dashboard's header.
Click  to save your updates.Save

 

To display health rule status lights

Drag a status light widget from the  dropdown to the dashboard.Add Widgets
In the Health Rules panell of the properties window, click .Select Health Rule
Select the application.
Choose a health rule and click .Select Health Rule
Click   Save.

Learn More

Custom Dashboards
Use a Custom Dashboard

Use a Custom Dashboard

Sharing a Custom Dashboard
To share a custom dashboard with other AppDynamics users
To share a custom dashboard using a URL
To share your dashboard for editing
To grant role permission to view a custom dashboard

Copying a Custom Dashboard
To copy a custom dashboard

Embedding a Dashboard in Another Dashboard
To embed a dashboard in another dashboard

Exporting a Custom Dashboard
To export a dashboard from the editor
To export a dashboard from the dashboard list

Importing a Custom Dashboard
To import a custom dashboard

Learn More

To learn how to create custom dashboards see . Create a Custom Dashboard

Sharing a Custom Dashboard

To share a custom dashboard with other AppDynamics users

If your dashboard URL is over secure HTTP and the dashboard contains an IFrame that is
not loaded over HTTPS, the IFrame may not render in the browser. For example, this
discrepancy causes issues in Chrome's security model. The alternatives are to serve the
embedded IFrame over HTTPS or run Chrome using the command line flag --allow-run
ning-insecure-content to prevent Chrome from checking for insecure content.
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1. In the Custom Dashboard List, select a dashboard.

2. Check the box in the Shared column, or click . The Share menu isShare -> Share Dashboard
also available in the Edit view.

The dashboard is immediately shared and made visible to other AppDynamics users who have
permission to view custom dashboards. They will be able to see it in their Custom Dashboards
List. See .Custom Dashboard Permissions

To share a custom dashboard using a URL

You can share a URL of a custom dashboard for use on other computers as well as devices such
as tablets and phones. You can:

Copy the shared URL to the clipboard
Open the shared URL in a new browser window
Email the shared URL from your email program

The  menu is available in the Custom Dashboards List (in the menu bar) and in theShare
dashboard editor (under More Actions).  The dashboard must already be shared and your browser
must allow pop-ups from the controller URL.

From the  menu, click  and paste it into your emailShare Copy Shared URL to Clipboard
program.

To share your dashboard for editing

You can share the link to your dashboard editing window using the  icon on the right side ofLink
the screen as shown in the following screen shot:

To grant role permission to view a custom dashboard

The custom dashboard viewer default role lets you enable a guest user to view a selected set of
metrics on a custom dashboard without giving them access to the regular AppDynamics
dashboards. You set user permissions and roles using  the Administration window. See Configure

.Roles

Copying a Custom Dashboard

http://docs.appdynamics.com/display/PRO14S/Configure+Roles#ConfigureRoles-CustomDashboardPermissions
http://docs.appdynamics.com/display/PRO14S/Configure+Roles
http://docs.appdynamics.com/display/PRO14S/Configure+Roles
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You can copy a dashboard as the basis for a new dashboard on the same Controller.

To copy a custom dashboard

1. In the Custom Dashboards List, select a dashboard.

2. Click .Copy

3. Enter the name of the copied dashboard.

4. Click OK.

The new dashboard opens in the design window.

Embedding a Dashboard in Another Dashboard

You can include a dashboard in another dashboard. This enables you to reuse graphs and charts.
You may want to do this when you have different operators who focus on particular dashboards
and you to roll them all up into a "Master Dashboard" for management.

To embed a dashboard in another dashboard

Create a dashboard. See .Create a Custom Dashboard
Share it via a URL. See .To share a custom dashboard using a URL
Create another dashboard.
Use the  widget to display the shared dashboard. IFrame
See .To display information from another website or dashboard

Exporting a Custom Dashboard

You can export a custom dashboard so that you can import it into another controller and reuse it.
The  function creates an XML file. You can export a dashboard two ways: Export

From the Custom Dashboard List
From the dashboard editor while in edit mode

If you have edit permissions for dashboards, you can use either method. If you do not have edit
permissions, use the  option from the Custom Dashboard List.Export

To export a dashboard from the editor

In the Custom Dashboards List, select a dashboard.
Click .Edit
Click .More Actions -> Export Dashboard
Select a location on your local machine to save the XML file. You can accept the default file
name or rename it before saving.
Save the file.
Import the dashboard into another controller to reuse the layout. 

To export a dashboard from the dashboard list

In the Custom Dashboards List, select a dashboard.
Click  in the menu bar.Export

http://docs.appdynamics.com/display/PRO14S/Create+a+Custom+Dashboard#CreateaCustomDashboard-Todisplayinformationfromanotherwebsiteordashboard
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Import the dashboard into another controller to reuse the layout. 

Importing a Custom Dashboard

You can import a custom dashboard that you exported. The Import function places the exported
XML file into the proper location for use by the new controller.

To import a custom dashboard

From the Custom Dashboards List, click  in the menuImport Dashboard, 
bar.
Navigate to the previously exported XML file and click OK to import.
 

Warning messages look similar to the following:

Learn More

If the metrics, nodes, tiers, or applications used in the exported dashboard do not
exist in the new controller environment, you will see warning messages. Even when
the metrics are not available in the new controller environment, your import succeeds
and preserves the widgets and layout of the dashboard. You can select new
application metrics to create a similar dashboard in the new environment.
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Create a Custom Dashboard
Custom Dashboards
Configure Roles
To learn about the out-of-the-box dashboards see  .Dashboards

Events

Event Categories
Health Rule Violation Events
Slow Transactions
Errors
Code Problems
Application Changes
AppDynamics Internal Diagnostics
Custom Events

Notifications of Events
Archiving Events

To Archive an Event
To Find Archived Events

Learn More

An event is a change in application state that is of potential interest.

AppDynamics summarizes events generated for a specific AppDynamics entity - a business
application, business transaction, tier or node- on the Dashboard tab of the entity's dashboard.

AppDynamics reports all events for an application in the application Events List. To access the
events list, select  from the left navigation pane.Events

The events that occurred within the period indicated by the time range dropdown menu appear in
the Events List.

You can filter the types of events displayed in the list by checking which events you are interested
in. You can learn more about a specific event by selecting it from the list and viewing its details.

To view and set event filters, click . To hide them, click .Show Filters Hide Filters

http://docs.appdynamics.com/display/PRO14S/Configure+Roles
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AppDynamics also displays the list of events for the entity in the  tab of the businessEvents
transaction, tier or node dashboards.

Event Categories

The event categories are:

Health Rule Violations
Slow Transactions
Errors
Code Problems
Application Changes
AppDynamics Internal Diagnostics
Custom

The event categories include events of different types.

Health Rule Violation Events

Health Rule events include:

Health Rule Warning Violation Started
Health Rule Critical Violation Started
Health Rule Violation changed from Warning to Critical
Health Rule Violation changed from Critical to Warning
Health Rule Violation Ended

You can filter the specific health rules by affected entity to specify which event data should be
displayed.

For information about health rules and health rules violations see  and Health Rules Troubleshoot
.Health Rule Violations

Slow Transactions

Slow transactions include:

Slow
Very Slow
Stalled

AppDynamics provides default thresholds that define slow, very slow and stalled transactions, but
you can reconfigure them for your environment. See .Configure Thresholds

Errors

Error events include error snapshots and all application server exceptions.

You can restrict the errors for which events are displayed by selecting only errors caused by
specific exceptions. If you do not select specific exceptions, all the error events are displayed.

Code Problems
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Code problems include:

Code Deadlock
See .Detect Code Deadlocks for Java

Resource Pool Limit Reached
This event is generated when the maximum size for any resource pool, such as a thread
pool or a connection pool, is reached.

Application Changes

Application change events include:

Application Deployment
This event is manually registered. See . Alternatively youMonitor Application Change Events
can .Create a Custom Event

App Server Restarts
This event is generated when an app server is restarted.

Application Configuration Change
This event is manually registered. See . Alternatively youMonitor Application Change Events
can .Create a Custom Event

AppDynamics Internal Diagnostics

The AppDynamics Internal Diagnostics events include:

Diagnostic Session
This event is generated when a diagnostic session is started. See .Diagnostic Sessions

Agent Enabled / Disabled
This event is generated when an agent is enabled or disabled. See .Manage App Agents

Bytecode Transformer Log
This event is generated when an entry is added to the bytecode transformer log. This log
shows what AppD instruments and what classes are loaded in the JVM. See  fbci-log-config
or information about bytecode transformer log.

Agent Diagnostics Event
This event is generated when agent diagnostic data is created. You can access agent
diagnostic data from the Action menu on the node dashboard. See  and Action Menu App

.Agent for Java Diagnostic Data

AppDynamics Internal Diagnostics
This event is used by AppDynamics for internal debugging.

Internal UI Event
This event is used by AppDynamics for debugging data sent from the agent to the controller
to the UI.

Custom Events

You can create a Custom event using the REST API.

http://docs.appdynamics.com/display/PRO14S/Use+the+AppDynamics+REST+API#UsetheAppDynamicsRESTAPI-CreateaCustomEvent
http://docs.appdynamics.com/display/PRO14S/Use+the+AppDynamics+REST+API#UsetheAppDynamicsRESTAPI-CreateaCustomEvent
http://docs.appdynamics.com/display/PRO14S/Manage+App+Agents
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties+Reference#AppAgentNodePropertiesReference-bci-log-config
http://docs.appdynamics.com/display/PRO14S/Node+Dashboard#NodeDashboard-ActionMenu
http://docs.appdynamics.com/display/PRO14S/App+Agent+for+Java+Diagnostic+Data
http://docs.appdynamics.com/display/PRO14S/App+Agent+for+Java+Diagnostic+Data
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See .Create a Custom Event

Notifications of Events

You can create email digests to notify recipients when specific events occur. See Configure Email
.Digests

Archiving Events

Normally events are purged after a configurable time - by default, two weeks. To save an event
beyond the normal snapshot lifespan – for example, if you want to make sure an event associated
with a particular problem is retained for future analysis – archive the event. 

Customers with on-premise controllers can modify the default two-week period by configuring the
events.retention.period in the Controller Settings section of the Administration console.

To Archive an Event

Display the Events list.
Select one or more events.
Click the   button in the toolbar.Archive

When you are viewing your Events list, a small icon in the far right column indicates that an event

has been archived. 

To Find Archived Events

To view archived events in the Events list, sort on the far right column. All archived events will be
displayed together.

Learn More

Filter and Analyze Events
Events Reference
Configure Email Digests
Monitor Application Change Events
Health Rules
Email Digests

Monitor Events

An event is something that happens in the managed environment that may require attention.

Events are classified according to their event type.

See:

You can configure an email digest to send notification of certain events to a recipient list. See Ema
.il Digests

Filter and Analyze Events

http://docs.appdynamics.com/display/PRO14S/Use+the+AppDynamics+REST+API#UsetheAppDynamicsRESTAPI-CreateaCustomEvent
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Filtering Events
To View the Event Filter
To Filter Events

To Filter Error Events
Analyzing Events

To View Event Details

To view the events list, select  from the left navigation pane.Events

The events list reports the most recent events in your application. If the Fetch More link is visible
you can click it to retrieve older events.

You can get details about an event in the list. The content of the details depends on the type of
event. If the event is an application change, such as an application restart, the details might be a
static description of the event. If the event is a slow transaction or an error, the details are
transaction snapshots from which you can drill down to the root cause of the problem.

Filtering Events

If all of the checkboxes in the entire event filter are clear, no events are filtered out and all events
are reported.

If one or more of the checkboxes in the event filter are checked, all events are filtered out except
for those event types that are checked.

You can filter events to display by event type and by object.

To View the Event Filter

To display the event filter, click .Show Filter
To hide the event filter, click .Hide Filter
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In the FILTER BY EVENT TYPE section of the filter panel, you can filter based on the event type
(such as Slow Transactions or Code Problems) and subtype (such as Slow Transactions -> Very
Slow Transactions or Code Problems -> Code Deadlock).

You can filter health rule violation events on the health rule type and on specific health rules. For
example, you can specify events caused by business transaction performance health rules or only
node health rule violations events caused by the "Memory utilization is too high" health rule.

When you filter by AppDynamics entity type in the FILTER BY OBJECT section of the filter panel,
you can select specific business transactions or tiers and nodes for which to report events. If you
filter by business transaction, filtering by tier and/or node is disabled. If you filter by tier and/or
node, filtering by business transaction is disabled.

If you filter by event type but not by object (in other words, at least one of the event type filters is
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checked but all of the object filters are clear) the events of the selected type are displayed for all
AppDynamics entities (business transactions, tiers, and nodes).

To Filter Events

1. In the left panel of the event viewer, check the check boxes for the types of events to display.

2. Clear the check boxes for the types of events not to display.
To clear all the check boxes, click .Clear Criteria

To Filter Error Events

If you are filtering Error events, checking the Errors checkbox causes all error snapshots and all
errors caused by application server exceptions to be displayed. To reduce the number of error
events, you can filter the list by specifying that only error snapshots caused by specific exceptions
should be displayed. To do this:

1. In the Errors section of the Event filter panel click .Select Specific Exceptions

2. In the list of exceptions that appears, click the exception or exceptions for which you want to see
error events.

3. Click .Select
If you select any exceptions, only error snapshots caused by the selected exceptions are
displayed.
If you do not select any exceptions, all error snapshots caused by all exceptions are displayed.

Analyzing Events

To View Event Details

1. In the events list select the event for which you want to see details.

2. Click .View Event Details
Usually AppDynamics displays a summary of the event  in a new window.
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If the event produced a transaction snapshot, as for example in the case of a slow transaction
event, AppDynamics displays the transaction snapshot associated with the event. From there you
can drill down to the root cause. See . Note that by default, transactionTransaction Snapshots
snapshots are purged from the database after two weeks. If you want to be able to review a
snapshot that is more than two weeks old, you should  before it is purged.archive the snapshot
Monitor Application Change Events

Configuring Application Change Monitoring
Events Automatically Discovered by Default
Events That You Register

To manually register an application change event
Events from Third-Party Systems

Correlating Application Change Events With Other Events
To correlate application changes with other events

Learn More

You can monitor changes in your application, such as new code roll-outs or configuration changes
to application servers, and correlate these changes with other monitoring data.

AppDynamics can record application changes as events that appear in the  List.Events

Configuring Application Change Monitoring

There are three ways AppDynamics registers application change events:

By default configuration
By manual registration
By adding external events using REST

Events Automatically Discovered by Default

App server configuration changes are automatically discovered. You can see them in the Events
List.

http://docs.appdynamics.com/display/PRO14S/Transaction+Snapshots#TransactionSnapshots-ArchivingSnapshots
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Click the snapshot icon on the right to see details about the change.

Events That You Register

You can add an event to the system. For example you could register the date/time when you
updated a part of your application. Then you can correlate that event with other events.

To manually register an application change event

1. In the Events List click .Register Application Change

2. In the Register Application Change window enter a brief description of the application event.
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3. Select the type, scope and date/time of the event.

4. Click .Register Application Change

Events from Third-Party Systems

You can add events from other systems using the  to . ForREST API Create a Custom Event
example, you can add events from your release management system so that an event is created
in AppDynamics for every corresponding release of your product.

Correlating Application Change Events With Other Events

You can compare the system performance across all the application changes. For example, you
can compare between the old and the modified values of any application configuration event.

You can add application changes to other events to be displayed together on a histogram.

To correlate application changes with other events

1. In the Application Dashboard click the  tab.Transaction Analysis

2. Click .Show Events

3. Click .show event filters

4. Select .Application Changes

http://docs.appdynamics.com/display/PRO14S/Use+the+AppDynamics+REST+API#UsetheAppDynamicsRESTAPI-CreateaCustomEvent
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5. Click .Search

In this example the Transaction Analysis histogram shows a break in the blue response time line
that corresponds with an event.
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Drilling down into the event shows the details and snapshots.



Copyright © AppDynamics 2012-2014 Page 363

Learn More

Events
Transaction Analysis Tab
Use the AppDynamics REST API

Events Reference

Viewing Events
To view standard events in the AppDynamics console
To retrieve events using the REST API

Event Types
ACTIVITY_TRACE
ADJUDICATION_CANCELLED
AGENT_ADD_BLACKLIST_REG_LIMIT_REACHED
AGENT_ASYNC_ADD_REG_LIMIT_REACHED
AGENT_CONFIGURATION_ERROR
AGENT_DIAGNOSTICS
AGENT_ERROR_ADD_REG_LIMIT_REACHED
AGENT_EVENT
AGENT_METRIC_BLACKLIST_REG_LIMIT_REACHED
AGENT_METRIC_REG_LIMIT_REACHED
AGENT_STATUS
ALREADY_ADJUDICATED
APPLICATION_CONFIG_CHANGE
APPLICATION_DEPLOYMENT
APP_SERVER_RESTART
AZURE_AUTO_SCALING
CONTROLLER_AGENT_VERSION_INCOMPATIBILITY
CONTROLLER_ASYNC_ADD_REG_LIMIT_REACHED
CONTROLLER_ERROR_ADD_REG_LIMIT_REACHED
CONTROLLER_EVENT_UPLOAD_LIMIT_REACHED
CONTROLLER_METRIC_REG_LIMIT_REACHED
CONTROLLER_RSD_UPLOAD_LIMIT_REACHED
CUSTOM
CUSTOM_ACTION_END
CUSTOM_ACTION_FAILED
CUSTOM_ACTION_STARTED
DEADLOCK
DIAGNOSTIC_SESSION
DISK_SPACE
EMAIL_SENT
EUM_CLOUD_BROWSER_EVENT
INFO_INSTRUMENTATION_VISIBILITY
INTERNAL_UI_EVENT
LICENSE
MEMORY
MEMORY_LEAK_DIAGNOSTICS
NORMAL
OBJECT_CONTENT_SUMMARY
POLICY_CLOSE
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POLICY_DOWNGRADED
POLICY_OPEN_CRITICAL
POLICY_OPEN_WARNING
POLICY_UPGRADED
RESOURCE_POOL_LIMIT
RUNBOOK_DIAGNOSTIC SESSION_END
RUNBOOK_DIAGNOSTIC SESSION_FAILED
RUNBOOK_DIAGNOSTIC SESSION_STARTED
RUN_LOCAL_SCRIPT_ACTION_END
RUN_LOCAL_SCRIPT_ACTION_FAILED
RUN_LOCAL_SCRIPT_ACTION_STARTED
SLOW
SMS_SENT
STALLED
SYSTEM_LOG
THREAD_DUMP_ACTION_END
THREAD_DUMP_ACTION_FAILED
THREAD_DUMP_ACTION_STARTED
VERY_SLOW
WORKFLOW_ACTION_END
WORKFLOW_ACTION_FAILED
WORKFLOW_ACTION_STARTED

Learn More

Every AppDynamics event is an instance of one of the event types described in this topic.

It does not include event types that are not currently are not used.

Viewing Events

Standard AppDynamics events are displayed in the Events window of the AppDynamics console.
You can select which events you want to see reported. In the console these events are grouped
into the following categories:

Health Rule Violations
Slow Transactions
Errors
Code Problem
Application Changes
AppDynamics Configuration Warnings
AppDynamics Internal Diagnostics
AppDynamics Data
Custom

To view standard events in the AppDynamics console

1. In the left navigation panel click .Events

2. If filters are hidden click  to see the event types.Show Filters
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Events of event types that are checked are displayed when they occur.
For more information see .Events

To retrieve events using the REST API

In addition to the standard event types, you can retrieve events of additional event types using the
REST API. Pass the event types of events that you want to retrieve in the event-types parameter
of the REST call. See .Retrieve event data

Tip: You can also see all the event types in the Events panel if you are running in
debug mode and select the old interface. The events visible in debug mode are
identified in the console by their actual event names. They do not have special UI
display names. See  for information on setting debug mode.Set User Preferences

Event Types

ACTIVITY_TRACE

Description: The agent sent an internal event containing activity traces.
Activity traces enable tracing a code path that passes through a specified class/method. The App
Agent for Java uses them to provide object instance tracking (OIT) and automatic leak detection
(ALD)

Visible in UI: Only in debug mode

Learn More: , Troubleshoot Java Memory Leaks Configure Object Instance Tracking for Java

ADJUDICATION_CANCELLED

Description: A designated approver has canceled a thread dump or remediation action that was
triggered by a policy.

Visible in UI: Only in debug mode

Learn More: , Actions Requiring Approval Policies

AGENT_ADD_BLACKLIST_REG_LIMIT_REACHED

Description: The agent Application Diagnostic Data (ADD) blacklist registration limit has been
reached.

Visible in UI: Only in debug mode

Learn More: Customize System Event Notifications

AGENT_ASYNC_ADD_REG_LIMIT_REACHED

Description: The agent async Application Diagnostic Data (ADD) registration limit has been
reached.

http://docs.appdynamics.com/display/PRO14S/Use+the+AppDynamics+REST+API#UsetheAppDynamicsRESTAPI-Retrieveeventdata
http://docs.appdynamics.com/display/PRO14S/Set+User+Preferences
http://docs.appdynamics.com/display/PRO14S/Configure+Object+Instance+Tracking+for+Java
http://docs.appdynamics.com/display/PRO14S/Actions#Actions-ActionsRequiringApproval
http://docs.appdynamics.com/display/PRO14S/Customize+System+Event+Notifications
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Visible in UI: Only in debug mode

AGENT_CONFIGURATION_ERROR

Description: An agent configuration error has been detected.

Category: AppDynamics Configuration Warnings

UI Display name: Agent Configuration Error

Visible in UI: Yes

Learn More: , Resolving Configuration Issues App Agent for Java Resolve App Agent for .NET
Installation and Configuration Issues

AGENT_DIAGNOSTICS

Description: Diagnostic information concerning agent activity, such as business transaction
overflow or HTTP error code diagnostics, has been sent.

Category: AppDynamics Internal Diagnostics

UI Display name: Agent Diagnostics Event

Visible in UI: Yes

Learn More: App Agent for Java Diagnostic Data

AGENT_ERROR_ADD_REG_LIMIT_REACHED

Description: The agent error Application Diagnostic Data (ADD) registration limit has been
reached.

Visible in UI: Only in debug mode

AGENT_EVENT

Description: Generic internal event.

Category: AppDynamics Internal Diagnostics

UI Display name: Agent Event

Visible in UI: Yes

AGENT_METRIC_BLACKLIST_REG_LIMIT_REACHED

Description: The agent metric blacklist registration limit has been reached.

Visible in UI: Only in debug mode

Learn More: , Metrics Limits Customize System Event Notifications

AGENT_METRIC_REG_LIMIT_REACHED

Description: The agent metric registration limit has been reached.

Visible in UI: Only in debug mode

http://docs.appdynamics.com/display/PRO14S/Resolving+Configuration+Issues+App+Agent+for+Java
http://docs.appdynamics.com/display/PRO14S/Resolve+App+Agent+for+.NET+Installation+and+Configuration+Issues
http://docs.appdynamics.com/display/PRO14S/Resolve+App+Agent+for+.NET+Installation+and+Configuration+Issues
http://docs.appdynamics.com/display/PRO14S/App+Agent+for+Java+Diagnostic+Data
http://docs.appdynamics.com/display/PRO14S/Metrics+Limits
http://docs.appdynamics.com/display/PRO14S/Customize+System+Event+Notifications
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Learn More: , Metrics Limits Customize System Event Notifications

AGENT_STATUS

Description: The agent has been enabled or disabled.

Category: AppDynamics Internal Diagnostics

UI Display name: Agent Enabled / Disabled

Visible in UI: Yes

Learn More: Manage App Agents

ALREADY_ADJUDICATED

Description: A designated approver has previously approved or cancelled a thread dump or
remediation action that was triggered by a policy.

Visible in UI: Only in debug mode

Learn More: , Actions Requiring Approval Policies

APPLICATION_CONFIG_CHANGE

Description: Application configuration has been changed interactively by the user or though the
REST API.

Category: Application Changes

UI Display name: Application Configuration Change

Visible in UI: Yes

APPLICATION_DEPLOYMENT

Description: An application has been deployed.

Category: Application Changes

UI Display name: Application Deployment

Visible in UI: Yes

APP_SERVER_RESTART

Description: An application server has been restarted.

Category: Application Changes

UI Display name: App Server Restart

Visible in UI: Yes

AZURE_AUTO_SCALING

Description: Internal event that reports Azure auto-scaling progress to the UI. Seen at the bottom
of the Azure auto-scaling screen.

http://docs.appdynamics.com/display/PRO14S/Metrics+Limits
http://docs.appdynamics.com/display/PRO14S/Customize+System+Event+Notifications
http://docs.appdynamics.com/display/PRO14S/Manage+App+Agents
http://docs.appdynamics.com/display/PRO14S/Actions#Actions-ActionsRequiringApproval
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Visible in UI: Only in debug mode

CONTROLLER_AGENT_VERSION_INCOMPATIBILITY

Description: The agent version is newer than Controller version.

Category: AppDynamics Configuration Warnings

UI Display name: Agent Version is newer than Controller version

Visible in UI: Yes

Learn More: , Agent - Controller Compatibility Matrix Install the Controller

CONTROLLER_ASYNC_ADD_REG_LIMIT_REACHED

Description: The Controller limit for registering async Application Diagnostic Data (ADDs) for this
account has been reached

Visible in UI: Only in debug mode

Learn More: Customize System Event Notifications

CONTROLLER_ERROR_ADD_REG_LIMIT_REACHED

Description: The limit for registering error Application Diagnostic Data (ADDs) for the account has
been reached.

Visible in UI: Only in debug mode

Learn More: Customize System Event Notifications

CONTROLLER_EVENT_UPLOAD_LIMIT_REACHED

Description: The limit on the number of events per minute that can be uploaded to the controller
for the account has been reached.

Visible in UI: Only in debug mode

Learn More: Customize System Event Notifications

CONTROLLER_METRIC_REG_LIMIT_REACHED

Description: The limit for registering metrics for the account has been reached.

Visible in UI: Only in debug mode

Learn More: , Metrics Limits Customize System Event Notifications

CONTROLLER_RSD_UPLOAD_LIMIT_REACHED

Description: The request segment data (RSD) limit for the account has been reached.

Visible in UI: Only in debug mode

Learn More: Customize System Event Notifications

CUSTOM

http://docs.appdynamics.com/display/PRO14S/Agent+-+Controller+Compatibility+Matrix
http://docs.appdynamics.com/display/PRO14S/Install+the+Controller
http://docs.appdynamics.com/display/PRO14S/Customize+System+Event+Notifications
http://docs.appdynamics.com/display/PRO14S/Customize+System+Event+Notifications
http://docs.appdynamics.com/display/PRO14S/Customize+System+Event+Notifications
http://docs.appdynamics.com/display/PRO14S/Metrics+Limits
http://docs.appdynamics.com/display/PRO14S/Customize+System+Event+Notifications
http://docs.appdynamics.com/display/PRO14S/Customize+System+Event+Notifications
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Description: These are custom events thrown by REST API calls or machine agent API calls.

Category: Custom Event

UI Display name: Depends on the event.

Visible in UI: Depends on the event.

Learn More: Create Events

CUSTOM_ACTION_END

Description: A custom action has ended.

Visible in UI: Only in debug mode

Learn More: , Custom Actions Policies

CUSTOM_ACTION_FAILED

Description: A custom action has failed.

Visible in UI: Only in debug mode

Learn More: , Custom Actions Policies

CUSTOM_ACTION_STARTED

Description: A custom action has started.

Visible in UI: Only in debug mode

Learn More: , Custom Actions Policies

DEADLOCK

Description: The agent has detected code deadlock.

Category: Code Problems

UI Display name: Code Deadlock

Visible in UI: Yes

Learn More: Detect Code Deadlocks for Java

DIAGNOSTIC_SESSION

Description: A diagnostic session has started.

Category: AppDynamics Internal Diagnostics

UI Display name: Diagnostic Session

Visible in UI: Yes

Learn More: Diagnostic Sessions

DISK_SPACE

http://docs.appdynamics.com/display/PRO14S/Use+the+AppDynamics+REST+API#UsetheAppDynamicsRESTAPI-CreateEvents
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Description: The controller is running out of disk space.

Category: AppDynamics Configuration Warnings

UI Display name: Controller Disk Space Low

Visible in UI: Yes

Learn More: , , Controller System Requirements Controller Disk Space and the Database  Databas
e Size and Data Retention

EMAIL_SENT

Description: Email was sent to notify the recipient of an event.

Visible in UI: Only in debug mode

Learn More: , Email Digests Notification Actions

EUM_CLOUD_BROWSER_EVENT

Description: A browser snapshot was stored in the database.

Visible in UI: Only in debug mode

Learn More: , AppDynamics End User Experience Browser Snapshots

INFO_INSTRUMENTATION_VISIBILITY

Description: Information was written to the Bytecode Transformer Log. This log contains
information associated with the AppDynamics bytecode instrumentation (BCI) engine.

Category: AppDynamics Internal Diagnostics

UI Display name: Agent Event

Visible in UI: Yes

Learn More: , Request Agent Log Files App Agent Node Properties Reference

INTERNAL_UI_EVENT

Description: These are the XResponder.handleGeneralServerFaultEvent events.

Category: AppDynamics Internal Diagnostics

UI Display name: Controller API Call Threw an Exception

Visible in UI: Yes

LICENSE

Description: The AppDynamics license has expired.

Category: AppDynamics Configuration Warnings

UI Display name: License Expired

Visible in UI: Yes

http://docs.appdynamics.com/display/PRO14S/Controller+System+Requirements
http://docs.appdynamics.com/display/PRO14S/Controller+Disk+Space+and+the+Database
http://docs.appdynamics.com/display/PRO14S/Database+Size+and+Data+Retention
http://docs.appdynamics.com/display/PRO14S/Database+Size+and+Data+Retention
http://docs.appdynamics.com/display/PRO14S/AppDynamics+End+User+Experience
http://docs.appdynamics.com/display/PRO14S/Request+Agent+Log+Files
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties+Reference#AppAgentNodePropertiesReference-bci-log-config
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Learn More: , License Information Controller Licenses

MEMORY

Description: Events for automatic leak detection and custom memory structures.

Visible in UI: Only in debug mode

Learn More: Troubleshoot Java Memory Issues

MEMORY_LEAK_DIAGNOSTICS

Description: The agent sends this internal event with memory leak data. The UI uses this on the
memory monitoring screens in the node dashboards.

Visible in UI: Only in debug mode

Learn More: Troubleshoot Java Memory Issues

NORMAL

Description: A business transaction is normal (not slow, very slow or stalled).

Visible in UI: Only in debug mode

Learn More: , Configure Thresholds Behavior Learning and Anomaly Detection

OBJECT_CONTENT_SUMMARY

Description: The agent sent an internal event with object content summary for collections,
caches, etc.

Visible in UI: Only in debug mode

POLICY_CLOSE

Description: A health rule violation ended.

Category: Policy Violations

UI Display name: Health Rule Violation Ended

Visible in UI: Yes

Learn More: , Health Rules Policies

POLICY_DOWNGRADED

Description: A health rule violation was downgraded from critical to warning.

Category: Policy Violations

UI Display name: Health Rule Violation Downgraded - Critical to Warning

Visible in UI: Yes

Learn More: , Health Rules Policies

POLICY_OPEN_CRITICAL

http://docs.appdynamics.com/display/PRO14S/License+Information
http://docs.appdynamics.com/display/PRO14S/Controller+Licenses
http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
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Description: A critical health rule was violated.

Category: Policy Violations

UI Display name: Health Rule Violation Started - Critical

Visible in UI: Yes

Learn More: , Health Rules Policies

POLICY_OPEN_WARNING

Description: A warning health rule was violated.

Category: Policy Violations

UI Display name: Health Rule Violation Started - Warning

Visible in UI: Yes

Learn More: , Health Rules Policies

POLICY_UPGRADED

Description: A health rule violation was upgraded from warning to critical.

Category: Policy Violations

UI Display name: Health Rule Violation Upgraded - Warning to Critical

Visible in UI: Yes

Learn More: , Health Rules Policies

RESOURCE_POOL_LIMIT

Description: A resource pool limit, such as a thread pool or connection pool, has been reached.

Category: Code Problems

UI Display name: Resource Pool Limit Reached

Visible in UI: Yes

Learn More: , Remediation Actions Policies

RUNBOOK_DIAGNOSTIC SESSION_END

Description: A diagnostic session that was started by a diagnostic action triggered by a policy has
ended.

Visible in UI: Only in debug mode

Learn More: , , Diagnostic Sessions Diagnostic Actions Policies

RUNBOOK_DIAGNOSTIC SESSION_FAILED

Description: A diagnostic session that was started by a diagnostic action triggered by a policy has
failed.
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Visible in UI: Only in debug mode

Learn More: , , Diagnostic Sessions Diagnostic Actions Policies

RUNBOOK_DIAGNOSTIC SESSION_STARTED

Description: A diagnostic session that was started by a diagnostic action triggered by a policy has
started.

Visible in UI: Only in debug mode

Learn More: , , Diagnostic Sessions Diagnostic Actions Policies

RUN_LOCAL_SCRIPT_ACTION_END

Description: A local script that was started by a remediation action triggered by a policy has
ended.

Visible in UI: Only in debug mode

Learn More: , Remediation Actions Policies

RUN_LOCAL_SCRIPT_ACTION_FAILED

Description: A local script that was started by a remediation action triggered by a policy has
failed.

Visible in UI: Only in debug mode

Learn More: , Remediation Actions Policies

RUN_LOCAL_SCRIPT_ACTION_STARTED

Description: A local script that was started by a remediation action triggered by a policy has
started.

Visible in UI: Only in debug mode

Learn More: , Remediation Actions Policies

SLOW

Description: A business transaction is now slow.

Category: Slow Transactions

UI Display name: Slow Transactions

Visible in UI: Yes

Learn More: , Troubleshoot Slow Response Times Configure Thresholds

SMS_SENT

Description: An SMS was sent to notify the recipient of an event.

Visible in UI: Only in debug mode
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Learn More: Notification Actions

STALLED

Description: A business transaction has stalled.

Category: Slow Transactions

UI Display name: Stalled Transactions

Visible in UI: Yes

Learn More: , Troubleshoot Slow Response Times Configure Thresholds

SYSTEM_LOG

Description: Thrown when events occur during workflow execution.

Category: AppDynamics Data

UI Display name: Automation Event

Visible in UI: Yes

Learn More: Workflow Overview

THREAD_DUMP_ACTION_END

Description: A thread dump action ended.

Visible in UI: Only in debug mode

Learn More: , Diagnostic Actions Policies

THREAD_DUMP_ACTION_FAILED

Description: A thread dump action failed.

Visible in UI: Only in debug mode

Learn More: , Diagnostic Actions Policies

THREAD_DUMP_ACTION_STARTED

Description: A thread dump action failed.

Visible in UI: Only in debug mode

Learn More: , Diagnostic Actions Policies

VERY_SLOW

Description: A business transaction is now very slow.

Category: Slow Transactions

UI Display name: Very Slow Transactions

Visible in UI: Yes

http://docs.appdynamics.com/display/PRO14S/Workflow+Overview
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Learn More: , Troubleshoot Slow Response Times Configure Thresholds

WORKFLOW_ACTION_END

Description: A cloud auto-scaling action has ended.

Visible in UI: Only in debug mode

Learn More: , , Cloud Auto-Scaling Actions Policies Workflow Overview

WORKFLOW_ACTION_FAILED

Description: A cloud auto-scaling action has failed.

Visible in UI: Only in debug mode

Learn More: , , Cloud Auto-Scaling Actions Policies Workflow Overview

WORKFLOW_ACTION_STARTED

Description: A cloud auto-scaling action has failed.

Visible in UI: Only in debug mode

Learn More: , , Cloud Auto-Scaling Actions Policies Workflow Overview

Learn More

Events
Monitor Events
Use the AppDynamics REST API

Flow Maps

How Flow Maps Visualize Business Transactions across an Application
Interacting with Flow Maps

Time Range
Health Indicators
Interacting with Icons
Comparing Against Baseline Data

Getting the Most Out of Flow Maps
Individual Customized Flow Maps
Shared Flow Maps

Flow Map Scope and Inheritance
Changing the Layout of the Flow Map

To move the entire map
To automatically arrange the layout
To move the flow map icons
To maximize the size of the layout
To zoom in or out of the layout
To specify the region of the flow map to be displayed
To rename the tier, node, or backend icons

Configuring a Custom Flow Map
To configure a custom flow map

http://docs.appdynamics.com/display/PRO14S/Workflow+Overview
http://docs.appdynamics.com/display/PRO14S/Workflow+Overview
http://docs.appdynamics.com/display/PRO14S/Workflow+Overview
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Editing Existing Flow Maps
To edit a flow map
To copy a flow map
To delete a flow map

Learn More

This topic describes AppDynamics flow maps and how to use them to monitor applications.

How Flow Maps Visualize Business Transactions across an Application

An AppDynamics flow map is a graphical representation of the tiers and backends in the
application. Depending upon , some tiers and backends may be groupedflow map customizations
together or hidden from view.

Flow maps are an integral part of the application, tier, node, and business transaction dashboards.
They have similar aspects and may differ slightly. For example, the Application Flow Map shows
the topology of the application.

The Business Transaction Flow Map shows the activity of a single business transaction. It defines
the node that starts the transaction, and includes the end user performance information. See Busin

.ess Transaction Monitoring

The metrics reported on an application flow map are different than the ones on a business
transaction flow map. See .Understanding Transaction Metrics on Flow Maps
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Interacting with Flow Maps

You can click, drag, hover, and double-click items in the flow map to change how it looks, how
much data is represented, or to drill down into more detailed information. You can right-click on an
object and select actions from the context menu.
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Time Range

For all dashboards, the  option determines how much data, using a given time range,Time Range
is represented in the visualization.

Activity in the current time range is represented by flow lines. Icons represent the tiers and
backends, and flow lines represent the traffic between them.

If you are using a SaaS Controller, flow maps show a maximum of the last 60 minutes of data,
regardless of whether the Time Range is set to a larger range. Other graphs on the dashboard
display according to the selected Time Range.

Health Indicators

 The color of the flow lines is also a health indicator.
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A blue line indicates that it is not comparing against a baseline. 
A green line indicates that the response time is not significantly worse than the baseline.
A yellow line indicates that the response time is slow in comparison to the baseline. 
A red line indicates that the response time is very slow in comparison to the baseline.
Dotted lines represent asynchronous activity. This is not enabled by default; see Trace

.Multi-Threaded Transactions for Java#Asynchronous Calls in Dashboards

Annotated links show the current calls per minute and average call duration metrics. Click the flow
line or its link to see more details about response time, call metrics, and errors. See Measure

.Distributed Transaction Performance

Interacting with Icons

You can hover the cursor over a tier icon to see its current node health indicators and to activate
the animated arrows in the flow lines that show the direction of the traffic.

http://docs.appdynamics.com/pages/createpage.action?spaceKey=PRO14S&title=Trace+Multi-Threaded+Transactions+for+Java&linkCreation=true&fromPageId=20187265
http://docs.appdynamics.com/pages/createpage.action?spaceKey=PRO14S&title=Trace+Multi-Threaded+Transactions+for+Java&linkCreation=true&fromPageId=20187265


Copyright © AppDynamics 2012-2014 Page 380

You can click the bubble containing the node count to see the node list in a pop-up window. The
smaller circle displaying an arrow indicates the node status, up or down. Green indicates the node
is up and running. Red indicates the node is down.

The larger circle indicates if there are health rule violations on the node during the time range in
effect for the flow map. Click the node in the pop-up window to view the node dashboard.

Green indicates no violations
Yellow indicates a warning-level violation
Red indicates a critical-level violation

Comparing Against Baseline Data

On the lower right of the flow map, an informational link tells you whether the flow map is using
any baseline data. You can click on this link to find out more.

Getting the Most Out of Flow Maps

Individual Customized Flow Maps

When a team is monitoring an application environment, each team member can have their own
view into the business application. Each user can create a custom flow map and save it for their
own use.
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Shared Flow Maps

You can share a single flow map with the entire team. When you share a custom flow map, it is
listed in the Default Map menu for all users.

Flow Map Scope and Inheritance

By default the scope of a flow map depends on the context of the dashboard; that is, the
application, business transaction, tier, or node. If there is not a flow map for the specific object, the
UI will use the flow map of the parent object. For example if there is no custom flow map for a
given node, the UI will first look for its tier flow map and if there is no tier flow map it will use the
application flow map.

The application scope is the highest scope, so by default all flow maps use this scope. To better
monitor at different levels of scoping, you can customize flow maps at all levels of the hierarchy
and save them. See .Configuring a Custom Flow Map

Changing the Layout of the Flow Map
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To move the entire map

Click and hold in the background of the icons and flows, and move the mouse to reposition the
map. To save this change for the next time you open the dashboard, click Default Map -> Save

.Current Map

To automatically arrange the layout

The view option icons at the top right let you toggle the dashboard display modes between views
of the flow map:

Graphical flow map view
Flow list grid view
Infrastructure list (tiers and nodes)
Auto-fit flow map contents to the screen
Arrange Circular
Maximize

Click  (the  icon) to let AppDynamics rearrange the flow map in a circularArrange Circular
pattern.

Tier, node, and backend dashboards also have an  (the  icon) option.Arrange Tree

To move the flow map icons

To move a flow map icon, click and drag it to a new position. The flow lines will follow and stay
with the icon. When you move a tier or backend icon the flow map automatically saves the new
location.

To maximize the size of the layout

To have the flow map take up the entire AppDynamics window, click  (the  icon) toMaximize
enlarge the flow map.

To zoom in or out of the layout

To zoom in or out of the image, drag the zoom slider at the left of the flow map. Alternatively you
can use the mouse scroll wheel. To save this change for the next time you open the dashboard,
click .Default Map -> Save Current Map

To specify the region of the flow map to be displayed

Use your pointing device to move the viewport in the lower right area of the flow map to specify
which part of a large flow map to display.
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To rename the tier, node, or backend icons

The names of the icons are based on the names of the tier or backend. To rename them use the T
, ,  and  dashboards.ier Node Remote Services Database

Configuring a Custom Flow Map

The Flow Map menu lists the Default Map and any other maps configured in the UI. You can
change the configuration and save a custom flow map for future use.

To configure a custom flow map

1. In a flow map, click the Flow Map menu to see the available options.

The scope of the custom flow map depends on which dashboard you use. For example if you click
the flow map menu from an application dashboard, the scope of the new map is the application.
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2. In the options list, click Configure Flow Maps to see a list of the existing flow maps.

3. Click  (the  icon).Add

4. In the Create Flow Map window  tab:Overview

Name the view.

Confirm that the scope is at the correct level. If it is not, go back to Step 1 from the correct
dashboard.

Check  to allow other users to see this flow map.Shared

Use the  options to modify the look of the map.Colors

Indicate if you want asynchronous activity shown with a dotted line.

Indicate if you want to save the Zoom and Pan setting.
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5. Click the  tab and configure what tiers are visible.Tiers

Check which types of tiers you want to see.

Hide any specific tiers, if needed.

6. Click the  tab and configure how you want the backendsDatabases and Remote Services
displayed.

Group databases or remote services of the same type. By default AppDynamics groups 2 or
more backends of the same type. If you want to see each database or remote service in the
flow map, uncheck this option.

If there are specific databases or remote services that you do not want to see or group in the
flow map, uncheck the corresponding  or  check box. See Visible Groupable Group

 for more details.Backends on Flow Maps

7. Click .Save

When you create a custom flow map, the UI lists it in the:

Default Map menu of each flow map
Custom Flow Maps window

Editing Existing Flow Maps

To edit a flow map

1. In a flow map, click the Flow Map menu to see the available options.

2. In the options list, click Edit Current Flow Map.

3. In the flow map editor you can change the following settings:

Shared - by default custom flow maps are shared; deselect this if you want to keep the flow
map for your own individual use.
Text color
Link color
Background Type: solid or gradient
Background color
Asynchronous Activity: check to show a dotted line for async calls
Zoom and Pan: check to save the zoom level and location across browser refreshes

4. Click  to save your choices.Save 

5. Click the  tab to configure which tiers are visible.Tiers

Check the types of tiers you want to see.
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Hide any specific tiers, if needed.
Click .Save

6.  Click the  tab to configure how they are displayed.Databases and Remote Services

Group databases and remote services of the same type. By default AppDynamics groups
any two or more backends of the same type. Sometimes you want to see each database
and remote service in the flow map. If so, uncheck this option.

If there are specific database or remote services that you do not want to see or group in the
flow map, uncheck the Visible or Groupable check box. See .Group Backends on Flow Maps

7. Click .Save

AppDynamics applies the changes to the flow map.

To copy a flow map

1. In a dashboard Overview tab click .Default Map -> Configure Flow Maps
The Custom Flow Maps list appears.

2. In the Custom Flow Maps list, select a map.

3. Click  (the  icon).Copy

To delete a flow map

1. In a dashboard Overview tab click .Default Map -> Configure Flow Maps
The Custom Flow Maps list appears.

2. In the Custom Flow Maps list, select a map.

3. Click  (the  icon).Delete

Learn More

Dashboards
Logical Model
Measure Distributed Transaction Performance
Web EUM

 

Understanding Transaction Metrics on Flow Maps
Learn More

The application flow map displays calls per minute and average response time for calls from a tier
to backends, such as databases and remote services, as well as to other tiers.

These metrics, as seen along an application flow line, represent the total of all calls made from a
tier to another server or backend  in the application. Similarly, theacross all business transactions
tier and node flow maps display these metrics across all business transactions that pass through
the tier or node.

The business transaction flow map is different from these infrastructure flow maps. Metrics in a

http://docs.appdynamics.com/display/PRO14S/Logical+Model
http://docs.appdynamics.com/display/PRO14S/Web+EUM
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business transaction flow map report calls per minute and average response time for calls per
. business transaction

Therefore, metrics in business transaction flow maps typically do not match metrics in application
flow maps.

For example, the following application flow map shows that for the selected time range, 1283 calls
per minute were made from the Inventory tier to the Oracle-10.0.0 database. The average
response time for these calls was 298 ms.

Application Flow Map

The following business transaction flow map shows the Checkout business transaction during
approximately the same time range as the application flow map above. It also shows the calls from
the Inventory tier to the Oracle-10.0.0 database for this single business transaction. Because
multiple database calls may be executed by a single business transaction, this metric is not likely
to match the average response time per call shown between these the tier and the database on
the application flow map. This business transaction flow map for the Checkout business
transaction shows that the average time per transaction spent on calls from the Inventory tier to
the 10.0.0 database was 420.4 ms and that time represents 65.9% of the time used for the entire
Checkout business transaction.

Business Transaction Flow Map
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You can click the 420.4ms(65.9%) metric to see the summary statistics for the transaction:

The Checkout BT makes 1.4 database calls per transaction. Since the average time per call is 298
ms, the average time spent on database calls per transaction instance for the Checkout
transaction is 420.4 ms. This is different from the average response time for all calls from all
business transactions from the Inventory tier to the Oracle-10.0.0 database reported in the
application flow map.

Learn More

Dashboards
Flow Maps

Metric Browser

The Metric Browser displays values of various metrics for your managed application over the time
specified in the time range drop-down menu.

Using the Metric Browser 
Adding Metrics to the Metric Tree
How the Metric Browser is Organized

Backends
End User Monitoring
Overall Application Performance
Business Transaction Performance
Application Infrastructure Performance
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Errors
Information Points

Analyzing Performance for a Specific Time Range
Viewing Transaction Snapshots for a Time Range

To View Snapshots for a Specific Time Range
Drilling Down into a Time Range

To Drill Down into a Time Range
Setting a Global Time Range

To Set the Global Time Range
Working with Baselines

To Display Baseline Patterns
To Display Baseline Deviations

Exporting Metric Data
To Export Metric Data

Using the Metric Browser 

To use the Metric Browser:

In the left navigation pane, click .Analyze -> Metric Browser
To graph a metric, drag it from the left pane to the graph. If you drag multiple metrics, each
metric is shown using a different color.
To change the color of a metric, click its color chip in the graph legend.
To remove a metric from the graph select it in the graph and click Remove from Graph or
to remove all the metrics from the graph click Remove All.
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Adding Metrics to the Metric Tree

AppDynamics frequently adds new metrics with new releases. The metrics that are displayed in
the Metric Tree may not be identical on all platforms.

Some metrics, such as the Percentile Metric available for the Java agent, are not enabled by
default and must be first enabled before they are available in the Metric Browser.  Some metrics
can be added by editing the node properties. For information about enabling the capture of these
statistics, see   and  . App Agent Node Properties App Agent Node Properties Reference

For information on adding additional metrics to the Metric Tree, see AppDynamics Extensions and
 and Integrations Add Metrics with a Monitoring Extension

How the Metric Browser is Organized

AppDynamics metrics are organized into the following categories:

Backends
End User Monitoring
Overall Application Performance
Business Transaction Performance
Application Infrastructure Performance
Errors
Information Points

To see the metrics in each category, access the Metric Browser and expand the categories in the
left pane of the browser until you get to the leaves.

Backends

Backend monitoring provides key performance metrics for calls to databases and remote services.

End User Monitoring

End user monitoring (EUM) provides key performance metrics about your end users' experience
starting from the users' Web browsers instead of at the application server. See   forWeb EUM
general information.

EUM metrics in the metric browser appear only if EUM is enabled for your application. See Enablin
.g and Disabling EUM

Overall Application Performance

Overall application performance metrics are displayed at application, tier, and node levels. All
node-level metrics are shown under individual nodes for each tier. Overall performance metrics
include metrics for the external calls between two tiers or between a tier and a database or remote
service.

Business Transaction Performance

Business transaction performance metrics are displayed for the business transaction groups and

http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties+Reference
http://docs.appdynamics.com/display/PRO14S/AppDynamics+Extensions+and+Integrations
http://docs.appdynamics.com/display/PRO14S/AppDynamics+Extensions+and+Integrations
http://docs.appdynamics.com/display/PRO14S/Web+EUM
http://docs.appdynamics.com/display/PRO14S/Set+Up+and+Configure+Web+EUM
http://docs.appdynamics.com/display/PRO14S/Set+Up+and+Configure+Web+EUM
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for individual business transactions.

Metrics for individual business transactions are grouped under each tier where the business
transaction is invoked. The metric browser also displays metrics for external calls from the tiers. 

Metrics available include, but are not limited to:

Average Request Size: HTTP request content length for each business transaction.
Average Response Time (ms): Average response time (ART) spent processing the
business transaction, for all instances of the business transaction, from start to end of the
entry point invocation.
Calls per Minute: Average number of instances per minute.
Errors per Minute: Number of errors per minute across all instances.
Normal Average Response Time (ms): Average response time per minute of all instances
except slow, very slow and stalled transactions.
Number of Slow Calls: Number of instances that meet the criteria defined for a slow
transaction.
Number of Very Slow Calls: Number of instances that meet the criteria defined for a very
slow transaction.

If a standalone machine agent is installed, these metrics are available:

Average Block Time (ms): Average time spent when invocations are blocked for thread
synchronization and locks.
Average CPU Used (ms): Average time spent using the CPU. An invocation might wait or
be blocked when it is not using the CPU.
Average Wait Time (ms): Average time spent when invocations are in a thread sleep or
wait state.

For each of these Business Transaction Performance indicators, you can click any of the points in
the graph to view more information about the metric observed at that point in time. Information in
the popup dialog includes:

Metric identifier
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Date and time of observation
Observed (Average): the average of all data points seen for that interval. For the Percentile
Metric for the App Agent for Java, this is the percentile value. For a cluster or a time rollup,
this represents the weighted average across nodes or over time. 
Min: the minimum data point seen for that interval
Max: the maximum data point seen for that interval
Sum: the sum of all data points seen for that interval. For the Percentile Metric for the App
Agent for Java, this is the product of the percentile value multiplied by the Count.
Count: the number of data points seen in that interval

You can filter the information displayed in the graph by toggling the display toggles at the bottom
of the graph.

Application Infrastructure Performance

Application infrastructure performance metrics are displayed for the entire application and for
individual nodes. Expand the individual nodes item to see metrics at the node level. Infrastructure
metrics cover:

Agent performance
Hardware resources
JMX 
JVM and CLR

Utilizing JMX Metrics in Troubleshooting

Errors

Error metrics for the specific errors are shown by tier and then by individual node.

Information Points

Metrics are provided for each configured information point. See .Business Metrics

Analyzing Performance for a Specific Time Range

https://education.appdynamics.com/video/UtilizingJMXMetricsInTroubleshooting/story.html
https://education.appdynamics.com/video/UtilizingJMXMetricsInTroubleshooting/story.html
http://docs.appdynamics.com/display/PRO14S/Business+Metrics
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To analyze performance for a specific , you can select that time range in the Metrictime range
Browser and then perform one of several actions relating to that time range.

Viewing Transaction Snapshots for a Time Range
Drilling Down into a Time Range
Working with Baselines

Viewing Transaction Snapshots for a Time Range

Viewing  is especially useful if data in the Metric Browser is displayed at aTransaction Snapshots
10-minute or 60-minute resolution (see ). ByHow Information is Displayed Over Time in Graphs
analyzing transaction snapshots for a time range, you can see information about activity that took
place during that time range at a higher level of detail. 

To View Snapshots for a Specific Time Range

1. Drag and drop one or more metrics onto the graph.

2. Drag your pointing device across the times on the graph to delineate the time range that you
want to analyze.

3. From the sub-menu that appears, click  .View Snapshots for Selected Time Range

You see the Transaction Snapshots list.

http://docs.appdynamics.com/display/PRO14S/Metric+Data+Display+in+Graphs#MetricDataDisplayinGraphs-HowInformationisDisplayedOverTimeinGraphs
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Drilling Down into a Time Range

You can drill down from the Metric Browser to view a Dashboard for a time range.

To Drill Down into a Time Range

1. Drag and drop one or more metrics onto the graph.

2. Drag your pointing device across the times on the graph to delineate the time range that you
want to analyze.

3. From the sub-menu that appears, click  . Drill Down into Selected Time Range

A Time Range Drill Down Workbench opens for the time range that you specified. The workbench
is essentially a Dashboard for the application, with a custom time range that reflects the time range
you delineated in the Metric Browser. 

By default, transaction snapshots are saved for two weeks. If you think you might want to
be able to review a transaction snapshot in the future, you should .archive the snapshot

http://docs.appdynamics.com/display/PRO14S/Transaction+Snapshots#TransactionSnapshots-ArchivingSnapshots
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Setting a Global Time Range

When you select a time range on the graph in the Metric Browser, you can have that time range
used as the custom time range for any other screens, such as the Application Flow Map, Business
Transactions list, Transaction Snapshots list, and so on. 

To Set the Global Time Range

1. Drag and drop one or more metrics onto the graph.

2. Drag your pointing device across the times on the graph to delineate the time range that you
want to analyze.

3. From the sub-menu that appears, click  .Set as Global Time Range

From this point on, all screens reflect the given time range. On any screen, you can disable this
global time range by clicking the Show Default Time Ranges triangle at the upper right and
choosing a different time range.

Working with Baselines

You can see how data in the Metric Browser compares to baseline values. Monitoring baseline
deviation is a good way to be aware of performance metrics that might be violating your Service
Level Agreements (SLAs).

For information about the automatic calculations for the baseline patterns see Behavior Learning
.and Anomaly Detection

To Display Baseline Patterns

1. Drag and drop one or more metrics metrics on the graph.

2. Select the baseline pattern to use from the drop-down menu.

http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
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1.  
2.  
3.  
4.  

To Display Baseline Deviations

Drag and drop the metrics that you want to monitor on the graph.
In the graph legend, select the metric you want to analyze.
Click the Settings tab in the left panel.
In the Baseline Shading section, select the range of deviations to shade for the selected
metric.

 

Exporting Metric Data

You can export metric data that is currently displayed to a graphic file (PNG), a CSV file, a PDF
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1.  
2.  

3.  

4.  

file, or to the clipboard. Exported data includes all the data displayed, even if there is a time range
selected. If you want to export data only for a specific time range, first  andset a global time range
then export.

To Export Metric Data

Drag and drop one or more metrics that you want to export onto the graph.
For a PNG export, right-click the graph and choose . You can then specify aExport as PNG
name and location for the PNG file.
For a CVS or PDF file, click Export Data and choose  or Export to CSV Export as PDF

.Report
Do one of the following:

For a CVS export, check the check boxes for the data to be exported and click either Export to
Clipboard to copy the data to the clipboard in text format, or Export to File. You can then
specify a name and location for the CSV file.

For a PDF export, in the Export Complete window, click . You can then specifySave Report
a name and location for the PDF file.
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Metric Data Display in Graphs

This topic explains how AppDynamics displays and consolidates (rolls up) data in graphical
displays, displaying data at either one-minute, ten-minute, or one-hour resolution.

How Information is Displayed Over Time in Graphs
One-Minute Resolution
Ten-Minute Resolution
One-Hour Resolution

How The Last Interval is Displayed in a Graph
Viewing Details about Older Data
Learn More

How Information is Displayed Over Time in Graphs

Depending on your environment, AppDynamics measures hundreds, thousands, or even tens of
thousands of metric values each minute. To display these results over time in a meaningful way,
graphs in AppDynamics roll up and display totals, averages, and so on for either 1-minute,
10-minute, or 1-hour intervals, based on how long ago the metric was measured. You can view
details about a period no matter what resolution is being displayed (see Viewing Details for Older

).Data

In graphs throughout the AppDynamics user interface, you can hover over a point on the graph to
get the value of the metric data measured during the interval represented by the point. The point
represents the beginning of the interval. The length of the interval depends on the selected time

. Default settings are listed below.range

For up to 4 hours, data is rolled up every 1 minute, and displayed at 1-minute resolution.
Each point on the graph represents a 1-minute interval; the point represents the beginning of
the interval. Therefore, the data displayed for a 5:00 AM point represents the values
measured from 5:00 AM to the millisecond before 5:01 AM.
After 4 hours, data is rolled up every 10 minutes, and displayed at 10-minute resolution.
Each point on the graph represents a 10-minute interval; the point represents the beginning
of the 10-minute interval. Therefore, the data displayed for a 5:00 AM point represents the
values measured from 5:00 AM to the millisecond before 5:10 AM.
After 48 hours, data is rolled up every hour, and displayed at 1-hour resolution. Each point
on the graph represents a 1-hour interval; the point represents the beginning of the hour.
Therefore, the data displayed for a 5:00 AM point represents the values measured from 5:00
AM to the millisecond before 6:00 AM.
After 365 days, data at 1-hour resolution is deleted.

Your administrator can adjust the amount of time data is retained at each resolution, although
retaining data for longer than these default values is not generally recommended. See Modifying

. Metric Data Retention Periods  

One-Minute Resolution

If you view data on a graph for any period in the previous 4 hours, each value you see represents
a rollup of all the values measured during that minute. For example, if response time for an
application is measured for 300 calls in a minute, the response time values of those 300 calls are
averaged to present the Average Response Time (ART) for that minute. When you hover over a

http://docs.appdynamics.com/display/PRO14S/Database+Size+and+Data+Retention#DatabaseSizeandDataRetention-ModifyingMetricDataRetentionPeriods
http://docs.appdynamics.com/display/PRO14S/Database+Size+and+Data+Retention#DatabaseSizeandDataRetention-ModifyingMetricDataRetentionPeriods
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point on the graph, the Count figure represents how many times the metric data was measured
during that minute.

In the graph below, response time was measured 125 times between 5:08 and 5:09 PM, and the
ART for that minute was 973 ms.

In the following graph from the Metric Browser, the time range was set for the last three hours, so
the interval is one minute. The errors per minute value displayed at the 12:22 PM point represents
the number of errors recorded during the minute from 12:22 PM to the millisecond just before
12:23 PM.

 

Ten-Minute Resolution

From 4 to 48 hours, metric data is displayed at a 10-minute resolution. If you view data in a graph
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for a period that is between 4 and 48 hours old, each value you see represents a rollup of the
values measured during that 10-minute period.

One-Hour Resolution

After 48 hours, metric data is displayed at a 1-hour resolution. If you view data in a graph for a
period that is more than 48 hours old, each value you see represents a rollup of the values that
were measured during that hour.  

The following graph is from an application dashboard in which the time range was set for the last
three days, so the interval is one hour. The Average Response Time displayed at the 6:00 AM
point represents the average of the response time values measured during the hour from 6:00 AM
to the millisecond just before 7:00 AM.
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How The Last Interval is Displayed in a Graph

Because of the way rolled-up data is displayed, it may look as if data is not included for the last
increment in the time range. However, the last data point in fact represents the last interval in the
range.

For example, when you set a time range from 8 AM to 12 PM for a day that has been rolled up into
1-hour data points, you might expect to see five data points, one for 8 AM, 9 AM, 10 AM, 11 AM
and 12 PM . However, the returned data consists of four data points for the hours 8 AM, 9 AM,
10 AM and 11 AM. The first data point, 8:00 AM, represents data collected from 8 AM to the
millisecond just before 9 AM. The last data point, 11:00 AM, represents data collected from 11 AM
to the millisecond just before 12 PM. So you are in fact seeing data from 8 AM to 12 PM, even
though the last data point in the graph is 11 AM.

Viewing Details about Older Data

If you need to review details for an issue that occurred during a period for which you have only
10-minute or 1-hour data, AppDynamics provides access to diagnostic data via Transaction
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. For example, suppose you are seeing values for 2 AM and 3 AM three days ago, butSnapshots
you need to examine details about a problem you were alerted about that occurred at 2:15 AM that
morning. You view Transaction Snapshots for the hour between 2 AM and 3 AM to see details
about what happened during that time period. By default, snapshots are retained for two weeks,
and individual snapshots can be archived. See Transaction Snapshots.

if you are viewing a graph in the Metric Browser, you can select a specific period in the graph and
drill down to see Transaction Snapshots and other information. See Analyzing Performance for a

.Specific Time Range

Learn More

Metric Browser
Time Ranges

 

Transaction Analysis Tab
Accessing the Transaction Analysis Tab
How Transaction Analysis is Organized

Time Slices
Average Response Time

Statistics for a Time Slice

The Transaction Analysis tab represents the response time, which has a direct effect upon the
user experience, of a business application as a histogram. AppDynamics classifies the response
time based on the patterns of business transactions.

Accessing the Transaction Analysis Tab

http://docs.appdynamics.com/display/PRO14S/Metric+Browser#MetricBrowser-AnalyzingPerformanceforaSpecificTimeRange
http://docs.appdynamics.com/display/PRO14S/Metric+Browser#MetricBrowser-AnalyzingPerformanceforaSpecificTimeRange
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How Transaction Analysis is Organized

Time Slices

The vertical bars represent a slice of time against which AppDynamics has gathered performance
metrics such as response time. The bar metrics are stacked and color-coded according to the
response times of the requests, as:

Normal - green
Slow - yellow
Very Slow - red
Stalls - grey

You can see details by hovering over different parts of the graph.

Use the  menu in the upper right to change the time period for which data isTime Range
displayed.

Average Response Time

The blue line represents the average response time. Spikes in response time indicate that the user
experience is degrading.

The average response time dynamic baseline appears as a dotted line.
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Statistics for a Time Slice

You can select a time slice by dragging your pointing device over the histogram. This displays a
window that summarizes the key performance indicators and transaction scorecard over the
selected time slice.

You can click  to reset the time range used in other screens in theSelect as Global Time Range
AppDynamics UI to the time slice that you have set in the transaction analysis screen. This
initiates a reload of the dashboards.

Click the  tab to see the events generated over the selected time period. See .Events Events

Time Ranges

The Time Range Dropdown
Custom Time Ranges

To see performance data from a particular time range
To create a new custom time range
To share an existing custom time range

How Time Ranges Affect Data Rollup and Display
Learn More

This topic discusses the Time Range option.

The Time Range Dropdown

The Time Range dropdown menu is available at the top right of all dashboards and the Metric
Browser. Use it to set the time range for the data displayed in dashboards.



Copyright © AppDynamics 2012-2014 Page 405

When you change a time range with the Time Range dropdown menu in one dashboard, the
change is reflected in other dashboards in the AppDynamics UI. An exception is the Scalability
Analysis screen where, by design, a change in the time range does not affect the time range in
Scalability Analysis.

Custom Time Ranges

You can see data from time ranges in the past as well as the present. If the time range you need is
not predefined on the Time Range menu, you can specify the range. You can create your own
time ranges for greater control when monitoring trends in your managed environment, and can
share a custom time range with team members. 

Create a time range from the Time Range menu (discussed below) or by clicking and dragging
across times shown on a graph when using the Metric Browser. See .Setting a Global Time Range
 

To see performance data from a particular time range

1. From the Time Range menu, click . The date and time options appear.Custom

http://docs.appdynamics.com/display/PRO14S/Metric+Browser#MetricBrowser-SettingaGlobalTimeRange
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2. Select the dates and times of the range. The UI updates with the data from that range.

To create a new custom time range

1. Follow the steps in the previous section, then click the floppy disk icon.

3. Enter a name and description.

2. Click  .OK

Alternatively, 

1. From the Time Range menu, click .Manage Custom Time Range

2. Click .New

3. In the Manage Custom Time Ranges window click the Add icon.

4. In the Create Time Range window name and describe the details of the time range.

5. Optionally, select "Share with everyone" so that other users will see it in their Time Ranges
menu.

6. Click  .Create

The custom time range appears as a new option in your time range menu.

To share an existing custom time range

As described in the previous instructions, When you create a custom time range as described in ,
enable the option of "Share with everyone".

1. From the Time Range menu, click  .Manage Custom Time Range

2. Select the time range from the list.

3. Click .Edit

2. Select "Share with everyone" so that other users will see it in their Time Ranges menu.

3. Click . Save

How Time Ranges Affect Data Rollup and Display

Over time, AppDynamics rolls up metric data in the following manner:

For up to 4 hours, data is rolled up every 1 minute.

After 4 hours, data is rolled up every 10 minutes.

After 48 hours, data is rolled every 60 minutes.

For more information, see .Metric Data Display in Graphs

Learn More

Business Transaction Monitoring
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Scorecards

A scorecard summarizes the performance of a business transaction at the application, tier, or node
level within a specified time range. It covers the number and percentage of business transaction
instances (calls) that are normal, slow, very slow, stalled, or errors based on the configured
thresholds for these criteria.

Slow and very slow transactions have completed. Stalled transactions never completed or timed
out. Configurable thresholds define the level of performance for the slow, very slow and stalled
categories. See .Configure Thresholds

Scorecards appear in many places in the UI, including the application, tier, node, and business
transaction .dashboards

Click one of the values for a slow, stalled or error transaction in the scorecard to see a graph of the
metric in the .Metric Browser

In the application dashboard, the business transaction health scorecard aggregates the metrics for
all the business transactions in the application, including the default business transactions. The
percentages for those calls are based on the average for all the business transactions in the
application. For example, if the scorecard displays 3% for very slow transactions, on average 3%
of the calls in the application were slow.

In a , the transaction scorecard aggregates the metrics for all the nodes in the tier.tier dashboard

In a , the transaction scorecard displays the metrics for the tier thatbusiness transaction dashboard
is the entry point to the business transaction.

In a , the transaction scorecard displays the metrics for the node.node dashboard

KPI Graphs

The Key Performance Indicator (KPI) graphs are displayed in the lower section of the various
dashboards.

For most dashboards the KPIs are:

load: number of calls and number of calls per minute
average response time (ART)
errors: number of errors and errors per minute
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The graphs show performance in terms of the KPIs for the selected time range.

You can hover with your pointing device at various points along the top of the graph to see the
precise metric at a certain point in time.

You can click a link (value in blue) at the top of the graph to see the metric in the Metric Browser.

Monitor Java Applications
Monitor JVMs

 

Infrastructure Monitoring in a Java Environment
JVM Key Performance Indicators

Memory Usage and Garbage Collection
To view heap usage, garbage collection, and memory pools
Heap Usage
Garbage Collection
Memory Pools

Classes, Garbage Collection, Memory, Threads, and Process CPU Usage Metrics
To view classes, garbage collection, memory, threads, and process CPU usage
metrics

Alert for JVM Health
Monitor JVM Configuration Changes
Detect Memory Leaks

Automatic Leak Detection
To enable automatic leak detection

Detect Memory Thrash
Object Instance Tracking

To monitor Java object instances
Monitor Long-lived Collections

To view or configure custom memory structures
Learn More

 

Infrastructure Monitoring in a Java Environment

JVM/container configuration can often be a root cause for slow performance because not
enough resources are available to the application.
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A Java application environment has multiple functional subsystems. These are usually
instrumented using JMX (Java Management Extensions) or IBM Performance Monitoring
Infrastructure (PMI). AppDynamics automatically discovers JMX and PMI attributes.

JMX uses objects called MBeans (Managed Beans) to expose data and resources from your
application. In a typical application environment, there are three main layers that use JMX:

JVMs provide built-in JMX instrumentation, or platform-level MBeans that supply important
metrics about the JVM.
Application servers provide server or container-level MBeans that reveal metrics about the
server.
Applications often define custom MBeans that monitor application-level activity.

MBeans are typically grouped into domains to indicate where resources belong. Usually in a JVM
there are multiple domains. For example, for an application running on Apache Tomcat there are
“Catalina” and “Java.lang” domains. “Catalina” represents resources and MBeans relating to the
Tomcat container, and “Java.lang” represents the same for the JVM Hotspot runtime. The
application may have its own custom domains.

For more information about JMX, see the . To learn about PMI see JMX overview and tutorial Writi
.ng PMI Applications Using the JMX Interface

 

JVM Key Performance Indicators

There are often thousands of attributes, however, you may not need to know about all of them. By
default, AppDynamics monitors the attributes that most clearly represent key performance
indicators and provide useful information about short and long term trends. The preconfigured JVM
metrics include:

Total classes loaded and how many are currently loaded
Thread usage
Percent CPU process usage
On a per-node basis:

Heap usage
Garbage collection
Memory pools and caching
Java object instances

You can configure additional monitoring for:

Automatic leak detection
Custom memory structures

Memory Usage and Garbage Collection

Monitoring garbage collection and memory usage can help you identify memory leaks or memory
thrash that can have a negative impact application performance.

 

Important Information

http://download.oracle.com/javase/tutorial/jmx/index.html
http://www.ibm.com/developerworks/websphere/techjournal/0402_qiao/0402_qiao.html
http://www.ibm.com/developerworks/websphere/techjournal/0402_qiao/0402_qiao.html
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1.  

2.  
3.  

 

To view heap usage, garbage collection, and memory pools

In the left navigation pane, click  . The NodeServers - > App Servers -> <tier> -> <node>
Dashboard opens. 
On the Node Dashboard, click the Memory tab. 
On the Memory tab, click the Heap & Garbage Collection subtab. The panels show data
about the current usage.

See   for a complete description of the this dashboard.Node Dashboard

Heap Usage

The Heap panel shows data about the current usage.

Garbage Collection

Java garbage collection refers to how the JVM monitors the objects in memory to find any objects
which are no longer being referenced by the running application. Unused objects are deleted from
memory to make room for new objects. For details see the Java documentation for Tuning

.Garbage Collection

Garbage collection is a well-known mechanism provided by Java Virtual Machine to reclaim heap
space from objects that are eligible for garbage collection. The process of scanning and deleting
objects can cause pauses in the application. Because this can be an issue for applications with

The agent cannot capture memory statistics if the application is configured to use G1GC
(-XX:+UseG1GC) and using JDK version = 1.6.0_26-b03. You should either remove
-XX:+UseG1GC from the application startup options or upgrade the JDK to version 1.6.0_3
2 or higher.

http://www.oracle.com/technetwork/java/gc-tuning-5-138395.html
http://www.oracle.com/technetwork/java/gc-tuning-5-138395.html
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large amounts of data, multiple threads, and high transaction rates, AppDynamics captures
performance data about the duration of the pauses for garbage collection.

Below the Heap panel, the Garbage Collection - Time Spent panel shows how much time, in
milliseconds, it takes to complete both minor and major collections.

The Garbage Collection - Minor Collections panel shows the number of minor collections per
minute. The effectiveness of minor collections indicates better performance for your application.

The Garbage Collection - Major Collections panel shows the number of major collections per
minute.

Memory Pools

The Memory Pools panel shows usage and trends about the Java memory pools.

Classes, Garbage Collection, Memory, Threads, and Process CPU Usage Metrics

Information on JVM classes, garbage, threads and process CPU usage is available on the JMX
Metrics subtab of the Node Dashboard JMX tab.
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To view classes, garbage collection, memory, threads, and process CPU usage metrics

1. In the left navigation pane, click  . The NodeServers - > App Servers -> <tier> -> <node>
Dashboard opens.

2. In the Node Dashboard, click the JMX tab.

3. In the JMX Metrics subtab metric tree, click an item and drag it to the line graph to plot current
metric data. 

Alert for JVM Health

You can set up health rules based on JVM or JMX metrics. Once you have a health rule, you can
create specific   based on health rule violations. One type of response to a health rulepolicies
violation is an alert. See   for a discussion of how health rules, alerts, andAlert and Respond
policies can be used.

You can also create additional persistent JMX metrics from MBean attributes. See Configure JMX
.Metrics from MBeans

Monitor JVM Configuration Changes

The JVM tab of the Node Dashboard displays the JVM version, startup options, system options
and environment properties for the node.

http://docs.appdynamics.com/display/PRO14S/Configure+JMX+Metrics+from+MBeans
http://docs.appdynamics.com/display/PRO14S/Configure+JMX+Metrics+from+MBeans
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Changes to the application configuration generate events that can be viewed in the Events list.

For more information, see  .Monitor Application Change Events

Detect Memory Leaks

By monitoring JVM heap utilization and memory pool usage you can identify potential memory
leaks. Consistently increasing heap valleys may indicate either an improper heap configuration or
a memory leak. You might identify potential memory leaks by analyzing the usage pattern of either
the survivor space or the old generation. To troubleshoot memory leaks see Troubleshoot Java

.Memory Leaks

Automatic Leak Detection

AppDynamics supports automatic leak detection for some JVMs as listed in  . ByJVM Support
default this functionality is not enabled, because using this mode results in higher overhead on the
JVM. AppDynamics recommends that you enable leak detection mode only when you suspect a
memory leak problem and that you turn it off once the leak is identified and remedied.

Memory leaks occur when an unused object’s references are never freed. These are the most
common occurrences in collections classes, such as HashMap. This is caused when an
application code puts objects in collections but does not remove them even when they are not
being actively used. In production environments with high workloads, a frequently
accessed collection with a memory leak can cause the application to crash.

AppDynamics automatically tracks every Java collection (HashMap, ArrayList, and so on) that has
been alive in the heap for more than 30 minutes. The collection size is tracked and a linear

http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions#SupportedEnvironmentsandVersions-JVMSupport
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regression model identifies if the collection is potentially leaking. You can then identify the root
cause of the leak by tracking frequent accesses of the collection over a period of time.

View this data on the Node Dashboard on the Automatic Leak Detection subtab of the Memory
tab. See   for a complete description of this dashboard and its tabs.Node Dashboard

To enable automatic leak detection

To enable automatic leak detection follow the instructions at  .Troubleshoot Java Memory Leaks

Detect Memory Thrash

Memory thrash is caused when a large number of temporary objects are created in very short
intervals. Although these objects are temporary and are eventually cleaned up, the
garbage collection mechanism may struggle to keep up with the rate of object creation. This may
cause application performance problems. Monitoring the time spent in garbage collection can
provide insight into performance issues, including memory thrash. For example, an increase in the
number of spikes for major collections either slows down a JVM or indicates potential memory
thrash. To troubleshoot memory thrash, see  .Troubleshoot Java Memory Thrash

Object Instance Tracking

The Object Instance Tracking subtab helps you isolate the root cause of possible memory thrash.
By default,AppDynamics tracks the object instances for the top 20 core Java classes and the top
20 application classes. For the list of the supported JVMs see the Compatibility Matrix for Memory

.Monitoring

The Object Instance Tracking subtab provides the number of instances for a particular class and
graphs the count trend of those object in the JVM. It provides the shallow memory size (the
memory footprint of the object and the primitives it contains) used by all the instances.

To monitor Java object instances

http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions#SupportedEnvironmentsandVersions-SupportedEnvironmentsAndVersions-CompatibilityMatrixforMemoryMonitoring
http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions#SupportedEnvironmentsandVersions-SupportedEnvironmentsAndVersions-CompatibilityMatrixforMemoryMonitoring
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1.  
2.  
3.  
4.  

Ensure the tools.jar file is in the jre/lib/ext directory.
On the Node Dashboard, click the Memory tab. 
On the Memory tab, click the Object Instance Tracking subtab.
Click   and then  .On OK

See  .Configure Object Instance Tracking (Java)

Monitor Long-lived Collections

AppDynamics automatically tracks long lived Java collections (HashMap, ArrayList, and so on)
with Automatic Leak Detection. You can also configure tracking of specific classes using the
Custom Memory Structures capability. You can use this capability to monitor a custom cache or
other structure that is not a Java collection. Custom memory structures are used as caching
solutions. For example, you may have a custom cache or a third party cache such as Ehcache. In
a distributed environment, caching can easily become a prime source of memory leaks. In
addition, custom memory structures may or may not contain collections objects that would be
tracked using automatic leak detection. It is therefore important to manage and track these
memory structures.

AppDynamics provides visibility into:

Cache access for slow, very slow, and stalled business transactions
Usage statistics (rolled up to Business Transaction level)
Keys being accessed
Deep size of internal cache structures

Ensure your custom memory structures are supported on your JVM, see  .JVM Support

To view or configure custom memory structures

1. In the Node Dashboard, click the Memory tab.

3. On the Memory tab, click the Custom Memory Structures subtab.

For details see  .Configure Custom Memory Structures for Java

Learn More

Configure Policies
Supported Environments and Versions
Infrastructure Metrics
Monitor Events

JVM Crash Guard

When a JVM crash occurs,you need to be notified as soon as possible.  Learning of a JVM crash
is very critical because it maybe a sign of a severe runtime problem in an application.
 Furthermore, you may want to to take remediation steps once you are aware that a crash event
has occurred.  JVM Crash is a new event type, implemented as part of JVM Crash Guard, that you
can activate to provide you with the information you need to expeditiously handle JVMcritical 
crashes.

The following image shows the Events window where notification of two JVM Crash events

http://docs.appdynamics.com/display/PRO14S/Configure+Object+Instance+Tracking+for+Java
http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions+for+Java#SupportedEnvironmentsandVersionsforJava-JVMSupport
http://docs.appdynamics.com/display/PRO14S/Configure+Custom+Memory+Structures+for+Java
http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions
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detected is displayed. 

Double-clicking the JVM Crash event on the Events window displays more information to assist
you in troubleshooting the underlying reason for the JVM crash.  

On the Summary page you can download any logs associated with the JVM Crash event.
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1.  

The JVM Crash window also displays information about actions executed as a result of the crash.
These are actions that you specify when creating the policy that is triggered by a JVM crash event.

The JVM Crash event captures the following information: timestamp, crash reason, host name, IP
address, process ID, application name, node name, and tier name and displays them on the
details page. 

In the Crash Reason details field of the JVM Crash Details tab, the JVM Crash details indicate the
root cause of the crash if available; for example, a java.lang.OutOfMemoryError, Segmentation
Fault, etc... To facilitate the discovery and display of the reason for the JVM crash, JVM Crash
Guard provides full support for:

Hotspot JVM error log analysis
IBM JVM System Dump log analysis
Jrockit JVM error log analysis

To start monitoring for JVM Crashes

From the left-hand navigation menu, click   ->  and then click Alert & Respond Policies Creat
.e a Policy

OR

Prerequisite
JVM Crash Guard is a policy trigger that works with the Standalone Machine Agent to fire
an AppDynamics policy when a JVM Crash event occurs. You must therefore have a
Standalone Machine Agent installed on the system which you want to monitor for JVM
crashes. On Windows, the Standalone Machine Agent must run in Administrator mode.
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1.  

2.  

3.  

Navigate to the  tab and then click  .Policies Create a Policy
The  dialog appears.Create Policy

In the   section, expand the   option and click .  Other Events Server Crashes JVM Crash
The JVM Crash event then becomes a trigger to fire a policy. 
Proceed as usual to create the Policy. For more information on creating Policies, see Policie
. s

http://docs.appdynamics.com/display/PRO13S/Policies
http://docs.appdynamics.com/display/PRO13S/Policies


Copyright © AppDynamics 2012-2014 Page 419

3.  
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App Server Key Performance Indicators
Alerting for App Server Health
Learn More

Utilizing JMX Metrics in
Troubleshooting

 

https://education.appdynamics.com/video/UtilizingJMXMetricsInTroubleshooting/story.html
https://education.appdynamics.com/video/UtilizingJMXMetricsInTroubleshooting/story.html
https://education.appdynamics.com/video/UtilizingJMXMetricsInTroubleshooting/story.html
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Infrastructure Monitoring in a Java Environment

A Java application environment has multiple functional subsystems. These are usually
instrumented using JMX (Java Management Extensions) or IBM Performance Monitoring
Infrastructure (PMI). AppDynamics automatically discovers JMX and PMI attributes.

JMX uses objects called MBeans (Managed Beans) to expose data and resources from your
application. In a typical application environment, there are three main layers that use JMX:

JVMs provide built-in JMX instrumentation, or platform-level MBeans that supply important
metrics about the JVM.
Application servers provide server or container-level MBeans that reveal metrics about the
server.
Applications often define custom MBeans that monitor application-level activity.

MBeans are typically grouped into domains to indicate where resources belong. Usually in a JVM
there are multiple domains. For example, for an application running on Apache Tomcat there are
“Catalina” and “Java.lang” domains. “Catalina” represents resources and MBeans relating to the
Tomcat container, and “Java.lang” represents the same for the JVM Hotspot runtime. The
application may have its own custom domains.

For more information about JMX, see the . To learn about PMI see JMX overview and tutorial Writi
.ng PMI Applications Using the JMX Interface

App Server Key Performance Indicators

AppDynamics creates long-term metrics of the key MBean attributes that represent the health of
the Java container. Depending on your application configuration, metrics may include:

Session information such as the number of active and expired sessions, maximum active
sessions, processing time, average and maximum alive times, and a session counter.

Web container runtime metrics that represent the thread pool that services user requests.
The metrics include pending requests and number of current threads servicing requests.
These metrics are related to Business Transaction metrics such as response time.

Messaging metrics related to JMS destinations, including the number of current consumers
and the number of current messages.

JDBC connection pool metrics including current pool size and maximum pool size.

To see the JMX metrics discovered in a node, see the JMX tab on the Node Dashboard.

To learn how to customize additional MBean attributes for long-term monitoring, see Configure
.JMX Metrics from MBeans

Alerting for App Server Health

AppDynamics discovers metrics for most Java platforms and applications. Some environments
however are not instrumented by default, yet they have MBeans. For those situations you can
enable monitoring using the MBean Browser. For details see .Monitor JMX MBeans

In addition to the preconfigured metrics, you may be interested in additional JVM or Java container

http://download.oracle.com/javase/tutorial/jmx/index.html
http://www.ibm.com/developerworks/websphere/techjournal/0402_qiao/0402_qiao.html
http://www.ibm.com/developerworks/websphere/techjournal/0402_qiao/0402_qiao.html
http://docs.appdynamics.com/display/PRO14S/Configure+JMX+Metrics+from+MBeans
http://docs.appdynamics.com/display/PRO14S/Configure+JMX+Metrics+from+MBeans
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metrics. You can add custom metrics using JMX MBean attributes in the Metric Browser. To
customize which MBean attributes are monitored, see .Configure JMX Metrics from MBeans

Once you add a custom metric you can create a custom health rule for it and receive alerts if
conditions indicate problems. For details see  .Alert and Respond

AppDynamics also provides the Application Server Agent API (Agent API) for access to metrics
that are not supported by default or by MBeans. You can use the Agent API to:

Inject custom events and report on them
Create and report on new metrics
Correlate distributed transactions when using protocols that AppDynamics does not support

Learn More

Configure JMX Metrics from MBeans
Monitor JMX MBeans
Configure Health Rules
Supported Environments and Versions

Monitor JMX MBeans
JMX and MBeans Monitoring Application
Infrastructure

Prerequisites for JMX Monitoring
Preconfigured JMX Metrics

To view the configuration of the
preconfigured JMX metrics

Using AppDynamics for JMX Monitoring
To view JMX metrics in the Metrics
Browser

Trending MBeans Using Live Graphs
To monitor the real-time trend of an
MBean

Working with MBean Values
To View and Edit the MBean Attribute
Values
To invoke MBean Operations
To view Complex MBean Attributes

Configuring New JMX Metrics
Reusing JMX Metric Configurations

Understanding JMX Metrics
Learn More

http://docs.appdynamics.com/display/PRO14S/Configure+JMX+Metrics+from+MBeans
http://docs.appdynamics.com/display/PRO14S/Configure+JMX+Metrics+from+MBeans
http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions
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Utilizing JMX Metrics in
Troubleshooting

This topic discusses how to provide visibility into the JMX metrics for your JVM and application
server.

JMX and MBeans Monitoring Application Infrastructure

As discussed at  and , AppDynamics uses JMX (JavaMonitor JVMs Monitor Java App Servers
Management Extensions) to monitor Java applications.

https://education.appdynamics.com/video/UtilizingJMXMetricsInTroubleshooting/story.html
https://education.appdynamics.com/video/UtilizingJMXMetricsInTroubleshooting/story.html
https://education.appdynamics.com/video/UtilizingJMXMetricsInTroubleshooting/story.html
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1.  
2.  

3.  

JMX uses objects called MBeans (Managed Beans) to expose data and resources from your
application. You can use one or more MBean attributes to create persistent JMX metrics in
AppDynamics. In addition, you can import and export JMX metric configurations from one version
or instance of AppDynamics to another.

Prerequisites for JMX Monitoring

AppDynamics can capture MBean data, when these conditions are met:

The monitored system must be running on Java 1.5 or later.
Each monitored Java process must enable JMX. See .the JMX documentation

Additional MBean data may be available when a monitored business application exposes
Managed Beans (MBeans) using standard JMX. See .the MBean documentation

Preconfigured JMX Metrics

AppDynamics provides preconfigured JMX metrics for several common app server environments:

Apache ActiveMQ
Cassandra
Coherence
GlassFish
HornetQ
JBoss
Apache Solr
Apache Tomcat
Oracle WebLogic Server
WebSphere PMI

For application server environments that are not instrumented by default, you can configure new
JMX metrics configurations. You can also add new JMX metric rules. See Configure JMX Metrics

. You can also add new metric rules to the existing set of configurations. Forfrom MBeans
example, Glassfish JDBC connection pools can be manually configured using MBean attributes
and custom JMX metrics.

To view the configuration of the preconfigured JMX metrics

In the left navigation pane, click  and select the  tab. Configure -> Instrumentation JMX
The list of  appears.JMX Metric Configurations
Click a metric configuration to view the preconfigured JMX metrics for that app server.
For example, selecting Cassandra shows the preconfigured JMX Metric Rules for Apache
Cassandra. 
Double-click a metric rule to see configuration details such as the MBeans matching criteria
and the MBean attributes being used to define the metric.
 

http://docs.oracle.com/javase/1.5.0/docs/guide/management/agent.html
http://docs.oracle.com/javase/tutorial/jmx/mbeans/standard.html
http://docs.appdynamics.com/display/PRO14S/Configure+JMX+Metrics+from+MBeans
http://docs.appdynamics.com/display/PRO14S/Configure+JMX+Metrics+from+MBeans
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3.  

1.  

2.  

3.  
4.  

You can view, delete, and edit the existing JMX metric rules.

Using AppDynamics for JMX Monitoring

You can view MBean-based metrics using the Node Dashboard and the Metric Browser. In
addition, the MBean Browser enables you to view all the MBeans defined in the system.

To view JMX metrics in the Metrics Browser

In the left navigation pane, click . The NodeServers -> App Servers -> < > -> < >Tier Node
Dashboard opens.
Click the  tab. The JMX Metrics browser opens and displays the MBeans in a MetricJMX
Tree.
To monitor a particular metric, double-click or drag and drop the metric onto the graph panel.
Browse the default JMX metrics.



Copyright © AppDynamics 2012-2014 Page 425

4.  

5.  

1.  

2.  
3.  

You can perform all the operations that are provided by the Metric Browser such as:

Drill-down
Analyze the transaction snapshot for a selected time duration
Set the selected time range as a global time range

Trending MBeans Using Live Graphs

You can monitor the trend of a particular MBean attribute over time using the .Live Graph

To monitor the real-time trend of an MBean

In the left navigation pane, click . The NodeServers -> App Servers -> <Tier> -> <Node>
Dashboard opens.
Click the   tab. JMX
Click the   sub-tab.MBean Browser

Alternate Path to JMX Metrics
Alternatively, in the left navigation pane, click  . TheServers -> App Servers -> JMX
JMX window appears 
If you haven't already selected a node, you are prompted to select a node and then a
tier and then the JMX window appears
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3.  

4.  

5.  

6.  
7.  

8.  

Select the domain for which you want to monitor MBeans. For a description of domains see 
. Monitor JVMs

In the domain tree, expand the domains to find and then select the MBean that is of interest
to you. 
Expand the  section and then choose an attribute of the MBean.Attributes
Click  and then click . You can see theStart Live Graph for Attribute Start Live Graph
runtime values.
Select an attribute and click  to see a larger view of a particularLive Graph for Attribute
graph.
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8.  

1.  
2.  
3.  

4.  

Working with MBean Values

When troubleshooting or monitoring a Java-based system, you may want to change the values of
composite mBeans and execute mBean methods. Using the JMX window, you can accomplish
these tasks.

To View and Edit the MBean Attribute Values

From the   window, select  .JMX MBean Browser
In the Domain tree, search and find the MBean that interests you.
Select an editable attribute, one that has   in the   column, and then click Yes Editable View/E

.dit Attribute
In the   window that displays, you see the current value of the MBeanMBean Attribute
Attribute.

Prerequisite for Setting MBean Attributes and Invoking Operations
To change the value of an MBean attribute or invoke operation, your user account
must have "Set JMX MBean Attributes and Invoke Operations" permissions for the
application. For information about configuring user permissions for applications, see 

.To Configure the Default Application Permissions

http://docs.appdynamics.com/display/PRO14S/Configure+Custom+Roles#ConfigureCustomRoles-ToConfiguretheDefaultApplicationPermissions
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4.  

5.  
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2.  
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4.  

You can change the value of an editable MBean Attribute by entering a new value in the Val
field.ue 

To invoke MBean Operations

Using the JMX viewer, you can invoke an mBean operation, specify standard java language
strings for the parameters, and view the return values from the mBean invocation.

From the   window, select  .JMX MBean Browser
In the Domain tree, search and find the MBean that interests you.
Open the   pane, scroll to find the operation that interests you, and double-clickOperations
the   activator.Invoke Action  
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4.  Enter the parameter values for the operation and then click  . Click   to invoke theInvoke OK
operation. 
Scalar values for constructors of complex types, such as getMBeanInfo(java.util.Locale)
allow you to enter "en-us".
A message appears indicating that the operation is in progress and the number of seconds
elapsed. When the operation completes, the results display. 
The method return result from an invocation can also be a complex attribute.  In this case
the name, description, type, and editable attributes of the method are also displace in the
MBean Operation Result area.

To view Complex MBean Attributes

When the MBean is a complex type, you can view its details by double-clicking it as shown below.
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Configuring New JMX Metrics

In addition to the preconfigured metrics, you can define a new persistent metric using a JMX
Metric Rule that maps a set of attributes from one or more MBeans.

You can create a JMX metric from any MBean attribute or set of attributes. Once you create a
persistent JMX metric, you can:

View it in the Metric Browser
Add it to a Custom Dashboard
Create a health rule for it so that you can receive alerts

The JMX Metrics Configuration panel is the central configuration interface for all of the JMX
metrics that AppDynamics reports. You can use the MBean Browser to view MBeans exposed in
your environment. From there, you can access the JMX Metrics Configuration panel by selecting
an MBean attribute and clicking .Create Metric

For details, see  .Configure JMX Metrics from MBeans

Reusing JMX Metric Configurations

Once you create a custom JMX metric configuration, you can keep the configuration for upgrade
or other purposes. The JMX metric information is stored in an XML file that you can export and
then import to another AppDynamics system. For instructions see Create, Import or Export JMX

Required User Permissions
To configure new JMX Metrics your user account must have "Configure JMX" permis

for the application.sions 
For information about configuring user permissions for applications, see To

.Configure the Default Application Permissions

http://docs.appdynamics.com/display/PRO14S/Configure+JMX+Metrics+from+MBeans
http://docs.appdynamics.com/display/PRO14S/Create%2C+Import+or+Export+JMX+Metric+Configurations
http://docs.appdynamics.com/display/PRO14S/Configure+Custom+Roles#ConfigureCustomRoles-ToConfiguretheDefaultApplicationPermissions
http://docs.appdynamics.com/display/PRO14S/Configure+Custom+Roles#ConfigureCustomRoles-ToConfiguretheDefaultApplicationPermissions
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.Metric Configurations

Understanding JMX Metrics

Java Management Extensions (JMX) is a public specification for monitoring and managing Java
applications. Through JMX, Appdynamics can access Java class properties that collect
management data, such as the resources your application is consuming.

For information on the specific metrics available for you environment, see the documentation
provided by your vendor. 

Apache ActiveMQ, see ActiveMQ MBeans Reference, in the ActiveMQ Features
documentation
Cassandra, see Cassandra Metrics
Coherence, see the Coherence MBeans Reference in Appendix A of the Coherence
Management Guide
GlassFish, see the Oracle Sun Glassfish Administration Guide where you can find a Metrics
Information Reference
HornetQ, see Using Management Via JMX
JBoss, see An Introduction to JMX
Apache Solr, see   in the Solr JMX documentationQuick Demo
Apache Tomcat, see the descriptions of   in theJMX MBeans for Catalina
mbeans-descriptor.xml file for each package
Oracle WebLogic Server, see Understanding JMX
WebSphere PMI, see  in the IBM Websphere ApplicationPMI data organization
documentation

Learn More

Configure JMX Metrics from MBeans
Monitor JVMs
Create, Import or Export JMX Metric Configurations
Configure JMX Without Transaction Monitoring

Trace MultiThreaded Transactions for Java

Thread Visibility and Metrics
Thread Metrics
Asynchronous Activity in Dashboards

Application Dashboard
Business Transaction Dashboard

Threads and Thread Tasks in the Metric Browser
Threads in Call Graphs

To Drill Down into Downstream Calls on a Thread
Thread Metrics in Health Rules
Learn More

Multithreaded programming techniques are common in applications that require asynchronous
processing. Although each thread has its own call stack, multiple threads can access shared data.
This creates two potential problems: visibility and access.

A visibility problem occurs if thread A reads shared data which is later changed by thread B,

http://docs.appdynamics.com/display/PRO14S/Create%2C+Import+or+Export+JMX+Metric+Configurations
http://activemq.apache.org/jmx.html
http://activemq.apache.org/jmx.html
http://wiki.apache.org/cassandra/Metrics
http://docs.oracle.com/cd/E24290_01/coh.371/e22842/toc.htm
http://docs.oracle.com/cd/E24290_01/coh.371/e22842/toc.htm
http://docs.oracle.com/cd/E19575-01/821-0027/aeoor/index.html
http://docs.oracle.com/cd/E19575-01/821-0027/aeoor/index.html
http://docs.jboss.org/hornetq/2.2.14.Final/user-manual/en/html/management.html
https://community.jboss.org/wiki/AnIntroductionToJMX
http://wiki.apache.org/solr/SolrJmx
http://tomcat.apache.org/tomcat-6.0-doc/mbeans-descriptor-howto.html
http://docs.oracle.com/cd/E14571_01/web.1111/e13729/understanding.htm
http://pic.dhe.ibm.com/infocenter/wasinfo/v8r5/topic/com.ibm.websphere.base.doc/ae/rprf_dataorg.html
http://docs.appdynamics.com/display/PRO14S/Configure+JMX+Metrics+from+MBeans
http://docs.appdynamics.com/display/PRO14S/Create%2C+Import+or+Export+JMX+Metric+Configurations
http://docs.appdynamics.com/display/PRO14S/Configure+JMX+Without+Transaction+Monitoring
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and thread A is not aware of the change.
An access problem occurs if several threads are trying to access and change the same
shared data at the same time.

Visibility and access problems can lead to:

Liveness failure: Application performance becomes sluggish or stops processing also known
as a deadlock.
Safety failure: Race condition that results in difficult to discover programming errors.

Thread contention can occur when multiple threads attempt to access a synchronized method or
block at the same time. If a thread remains in the synchronized method or blocks for a long time,
the other threads must wait for access to shared resources. This situation has an adverse effect
on application performance. Call graphs for multi-threaded transactions enable you to trace thread
creation in a business transaction and provide an aggregated view of the overall processing for
transactions that spawn threads for concurrent processing.

AppDynamics monitors asysnchronous activities as first class entities with their own metrics to
give you the information you need to see and act to correct these performance issues.

Thread Visibility and Metrics

When applications spawn threads to perform concurrent tasks, you can monitor each thread as a
separate entity, including exit calls and policies associated with a specific thread. By default,
all Runnables, Callables and Threads are instrumented, except those that are explicitly excluded.

AppDynamics provides the flexibility to adjust the default monitoring to match the needs of your
specific applications. In some environments, if the default settings lead to too many classes being
instrumented, you can create custom rules to exclude unnecessary classes. If you do not want to
monitor any threads, you can completely disable asynchronous monitoring. This requires an agent
restart. See  .Configure Multi-Threaded Transactions for Java

AppDynamics provides thread visibility in dashboards, the metric browser and snapshots.

Thread Metrics

For each asynchronous thread spawned in the course of executing a business transaction,
AppDynamics collects and reports metrics such as the following:

Average response time
Calls per minute
Errors per minute

Asynchronous Activity in Dashboards

AppDynamics detects asynchronous calls in an application and labels them as "async" in the
dashboards that display the asynchronous activity.

Application Dashboard

In the following Application Flow Map, you can see the calls per minute and average response
time displayed on each flow line where asynchronous activities are detected. These metrics
aggregate the metrics for asynchronous activities across all business transactions.

http://docs.appdynamics.com/display/PRO14S/Configure+Multi-Threaded+Transactions+for+Java
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For improved visibility, you can set the flow map lines to display as dotted lines. See To enable
.dotted flow line

Business Transaction Dashboard

Asynchronous activity can be viewed in a hierarchical format with the originating activities
encapsulating their respective spawned asynchronous activities. The tree view of a multi-threaded
business transaction flow shows the hierarchical view as well as the errors and time spent in
asynchronous calls for separate business transactions. To expand the tree to see all the calls,
right-click a tier name and select Expand All.

The following metrics are visualized in the Transaction Flow Tree View:

http://docs.appdynamics.com/display/PRO14S/Flow+Maps#FlowMaps-async-dotted-line
http://docs.appdynamics.com/display/PRO14S/Flow+Maps#FlowMaps-async-dotted-line
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Metric Name Explanation

Time Spent (ms) Average time spent by the specific activity and
any spawned asynchronous activities.
Percentage metrics are used to represent the
fraction of time spent in a specific activity.
Asynchronous activities do not have a
percentage breakdown because each
asynchronous activity is linked to the
originating business transaction, but
represents a separate logical entity throughout
the execution of the business transaction.

Calls Number of calls made by a particular activity
such as an asynchronous activity.

Calls/min Number of calls made per minute for a
particular activity such as an asynchronous
thread.

Errors Number of calls for a particular activity which
resulted in errors.

Errors/min Number of calls made per minute for a
particular activity which resulted in errors.

Trends for baselines are visualized using the data for the originating business transaction. Metrics
for the asynchronous activities are not used in calculation of these trends.

The Transaction Scorecard reflects only the data for the originating business transaction. The
scorecard metrics are not inclusive of the metrics for any asynchronous being spawned bythreads 
the originating business transaction.

The Transaction Snapshot Flow Map for a transaction with asynchronous activity displays both
synchronous time and time spent in asynchronous activity. The following are example screen
shots of transactions with asynchronous activities:



Copyright © AppDynamics 2012-2014 Page 435

On the transaction flow map, AppDynamics displays the following metrics:

Metric Name Explanation

1. Tier Response Time (ms) Time spent processing at a particular tier for
this business transaction. Only present for
originating tier snapshots. (first in chain)

2. Percentage of Time Spent (%) Percentage metric represents the fraction of
time spent processing at a particular tier or in
communication with other tiers/backends from
the entire execution lifespan of a business
transaction. Only present for "first in chain"
snapshots. This metric does not include the
processing time of the asynchronous activities
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3. Asynchronous Activity Processing Time
(ms)

Processing time of all asynchronous activities
at this tier. This metric does not contribute to
the overall tier response time because the
activity is asynchronous by nature. This metric
is calculated by adding the execution times of
all asynchronous activities at a tier and the
time spent in communication between other
tiers and backends as follows:

Asynchronous Activity Processing Time =
Asynchronous-activity-1-processing-time +
Asynchronous-activity-2-processing-time + so
on.

4. Execution Time (ms) Time spent processing by the business
transaction in all affected tiers and
communication with other tiers and backends.
This metric does not include processing time
of the asynchronous activities.  However, in 
the case of Wait-for-Completion, the
originating business transaction will take a
longer time processing the request due to
blocking and waiting for all the activities to
complete before proceeding.

The formula for this metric is calculated by
summing up the processing times of a
Business Transaction at a particular
Tier/communication between Tiers/Backends
as follows:

Execution Time =
Time-spent-processing-in-Tier-1 +
Time-spent-processing-in-Tier-2 +
Time-spent-communicating-with-Tier-2 + so
on.

5. Call back to same tier (ms) This label and corresponding value are not
always present. When a tier makes an exit call
and the call is received back by the same tier
then this is displayed. The metric value
corresponds to the time spent in the call from
the moment the call went out of the tier until
the point the call returned back to the caller. 
If the label contains "async" then the exit call
was made asynchronously.

Threads and Thread Tasks in the Metric Browser
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In a multi-threaded transaction, AppDynamics reports key business transaction performance
metrics for individual threads in a Thread Tasks branch of the tier in the Metric Browser. The
Thread Tasks branch is created only for multi-threaded transactions.

The Metric Browser path is Business Transaction Performance -> Business Transactions  ->
 as shown here:tier-name -> business-transaction-name -> Thread Tasks

Thread Tasks are also reported in tiers under Overall Application Performance, where you can see
metrics on specific calls made by each thread in a node or in a tier.
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Threads in Call Graphs

When you drill down in a transaction snapshot for a tier with multiple calls, AppDynamics displays
the list of calls that you can drill down into.

Select a call from the list and double-click or click  to access the call graph.Drill Down into Call

Diagnostic sessions are automatically triggered based on the average response time of the
originating thread of a business transaction. See  .Diagnostic Sessions
To configure snapshots based on KPIs of an asynchronous thread, use a custom health rule
based on the thread KPI of interest and set up a policy to trigger a diagnostic session on the
business transaction. See  .Diagnostic Sessions

To Drill Down into Downstream Calls on a Thread
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If the call graph indicates Async Activity in the Exit Call/Threads column, you can drill down further
into the downstream call on the thread:

1. Click  in the Exit Calls/Threads Column for the call that you want to drill downAsync Activity
from.
2. In the Exit Calls and Async Activities window, click .Drill Down into Downstream Call

A call graph for the downstream call opens.

Thread Metrics in Health Rules

You can create a custom health rule based on the performance metrics for a thread task.

When you click the metric icon in the Health Rule Wizard, the embedded metric browser includes
the Thread Tasks if the entity for which you are configuring the health rule spawns multiple
threads.
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See  .Configure Health Rules

Learn More

Configure Multi-Threaded Transactions for Java
Metric Browser
Call Graphs
Health Rules
Configure Health Rules
Configure Diagnostic Sessions For Asynchronous Activity

Service Endpoint Monitoring

Service Endpoints for Monitoring Specific Services
Understand Service Endpoints 
View Service Endpoint Metrics

Key Performance Indicators and Transaction Scorecard
Service Endpoints in the Metric Browser

Configure Service Endpoints
Prerequisites for Configuring Service Endpoints
To configure service endpoints

Learn More

Service Endpoints for Monitoring Specific Services

In complex, large-scale applications, some application services may span multiple tiers. If you are
an owner of an application service, you may need metrics on that specific service as opposed to
metrics from across an entire business transaction or entire tier.  Service endpoints allow you to
obtain a subset of metrics and associated snapshots for your service so that you can focus on the
information truly of interest to you. Using service endpoints, you can define a set of entry points
into your specific service to create a customized view in the AppDynamics UI that displays the key
performance indicators, associated snapshots, and metrics that affect only that service.  You can
understand the performance of your service and quickly drill down to snapshots that affect your
service, instead of sifting through snapshots for the entire tier or business transaction.

http://docs.appdynamics.com/display/PRO14S/Configure+Multi-Threaded+Transactions+for+Java
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Understand Service Endpoints 

Service endpoints are similar to business transactions except that they report metrics  at theonly
entry point and do not track metrics for any downstream segments. Service endpoints are not
automatically detected like business transactions are detected; you must specify the entry points
for service endpoints. Service endpoints support the same entry point types as business
transactions and you configure them in a similar way. 

Snapshot information for the service endpoint refers back to the originating business transaction
snapshot that goes through service endpoint-defined entry points.

All normal metric operations of metrics are observed for metrics collected by the service
endpoint; this includes metrics registration and metric rollups for tiers, limits on number of metrics,
and other standard operations. Captured metrics for service endpoints are limited to entry point
metrics. Custom metrics are not supported on service endpoints.

Diagnostic sessions cannot be started on the service endpoints; however, you can create
diagnostic sessions on the originating business transaction.

Additional load on the system for service endpoints is negligible. For example, with 1000 agents,

Service endpoints are supported only on the App Agent for Java at this time.

http://docs.appdynamics.com/download/attachments/18985418/ServiceEndpoints.png?version=3&modificationDate=1400615942000&api=v2
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1.  
2.  

3.  
4.  

additional metric traffic amounts to only 30K. Approximately three metrics are captured per service
endpoint and the agent has a default limit of 100 service endpoints.

View Service Endpoint Metrics

Key Performance Indicators and Transaction Scorecard

On the left-hand navigation menu, click a .Tier
On the right-hand side of the Tier Flow Map, click  . Service Endpoints

Key performance indicator metrics along with transaction scorecards display.
 

The information displayed relates only to the service endpoints entry points defined for the
tier. 
Double-click a service endpoint name to see the Service Endpoints Transaction Snapshots.
Click the snapshot or double-click the Business Transaction, Tier, or Node links for
additional details. These details help you to troubleshoot problems with your service.
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4.  

Service Endpoints in the Metric Browser

At a glance, you can see the performance of your service by looking at the service endpoints in the
Metric Browser.

Configure Service Endpoints

Prerequisites for Configuring Service Endpoints

In order to configure Service Endpoints, your user account must have "Configure Service
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1.  

2.  

3.  
4.  

5.  

Endpoints" permissions for the application. For information about configuring user permissions for
applications, see  .To Configure the Default Application Permissions

To configure service endpoints

Determine which object you want to instrument. 
You can instrument service endpoints just as you would business transactions, on the same
objects, using the same matching and exclude rules, etc...
From the left-hand navigation menu, click Configure -> Instrumentation -> < > ->Tier

, where <Tier> is the tier on which the service runs that interests you.Service Endpoints
Or
From the left-hand navigation menu, click the tier on which the service runs that interests
you, and then click   ->  .Service Endpoints Configure

Select the tier where you want to insert the service endpoint.
On the     panel, click the   and then in the dialog that appears,Service Endpoints Definition +,
select the  . Entry Point Type
Define the service endpoint as you would a business transaction. 
For information on defining business transactions, see Configure Business Transaction

.Detection

Learn More

Configure Business Transaction Detection

 

Monitoring in a Development Environment

Using AppDynamics in a non-production environment is useful for capturing and troubleshooting
issues while your applications are under development before you move them into production. To
facilitate greater flexibility into the amount of visibility into your environment, AppDynamics
provides the following monitoring levels when using the App Agent for Java.

Production is the normal operational mode that optimizes agent performance for your
environment, where you have set the balance between transaction visibility and overhead. 
Development can be used in non-production environments where overhead is less of a
concern. When Development mode is enabled, the system relaxes the various limits
associated with data capture. AppDynamics disables all limits that are intended to reduce
overhead in order to increase the amount of data captured, such as disabling limits to the
number of call graphs and SQL statements to capture. As a safeguard, when the load

http://docs.appdynamics.com/display/PRO14S/Configure+Custom+Roles#ConfigureCustomRoles-ToConfiguretheDefaultApplicationPermissions
http://docs.appdynamics.com/display/PRO13S/Configure+Business+Transaction+Detection
http://docs.appdynamics.com/display/PRO13S/Configure+Business+Transaction+Detection
http://docs.appdynamics.com/display/PRO13S/Configure+Business+Transaction+Detection
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1.  
2.  

reaches the maximum number of calls per minute you pre-defined or heap utilization
reaches the maximum value you defined for Development, AppDynamics re-enables all of
the limits.

To Change the Monitoring Level

 

In the left-hand navigation menu of the Application Dashboard, click  .Configure
Click the monitoring level and choose either   or  .Production Development

 

Effects of Using Development Mode

The Development monitoring level controls a set of agent property values that affect the agent 
behavior to increase visibility, resolution, and decrease data latency at the expense of
overhead. The following describes the effects of using Development mode:

SQL and JDBC Captures: When in Development mode any constraints on SQL captures
and all other exit calls as well are relaxed. All SQL statements are collected, without a per
transaction limit, as well all JDBC calls attached to the method are collected, even if the
duration of the call is less than < 10 ms, which is the normal cut off point for JDBC call
collection.
Call Graphs: All call graphs are captured during Development mode.
Snapshots: A snapshot is taken for every transaction, including slow and error

Prerequisite for Changing the Development Level
In order to change the Monitoring Level, your user account must have "Configure
Monitoring Level (Production/Development)" permissions for the application. For
information about configuring user permissions for applications, see To Configure the
Default Application Permissions.
Define the maximum number-of-calls-per-minute safeguard using the dev-mode-sus

 app agent node property.pend-cpm
Optionally, define the maximum Java heap utilization percentage for development
mode, using the heap-storage-monitor-devmode-disable-trigger-pct app agent node

.property

http://docs.appdynamics.com/display/PRO14S/Configure+Custom+Roles#ConfigureCustomRoles-ToConfiguretheDefaultApplicationPermissions
http://docs.appdynamics.com/display/PRO14S/Configure+Custom+Roles#ConfigureCustomRoles-ToConfiguretheDefaultApplicationPermissions
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties+Reference#AppAgentNodePropertiesReference-dev-mode-suspend-cpm
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties+Reference#AppAgentNodePropertiesReference-dev-mode-suspend-cpm
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties+Reference#AppAgentNodePropertiesReference-heap-storage-monitor-devmode-disable-trigger-pct
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transactions. 

App Agent Node Properties Ignored During Development Mode

While in Development mode, the values for the following app agent node properties are ignored:

max-concurrent-snapshots
on-demand-snapshots

 

Troubleshoot Java Application Problems
Troubleshoot Slow Response Times for Java

How Do You Know Response Time is Slow?
Troubleshooting Steps

Step 1 - Slow or stalled business transactions?
Step 2 - Slow DB or remote service calls?
Step 3 - Affects 1 or more nodes?
Step 4 - Backend problem?
Step 5 - CPU saturated?
Step 6 - Significant garbage collection activity?
Step 7 - Memory leak?
Step 8 - Resource leak?
None of the above?

How Do You Know Response Time is Slow?

There are many ways you can learn that your application's response time is slow:

You received an email or SMS alert from AppDynamics (see ). The alertAlert and Respond
provides details about the problem that triggered the alert. If the problem is related to slow
response time, start troubleshooting at  .Step 1
Someone reported a problem such as "it's taking a long time to check out" or "the app timed
out when I tried to add an item to the cart."
The problem is slow response time related to one or more business transactions. Start
troubleshooting at  .Step 1
A custom dashboard shows a problem.  If the problem is related to slow response time, start
troubleshooting at  .Step 1
You are looking at the Application Dashboard for a business application, shown below:

http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties+Reference#AppAgentNodePropertiesReference-max-concurrent-snapshots
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties+Reference#AppAgentNodePropertiesReference-on-demand-snapshots
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1.  

2.  

3.  

4.  

Look at the traffic flow lines in the flow map, the Business Transaction Health pane, the
Transaction Scorecard pane, and the Response Time graph. If you see problems (yellow or
red lines, spikes in response time), the problem is slow response time, and is probably
related to your AppDynamics business application. Start troubleshooting at  .Step 1
Look at the Tier icons in the flow map. If you see yellow or red, you have a problem with one
or more nodes, which may or may not result in slow response time. Start troubleshooting at 

.Step 3
Look at the Events pane. If you see red or yellow, the problem reflects a change in
application state that is of potential interest, which may or may not result in slow response
time. See .Tutorial for Java - Troubleshooting using Events
Look at the Server Health pane. If you see red or yellow, the problem reflects a server health
rule violation, which may or may not result in slow response time. See Tutorial for Java -

.Server Health

Need more help?

Application Dashboard
Flow Maps

Troubleshooting Steps

The following steps help you determine whether your problem is related to your business
application or to your hardware or software infrastructure. Each step shows you how to display
detailed information to help you pinpoint the source of the problem and quickly resolve it.
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Step 1 -
Slow or
stalled
business
transaction
s?

Are there any slow or stalled business transactions?
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How do I know?

How do I know if business transactions are slow or
stalled?

1. Click Troubleshoot -> Slow Response Times
You can also access this information from tabs in the
various dashboards.

2. Click the  tab if it is not selected.Slow Transactions

In the upper pane AppDynamics displays a graph of
the slow, very slow, and stalled transactions for the
time period specified in the Time Range drop-down
menu. If the load is not displayed, you can click the
Plot Load checkbox at the upper right to see the load.
In the lower pane AppDynamics displays the
transaction snapshots for slow, very slow, and stalled
transactions.

If you see one or more slow transaction snapshots on this
page, the answer to this question is Yes. Otherwise, the
answer is No.

No – Go to .Step 2

Yes – You have one or more slow or stalled transactions, and
need to drill down to find the root cause.
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1.  

2.  

3.  

In the lower pane of the Slow Transactions tab, click the
Exe Time column to sort the transactions from slowest to
fastest.
Select a snapshot from the list and click View
Transaction Snapshot. You see the Transaction Flow
Map. Choose the Flow Map tab if it is not already
selected.

Click a Drill Down icon to display a call graph for a
problematic part of the transaction. Once you are in the
call graph you can look for methods that have a
significant response time. In this example, the
executeQuery method is responsible for 54.5% of
response time. 



Copyright © AppDynamics 2012-2014 Page 451

4.  Click the Information icon in the right column to see more
details. Provide this information to the personnel
responsible for addressing this issue.

If there are multiple slow or stalled transactions, repeat this
step until you have resolved them all. However, there may
be additional problems you haven't resolved. Continue to S

.tep 2

Need more help?

Transaction Snapshots

Step 2 -
Slow DB or
remote
service
calls?

Is there one or more slow DB or remote service call?
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How do I know?

How do I know if I have slow DB or remote service calls?

1. Click , then clickTroubleshoot -> Slow Response Times
the  tab if it is notSlowest DB & Remote Service Calls
selected.

If you see one or more slow calls on this page, the answer to
this question is Yes. Otherwise, the answer is No.

No – Go to .Step 3

Yes – You have one or more slow DB or remote service calls,
and need to drill down to find the root cause.
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1.  

2.  

3.  

4.  

5.  

In the Call Type panel select the type of call for which you
want to see information, or select All Calls.
Sort by Average Time per Call to display the slowest calls
at the top of the list.
To see transaction snapshots for the business
transaction that is correlated with a slow call, you can:

Click the  link in the right columnView Snapshots
to display correlated snapshots in a new window.
Select the call and click the Correlated Snapshots
tab in the lower panel to display correlated
snapshots at the bottom of the screen.

Select a snapshot from the list and click View
Transaction Snapshot. Choose the Flow Map tab if it is
not already selected, then click a Drill Down icon to
display a call graph for a problematic part of the
transaction.

Once you are in the call graph you can look for methods
that have a significant response time. In this example, an
Oracle query is responsible for 99.7% of response time.
Provide this information to the personnel responsible for
addressing this issue.
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If there are multiple slow calls, repeat this step until you have
resolved them all. However, there may be additional problems
you haven't resolved. If any of the tier icons on the flow map
show yellow or red, continue to  . Otherwise, you haveStep 3
isolated the problem and don't need to continue with the rest of
the steps below.

Need more help?

Business Transaction Dashboard
Business Transaction Monitoring
Business Transactions List
Transaction Snapshots

Step 3 -
Affects 1 or
more
nodes?

Is the problem affecting all nodes in the slow tier?   
How do I know?

How do I know if the problem is affecting all nodes?

In the Application or Tier Flow Map, click the number
that represents how many nodes are in the tier. This
provides a quick overview of the health of each node
in the tier. The small circle icon indicates whether the
server is up with the agent reporting, and the larger
circle icon indicates Health Rule violation status.

If all the nodes are yellow or red, the answer to this
question is Yes. Otherwise, the answer is No.

Yes – Go to .Step 4

No – The problem is either in the node's hardware or in the
way the software is configured on the node. (Because only
one node is affected, the problem is probably not related to
the code itself.)
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In the left navigation pane, click Servers -> App Servers
 to display the-> <slow tier> -> <problematic node>

Node Dashboard (flow map).

Click the Dashboard tab to get a view of the overall
health of the node.
Click the Hardware tab; if the problem is
hardware-related, contact your IT department.
Click the Memory tab; sort on various column headings to
determine if you need to add memory to the node,
configure additional memory for the application, or take
some other corrective action.

You have isolated the problem and don't need to continue
with the rest of the steps below.

Need more help?

Node Dashboard

Step 4 -
Backend
problem?

Are the nodes in the slow tier linked to a backend (database or
other remote service) that might be causing your problem? 
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How do I know?

How do I know if the nodes are linked to a backend
(database or other remote service) that might be causing
my problem?

Display the Tier Flow Map. If any nodes are linked to a
backend, links to those backends are displayed in the
flow map.

If a backend or the line connecting to a backend is
yellow or red, the answer to this question is Yes.
Otherwise, the answer is No.

No – Go to .Step 5

Yes –

Click the line connecting to the backend to see an
information window about the backend. (The
contents of the information window vary depending
on the type of backend.) Use the various tabs to
find the source of the issue, or contact the team
responsible for that backend.
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If the backend is a database, right-click the database icon.
You have a number of options that let you see the
dashboard, drill down, etc. If you have AppDynamics for
Databases, choose Link to AppDynamics for Databases.
You can use AppDynamics for Databases to diagnose and
resolve any backend issues, or work with your internal
DBAs to troubleshoot the database, which is not
instrumented in AppDynamics.

You have isolated the problem and don't need to continue
with the rest of the steps below.

Need more help?

Backend Monitoring
Configure Backend Detection for Java
AppDynamics for Databases

Step 5 -
CPU
saturated?

http://docs.appdynamics.com/display/PRO14S/Configure+Backend+Detection+for+Java
http://docs.appdynamics.com/display/ADDB/AppDynamics+for+Databases
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1.  
2.  
3.  

Is the CPU of the JVM saturated?
How do I know?

How do I know if the CPU of the JVM is saturated?

Display the Tier Flow Map.
Click the Nodes tab, and then click the Hardware tab.
Sort by CPU % (current). .Show me how

If the CPU % is 90 or higher, the answer to this
question is Yes. Otherwise, the answer is No.

Yes – Go to .Step 6

No – The issue is probably related to a custom
implementation your organization has developed. Take
snapshots of the affected tier or node(s) and work with
internal developers to resolve the issue.

You have isolated the problem and don't need to continue
with the rest of the steps below.

Need more help?

Monitor JVMs

Step 6 -
Significant
garbage
collection
activity?

http://docs.appdynamics.com/download/attachments/20190325/jvm_sat.gif?version=1&modificationDate=1395796847000&api=v2
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Is there significant garbage collection activity? 
How do I know?

How do I know if there is significant garbage collection
activity?

Display the Tier Flow Map.
Click the Nodes tab, and then click the Memory
tab.
Sort by GC Time Spent to see how many
milliseconds per minute is being spent on GC;
60,000 indicates 100%. .Show me how

If GC Time Spent is higher than 500 ms, the answer to
the question in Step 5 is Yes. Otherwise, the answer is
No.

Yes – Go to .Step 7

No – Go to .Step 8

Need more help?

Memory Usage and Garbage Collection

Step 7 -
Memory
leak?

http://docs.appdynamics.com/download/attachments/20190325/gc_time_spent.gif?version=1&modificationDate=1395796859000&api=v2
http://docs.appdynamics.com/display/PRO14S/Monitor+JVMs#MonitorJVMs-MemoryUsageandGarbageCollection
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1.  

2.  

3.  

Is there a memory leak?
How do I know?

How do I know if there is a memory leak?

From the list of nodes displayed in the previous step
(when you were checking for Garbage Collecting
activity), double-click a node that is experiencing
significant GC activity.
Click the Memory tab, then scroll down to display the
Memory Pool graphs at the bottom of the window.
Double-click the PS Old Gen memory pools. Show

.me how

If memory is not being released (use is trending
upward), the answer to this question is Yes. Otherwise,
the answer is No.

Yes – Use various AppDynamics features to track down
the leak. One useful tool for diagnosing a memory leak is
object instance tracking, which lets you track objects you
are creating and determine why they aren't being released
as needed. Using object instance tracking, you can
pinpoint exactly where in the code the leak is occurring.
For instructions on configuring object instance tracking, as
well as links to other tools for finding and fixing memory
leaks, see  below.Need more help?

No – Increase the size of the JVM. If there is significant GC
activity but there isn't a memory leak, then you probably
aren't configuring a large enough heap size for the
activities the code is performing. Increasing the available
memory should resolve your problem.

Whether you answered Yes or No, you have isolated the
problem and don't need to continue with the rest of the
steps below.

Need more help?

Troubleshoot Java Memory Leaks
Troubleshoot Java Memory Thrash
Configure Object Instance Tracking for Java

http://docs.appdynamics.com/download/attachments/20190325/mem_leak.gif?version=1&modificationDate=1395796833000&api=v2
http://docs.appdynamics.com/download/attachments/20190325/mem_leak.gif?version=1&modificationDate=1395796833000&api=v2
http://docs.appdynamics.com/display/PRO14S/Configure+Object+Instance+Tracking+for+Java
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Step 8 -
Resource
leak?
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1.  

2.  

3.  

Is there a resource leak?
How do I know?

How do I know if there is a resource leak?

In the left Navigation pane, go to (for example) Analyz
e -> Metric Browser -> Application Infrastructure
Performance <slow tier> -> Individual Nodes ->
<Problematic node> -> JMX -> JDBC Connection
Pools -> <Pool name>
Add the Active Connections and Maximum
Connections metrics to the graph.
Repeat as needed for various pools your application is
using.

If connections are not being released (use is trending
upward), the answer to the question in Step 7 is Yes.
Otherwise, the answer is No.

Yes – To determine where in your code resources are
being created but not being released as needed, take a
few thread dumps using standard commands on the
problematic node. You can also create a diagnostic action
within AppDynamics to create a thread dump; see Thread

.Dump Actions

No – Restart the JVM. If none of the above diagnostic
steps addressed your issue, it's possible you're simply
seeing a one-time unusual circumstance, which restarting
the JVM can resolve.

Need more help?

Diagnostic Actions

http://docs.appdynamics.com/display/PRO14S/Diagnostic+Actions#DiagnosticActions-ThreadDumpActions(Javaonly)
http://docs.appdynamics.com/display/PRO14S/Diagnostic+Actions#DiagnosticActions-ThreadDumpActions(Javaonly)
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1.  

None of the
above?

If slow response time persists even after you've completed the
steps outlined above, you may need to perform deeper
diagnostics.

If you can't find the information you need on how to do so in the
AppDynamics documentation, consider posting a note about
your problem in a community discussion topic. These
discussions are monitored by customers, partners, and
AppDynamics staff. Of course, you can also contact
AppDynamics support.

Need more help?

AppDynamics Pro Documentation
Community Discussion Boards (If you don't see
AppDynamics Pro as a topic, click Sign In at the upper
right corner of the screen.)

 

 

Configure Diagnostic Sessions For Asynchronous Activity

Automatic Diagnostic Sessions For Asynchronous Activity

Diagnostic sessions are triggered based on the performance metrics for a business transaction.
The average response time of a business transaction does not include the execution time of its
asynchronous activity. If you have asynchronous processing in your application, it might be
possible for the originating transaction to execute within normal bounds even though the
asynchronous activity takes longer than normal. To diagnose an issue like this, you can create a
custom health rule based on the average response time (or other performance metric) of the
asynchronous activity and use that health rule to set up a policy that triggers a diagnostic session
on the transaction. The general steps to do this are described in the following example that uses a
metric for an async thread task.

Create a custom health rule based on the asynchronous metric, such as average response
time. The metrics for thread tasks are visible in the metric browser under the Thread Tasks 
node for transactions with asynchronous activity. Each thread task has an individual node

http://docs.appdynamics.com/display/PRO14S/AppDynamics+Pro+Documentation
http://community.appdynamics.com/t5/Discussions/ct-p/Discussions
http://docs.appdynamics.com/display/PRO14S/Configure+Health+Rules#ConfigureHealthRules-custom-health-rule


Copyright © AppDynamics 2012-2014 Page 464

1.  

2.  

3.  

(usually its simple class name). Remember to select Custom as the type for the health rule.

 
Create a policy that is based on the baseline of the asynchronous metric of interest, for
example, the average response time.
Configure the policy to trigger a diagnostic session on the affected business transaction.

Troubleshoot Java Memory Issues

Troubleshoot Java Memory Leaks

Memory Leaks in a Java Environment
AppDynamics Java Automatic Leak Detection

Automatic Leak Detection Support
Conditions for Troubleshooting Java Memory Leaks

Workflow to Troubleshoot Memory Leaks
Monitor Memory for Potential JVM Leaks
Enable Memory Leak Detection
Troubleshoot Memory Leaks

Select the Collection Object to Monitor
Use Content Inspection
Use Access Tracking

Learn More
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Memory Leaks in a Java Environment

While the JVM's garbage collection greatly reduces the opportunities for memory leaks to be
introduced into a codebase, it does not eliminate them completely. For example, consider a web
page whose code adds the current user object to a static set. In this case, the size of the set grows
over time and could eventually use up significant amounts of memory. In general, leaks occur
when an application code puts objects in a static collection and does not remove them even when
they are no longer needed.

In high workload production environments if the collection is frequently updated, it may cause the
applications to crash due to insufficient memory. It could also result in system performance
degradation as the operating system starts paging memory to disk.

AppDynamics Java Automatic Leak Detection

AppDynamics automatically tracks every Java collection (for example, HashMap and ArrayList)
that meets a set of criteria defined below. The collection size is tracked and a linear regression
model identifies whether the collection is potentially leaking. You can then identify the root cause
of the leak by tracking frequent accesses of the collection over a period of time.

Once a collection is qualified, its size, or number of elements, is monitored for long term growth
trend. A positive growth indicates that the collection as potentially leaking!

Once a leaking collection is identified, the agent automatically triggers diagnostics every 30
minutes to capture a shallow content dump and activity traces of the code path and business
transactions that are accessing the collection. By drilling down into any leaking collection
monitored by the agent, you can manually trigger Content Summary Capture and Access Tracking
sessions. See Configure Automatic Leak Detection for Java

You can also monitor memory leaks for custom memory structures. Typically custom memory
structures are used as caching solutions. In a distributed environment, caching can easily become
a prime source of memory leaks. It is therefore important to manage and track memory statistics
for these memory structures. To do this, you must first configure custom memory structures. See 

.Configure Custom Memory Structures for Java

Automatic Leak Detection Support

Ensure AppDynamics supports Automatic Leak Detection on your JVM. See  .JVM Support

Conditions for Troubleshooting Java Memory Leaks

Automatic Leak Detection uses On Demand Capture Sessions to capture any actively used
collections (i.e. any class that implements JDK Map or Collection interface) during the Capture
period (default is 10 minutes) and then qualifies them based on the following criteria:

For a collection object to be identified and monitored, it must meet the following conditions:

The collection has been alive for at least   minutes. Default is 30 minutes, configurable withN
the   node property.minimum-age-for-evaluation-in-minutes
The collection has at least   elements. Default is 1000 elements, configurable with the N mini

 node property.mum-number-of-elements-in-collection-to-deep-size
The collection Deep Size is at least   MB. Default is 5 MB, configurable with the N minimum-si

 property.ze-for-evaluation-in-mb

http://docs.appdynamics.com/display/PRO14S/Configure+Automatic+Leak+Detection+for+Java
http://docs.appdynamics.com/display/PRO14S/Configure+Custom+Memory+Structures+for+Java
http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties+Reference#AppAgentNodePropertiesReference-minimum-age-for-evaluation-in-minutes
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties+Reference#AppAgentNodePropertiesReference-minimumnumberofelementsincollectiontodeepsize
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties+Reference#AppAgentNodePropertiesReference-minimumnumberofelementsincollectiontodeepsize
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties+Reference#AppAgentNodePropertiesReference-minimum-size-for-evaluation-in-mb
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties+Reference#AppAgentNodePropertiesReference-minimum-size-for-evaluation-in-mb
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The Deep Size is calculated by traversing recursive object graphs of all the objects in
the collection.

See   and  .App Agent Node Properties App Agent Node Properties Reference by Type

 

Workflow to Troubleshoot Memory Leaks

Use the following workflow to troubleshoot memory leaks on JVMs that have been identified with a
potential memory leak problem:

http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties+Reference+by+Type
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Monitor Memory for Potential JVM Leaks
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Use the Node Dashboard to identify the memory leak. A possible memory leak is indicated by a
growing trend in the heap as well as the old/tenured generation memory pool.

An object is automatically marked as a potentially leaking object when it shows a positive and
steep growth slope.

The Automatic Memory Leak dashboard shows:

Collection Size: The number of elements in a collection.

Potentially Leaking: Potentially leaking collections are marked as red. You should start
diagnostic sessions on potentially leaking objects.

Status: Indicates if a diagnostic session has been started on an object.

Collection Size Trend: A positive and steep growth slope indicates potential memory leak.

Tip: To identify long-lived collections compare the JVM start time and Object Creation Time.
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1.  

2.  

If you cannot see any captured collections, ensure that you have correct configuration for detecting
potential memory leaks.

Enable Memory Leak Detection

Before enabling memory leak detection, identify the potential JVMs that may have a leak. See Det
.ect Memory Leaks

Memory leak detection is available through the Automatic Leak Detection feature. Once the
Automatic Leak Detection feature is turned on and a capture session has been started,
AppDynamics tracks all frequently used collections; therefore, using this mode results in a higher
overhead. Turn on Automatic Leak Detection mode only when a memory leak problem is identified
and then start an On Demand Capture Session to start monitoring frequently used collections and
detect leaking collections.

Turn this mode off after you have identified and resolved the leak.

To achieve optimum performance, start diagnosis on an individual collection at a time.

Troubleshoot Memory Leaks

After detecting a potential memory leak, troubleshooting the leak involves performing the following
three actions:

Select the Collection Object that you want to monitor
Use Content Inspection
Use Access Tracking

Select the Collection Object to Monitor

On the Automatic Leak Detection dashboard, select the name of the class that you want to
monitor.
Click   on the top left-hand side of the memory leak dashboard.Drill Down
Alternatively right-click the class name and click  .Drill Down

  To  achieve optimum performance, start the troubleshooting session on aIMPORTANT:
single collection object at a time.
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1.  
2.  
3.  
4.  
5.  

Use Content Inspection

Use Content Inspection to identify which part of the application the collection belongs to so that
you can start troubleshooting. It allows monitoring histograms of all the elements in a particular
collection.

As described above in  , enable Automatic LeakWorkflow to Troubleshoot Memory Leaks
Detection, start an On Demand Capture Session, select the object you want to troubleshoot, and
then follow the steps listed below:

Click the Content Inspection tab.
Click   to start the content inspection session.Start Content Summary Capture Session
Enter the session duration. Allow at least 1-2 minutes for data generation.
Click   to retrieve the session data.Refresh
Click on the snapshot to view details about an individual session.

Exporting Troubleshooting Information
You can also export the troubleshooting information into Excel files using the Export button
under Content Summary.
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1.  
2.  
3.  
4.  
5.  

Use Access Tracking

Use Access Tracking to view the actual code paths and business transactions accessing the
collections object.

As described above in  , enable Automatic LeakWorkflow to Troubleshoot Memory Leaks
Detection, start an On Demand Capture Session, select the object you want to troubleshoot, and
then follow the steps listed below:

Select the Access Tracking tab
Click   to start the tracking session.Start Access Tracking Session
Enter the session duration. Allow at least 1-2 minutes for data generation.
Click   to retrieve session data.Refresh
Click on the snapshot to view details about an individual session.

Exporting Troubleshooting Information
You can also export the troubleshooting information into Excel files using the Export button
under Content Summary.
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Learn More

App Agent Node Properties
Monitor JVMs
Metric Browser

Troubleshoot Java Memory Thrash

Memory Thrash and Object Instance Tracking
Prerequisites for Object Instance Tracking

Specifying the Classpath
Workflow for Detecting and Troubleshooting Memory Thrash
Analyzing Memory Thrash

To analyze memory thrash problems
To verify memory thrash

Troubleshooting Java Memory Thrash Using Allocation Tracking
To use allocation tracking

Memory Thrash and Object Instance Tracking

Memory thrash is caused when a large number of temporary objects are created in very short
intervals. Although these objects are temporary and are eventually cleaned up, the
garbage collection mechanism may struggle to keep up with the rate of object creation. This may
cause application performance problems. Monitoring the time spent in garbage collection can
provide insight into performance issues, including memory thrash. For example, an increase in the

http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties
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number of spikes for major collections either slows down a JVM or indicates potential memory
thrash   To configureUse object instance tracking to isolate the root cause of the memory thrash.
and enable object instance tracking, see  .Configure Object Instance Tracking for Java

AppDynamics automatically tracks the following classes:

Application Classes
System Classes

The Object Instance Tracking feature maps a histogram of every object in the JVM. The Object
Instance Tracking dashboard not only provides the number of instances for a particular class but
also provides the shallow memory size (the memory footprint of the object and the primitives it
contains) used by all the instances.

 

Prerequisites for Object Instance Tracking

Object Instance Tracking can be used only for Sun JVM v1.6.x and later. 
If you are running with the JDK then tools.jar will probably be setup correctly, but if you are
running with the JRE you must add tools.jar to JRE_HOME/lib/ext and restart the JVM for
this feature to start working. You can find the tools.jar file in JAVA_HOME/lib/tools.jar.
In some cases In some cases you might also need to copy libattach.so (Linux) or attach.dll
(Windows) from your JDK to your JRE. 
Depending on the JDK version, you may also need to specify the classpath as shown below
(along with other -jar options).

Specifying the Classpath

When using a JDK tool, set the classpath using the -classpath option. This sets the classpath for
the application only. For example:

On Windows

http://docs.appdynamics.com/display/PRO14S/Configure+Object+Instance+Tracking+for+Java
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java -classpath <complete-path-to-tools.jar>;%CLASSPATH% -jar myApp.jar

OR

On Unix

java -classpath <complete-path-to-tools.jar>:$CLASSPATH -jar myApp.jar

Alternatively, you can set the CLASSPATH variable for your entire environment. For example:

 On Windows

SET CLASSPATH=%CLASSPATH%;%JAVA_HOME%\lib\tools.jar

On Unix

CLASSPATH=$CLASSPATH:$JAVA_HOME/lib/tools.jar

 

 

Workflow for Detecting and Troubleshooting Memory Thrash

The following diagram outlines the workflow for monitoring and troubleshooting memory thrash
problems in a production environment.

To monitor memory leaks, on the node dashboard, use the Memory -> Automatic Leak
Detection subtab. See .Troubleshoot Java Memory Leaks
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1.  

Analyzing Memory Thrash

To analyze memory thrash problems

Once a memory thrash problem is identified in a particular collection, start the diagnostic session
by drilling down into the suspected problematic class.

Select the class name to monitor and click   at the top of the Object InstanceDrill Down
Tracking dashboard.

Or right click the class name and select the Drill Down option.

After the drill down action is triggered, data collection for object instances is performed every
minute. This data collection is considered to be a diagnostic session and the Object Instance
Tracking dashboard for that class is updated with this icon   , to indicate that a diagnostic
session is in progress.

 For optimal performance, trigger a drill down action on a single instance or class name at
a time.
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1.  

2.  

The Object Instance Tracking dashboard indicates possible cases of memory thrash.

The following provides more detail on the meaning of each of the columns on the Object Instance
Tracking dashboard.

Prime indicators of memory thrash problems are:

Current Instance Count: A high number indicates possible allocation of large number of
temporary objects.

Shallow Size: A large number for shallow size signals potential memory thrash.

Instance Count Trend: A saw wave is an instant indication of memory thrash.

If you suspect you have a memory thrash problem at this point, then you should verify that this is
the case.  See  .To verify memory thrash

To verify memory thrash

Select the class name to monitor and click   at the top of the Object InstanceDrill Down
Tracking dashboard.
On the Object Instance Tracking window, click  .Show Major Garbage Collections

The following Object Instance Tracking Overview provides further evidence of a memory thrash
problem.
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1.  
2.  
3.  

4.  
5.  
6.  
7.  

If the instance count doesn’t vary with the garbage collection cycle, it is an indication of potential
leak and not a memory thrash problem. See  .Troubleshoot Java Memory Leaks

Troubleshooting Java Memory Thrash Using Allocation Tracking

Allocation Tracking tracks all the code paths and those business transactions that are allocating
instances of a particular class.

Allocation tracking detects those code path/business transactions that are creating and throwing
away instances.

To use allocation tracking

Using the Drill Down option, trigger a diagnostic session.
Click the Allocation Tracking tab.
Click   to start tracking code paths and businessStart Allocation Tracking Session
transactions.
Enter the session duration and allow at least 1-2 minutes for data generation.
Click   to retrieve the session data.Refresh
Click on a session to view its details. 
Use the Information presented in the Code Paths and Business Transaction panels to
identify the origin of the memory thrash problem.



Copyright © AppDynamics 2012-2014 Page 479

Detect Code Deadlocks for Java
Code Deadlocks and their Causes

Finding Deadlocks using the Events
List

To Examine a Code Deadlock
Finding Deadlocks Using the REST
API

Learn More

By default the agent detects code deadlocks. You can find deadlocks and see their details using
the Events list or the REST API.

Code Deadlocks and their Causes

In a multi-threading development environment, it is common to use more than a single lock.
However sometimes deadlocks will occur. Here are some possible causes:

The order of the locks is not optimal
The context in which they are being called (for example, from within a callback) is not correct
Two threads may wait for each other to signal an event

Finding Deadlocks using the Events List

Select  (or just ) in the Filter By Event Type list to see codeCode Problems Code Deadlock
deadlocks in the Events list. See . The following list shows twoFilter and Analyze Events

Read a real-life story about how
AppDynamics helped identify code
deadlocks and reduce the risk to
revenue!

http://www.appdynamics.com/blog/2012/03/21/how-code-deadlock-can-kill-your-business/
http://www.appdynamics.com/blog/2012/03/21/how-code-deadlock-can-kill-your-business/
http://www.appdynamics.com/blog/2012/03/21/how-code-deadlock-can-kill-your-business/
http://www.appdynamics.com/blog/2012/03/21/how-code-deadlock-can-kill-your-business/


Copyright © AppDynamics 2012-2014 Page 480

deadlocks in the ECommerce tier.

To Examine a Code Deadlock

1. Double-click the deadlock event in the events list.
The Code Deadlock  tab displays.Summary

2. To see details about the deadlock click the  tab and scroll down.Details

Finding Deadlocks Using the REST API
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You can detect a DEADLOCK event-type using the AppDynamics REST API. For details see the
example .Retrieve event data

Learn More

Use the AppDynamics REST API

Tutorials for Java
This section provides tutorials for tasks in AppDynamics.

Quick Tour of the User Interface

Troubleshooting Application Errors

Identifying and troubleshooting errors in your Java application.

Overview Tutorials for Java

Quick Tour of the User Interface

http://docs.appdynamics.com/display/PRO14S/Use+the+AppDynamics+REST+API#UsetheAppDynamicsRESTAPI-Retrieveeventdata
https://education.appdynamics.com/video/quickTourOfTheUserInterface/story.html
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Use AppDynamics for the First Time with Java
All Applications Dashboard
Application Dashboard

Time Range
Flow Map and KPIs
Events
Transaction Scorecard
Exceptions and Errors

More Tutorials

This topic assumes that an application is already configured in AppDynamics, and uses the Acme
Online application as the example. It also assumes that you have already logged in to
AppDynamics.

This topic gives you an overview of how AppDynamics detects actual and potential problems that
users may experience in your application - transactions that are slow, stalled or have errors - and
helps you easily identify the root causes.

All Applications Dashboard

When you log into the Controller UI you see the All Applications dashboard.

https://education.appdynamics.com/video/quickTourOfTheUserInterface/story.html
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The All Applications dashboard shows high-level performance information about one or more
business applications. Load, response time, and errors are standard metrics that AppDynamics
calls "key performance indicators" or "KPIs". The others are:

Health Rule Violations and Policies: AppDynamics lets you , which consistsdefine a health rule
of a condition or a set of conditions based on metrics exceeding predefined thresholds or dynamic
baselines. You can then use health rules in policies to automate optional remedial actions to take if
the conditions trigger. AppDynamics also provides default health rules to help you get started.

Business Transaction Health: The health indicators are a visual summary of the extent to which
a business transaction is experiencing critical and warning health rule violations. See the slow

.transactions tutorial

Server Health: Additional visual indicators that track how well the server infrastructure is
performing. See the .server health tutorial

Application Dashboard

Click an application to monitor, one that has some traffic running through it. The Application
dashboard gives you a view of how well the application is performing.
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You see the dashboard for your application. The flow map on the left gives you an overview of
your servers (application servers, databases, remote servers such as message queues, etc.) and
metrics for the calls between them. Click, hold and move the icons around to arrange the flow
map. Use the scale slider and mini-map to change the view.

Time Range

From the time range drop-down in the upper-right corner select the time range over which to
monitor - the last 15 minutes, the last couple of hours, the last couple of days or weeks. Try a few
different time ranges and see how the dashboard data changes.

Flow Map and KPIs

In the flow map, click any of the blue lines to see more detail on the aggregated key performance
metrics (load, average response time and errors) between the two servers. See the flow maps

.tutorial

The graphs at the bottom of the dashboard show the key performance indicators over the selected
time range for the entire application.

Events

An event represents a change in application state. The Events pane lists the important events
occurring in the application environment. See the .events tutorial

Transaction Scorecard

The Transaction Scorecard panel shows metrics about business transactions within the specified
time range, covering the percentage of instances that are normal slow, very slow, stalled or have
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errors. Slow and very slow transactions have completed. Stalled transactions never completed or
timed out.  define the level of performance for the slow, very slow andConfigurable thresholds
stalled categories. See the .Transaction Scorecard tutorial

Exceptions and Errors

An exception is a code-logged message outside the context of a business transaction. An error is
a departure from the expected behavior of a business transaction, which prevents the transaction
from working properly. See the .exceptions tutorial

More Tutorials

Monitoring Tutorials for Java

Tutorial for Java - Events

Monitoring Events
Filtering Events

Monitoring Events

1. From an application, tier or node dashboard, look at the  panel.Events

The  panel shows all the events that are monitored by AppDynamics. There are severalEvents
types of events:

Health Rule Violation Events include business transaction health rule events such as
average response time, and server health events such as Java VM Heap Utilization
Thresholds. To change what generates a health rule event, see .Health Rules
Slow Transaction Events occur when slow, very slow or stalled transactions are detected.
See .Configure Thresholds
Error Events occur when application exceptions are thrown or HTTP Errors are returned.
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See .Configure Error Detection
Code Problem Events occur when a code deadlock is detected or a resource pool is
utilized beyond the specified threshold. For example this event occurs when a JDBC
connection pool is above 80% utilized or when a java.lang.Thread is deadlocked.
Application Change Events occur when administrative changes are made to an application
tier. For example, this event occurs when an application server instance is restarted or when
a Java VM option is modified on an application server. See Monitor Application Change

.Events
AppDynamics Config Warnings occur when the AppDynamics infrastructure needs
attention. For example, when the Controller detects low disk space conditions on its host the
policy associated with this event type occurs. See .AppDynamics Administration
Custom events are user-defined events. See .Events

2. To get details click an event in the list. For example, click a slow request event to see the details
of the request in the transaction flow map so you can start troubleshooting the slow request.

For more information on resolving issues related to slow transactions, see Troubleshoot Slow
.Response Time for Java

Filtering Events

You can filter events by type in the  panel. Click the type of event you want to see and clickEvents
. For example, to see only  and  events select the Search Deadlocks Resource Pool Exhaustion

 and click .Code Problem Event Search

http://docs.appdynamics.com/display/PRO14S/Configure+Error+Detection
http://docs.appdynamics.com/display/PRO14S/AppDynamics+Administration
http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Slow+Response+Time+for+Java
http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Slow+Response+Time+for+Java
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Tutorial for Java - Flow Maps

Flow maps show the health of your application, all tiers, and the communication between the tiers.
It includes summary indicators such as call rates and error rates:

Visual indicators quickly show you problem tiers and healthy tiers.  Below you can see tier 1 is
experiencing very slow response times, while tier 2 and tier 3 are healthy:
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By default, the flow map computes tier health by comparing the state of the tier averaged over the
last 15 minutes against the daily trend (the 30 day rolling average). You can change the time
window for baseline comparison using the time window pull down menu. You can also disable
baseline comparisons:

You can change the time range displayed in the flow map by changing the time window using the
time window pull down menu. Changing the time range effects the entire dashboard:
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You can troubleshoot a problem system call by clicking on a the tier's name to drill down into a
subset of the system involving the tier:

To view the slow response times in detail click on the slow response time menu:
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From the slow response time pick a transaction to see a snapshot of the slow transaction:

From the transaction snapshot you can troubleshoot the slow transaction:
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For more information on resolving issues related to slow transactions, see Troubleshoot Slow
.Response Time for Java

Tutorial for Java - Server Health
About Java Server Health
Learn More

About Java Server Health

By default, AppDynamics provides predefined rules for CPU utilization, physical memory
utilization, JVM heap utilization, and CLR heap utilization. For example the default health rule for
CPU utilization triggers a warning when a node exceeds 75% CPU utilization and triggers a critical
event when CPU utilization is 90% or above.

http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Slow+Response+Time+for+Java
http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Slow+Response+Time+for+Java
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Node health is driven by node health rules. The following example shows that Node_8003 is
experiencing a JVM heap health rule violation; all of the heap is consumed.

You can view the health rule violation details and the status of the violation:

There are many types of health rules and each defines a condition or set of conditions in terms of
a certain set of metrics that serve as health indicators of your application component. For example,
the Business Transaction Performance health rule defines a set of conditions in terms of business
transaction metrics, while the Node Health-Hardware,JVM,CLR health rule defines a set of
conditions in terms of hardware metrics.

To change or add a new health rule, see .Configure Health Rules
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You can control the scope of a health rule to a specific application component. For example, for
Node Health, you can choose between scoping to tiers or nodes. For tiers, you can apply the
health rul to all tiers or to specific tiers only. For nodes, you can apply the health rule to all nodes.
If you have a large cluster, you can choose specific nodes as well.

Once you scope the health rule, you can define the triggering conditions of the health rule. There
are two status condition sets, warning and critical, which can be defined independently of each
other. Each status condition set consists of atomic conditions that must either be ALL met or have
ANY that are met in order to trigger the status condition. Atomic conditions are based on
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predefined metrics that serve as health indicators of your application component. If you cannot find
a Health Rule type that has a predefined metric that meets your needs, you can add a metric using

 or  and use a Custom Health Rule.custom monitors create a JMX metric from MBeans

After defining Health Rules, you can use the Health Rule Violation Events in policies to trigger acti
 that can notify Administrators via email or SMS systems or perform some other action.ons

http://docs.appdynamics.com/display/PRO14S/Add+Metrics+Using+Custom+Monitors
http://docs.appdynamics.com/display/PRO14S/Add+Metrics+Using+Custom+Monitors
http://docs.appdynamics.com/display/PRO14S/Configure+JMX+Metrics+from+MBeans
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Learn More

Troubleshooting Server Health, AppDynamics in Action video  

Tutorial for Java - Transaction Scorecards

https://appdynamics-static.com/education/video/troubleshootingServerHealth/story.html
https://appdynamics-static.com/education/video/troubleshootingServerHealth/story.html
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Transactions are categorized as Normal, Slow, Very Slow, Stalled, or Errors, which are
determined by thresholds and the AppDynamics error detection subsystem. Thresholds can be
static or dynamic; dynamic thresholds are based on historical data. The Transaction Analysis
Histogram shows the distribution over time.
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Default Transaction Thresholds can be viewed here:

If you want to change the thresholds for all or individual transactions see the transaction threshold
policy configurations (see below). See .Thresholds



Copyright © AppDynamics 2012-2014 Page 498

To troubleshoot slow transactions, see  .Troubleshoot Slow Response Times for Java

By Default, errors are determined when HTTP Error Codes are returned and by default
AppDynamics instruments Java error and warning methods such as logger.warn and logger.error.
AppDynamics captures the exception stack trace and automatically correlates it with the request.
To learn how to change this, such as to reduce the number of errors reported by AppDynamics by
default or to add redirect error pages, see .Configure Error Detection

Troubleshooting Tutorials for Java

Tutorial for Java - Business Transaction Health Drilldown

Business Transaction Drilldown 

Download MP4 version: BTHealthDrilldown.mp4
Download QuickTime version: BTHealthDrilldown.mov

Tutorial for Java - Exceptions
The Exceptions
Drill Down into the HTTP Error Code Exception
Drill Down into the AxisFault Exception
Drill Down into the Logger Exception
See How Exceptions are Configured
Learn More

The Exceptions

An exception is a code-logged message outside the context of a business transaction. Common
exceptions include code exceptions or logged errors, HTTP error codes, and error page redirects.

http://docs.appdynamics.com/display/PRO14S/Configure+Error+Detection
http://docs.appdynamics.com/download/attachments/20187332/BTHealthDrilldown.mp4?version=1&modificationDate=1394226197000&api=v2
http://docs.appdynamics.com/download/attachments/20187332/BTHealthDrilldown.mov?version=1&modificationDate=1394226197000&api=v2
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Exceptions display in the Exceptions pane of many dashboards.

Click Exceptions to quickly see a list, ordered by frequency.

Drill Down into the HTTP Error Code Exception

Notice the spike in the HTTP Error Codes graph, and that the "Page Not Found: 404 error" is the
most frequent.

To find out more about the 404 error, click the row.
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The list of URLs shows pages that have 404 errors. The memberLogOut and getAllItems URLs
have the most 404 errors. You can provide this information to the web team to determine why
those pages have so many 404 errors.

Drill Down into the AxisFault Exception

In the Exceptions tab, click the AxisFault row. A list of error snapshots shows the affected URL,
tier, and node.

Click a row and then click the Stack Traces for This Exception tab to drill down further. Then click
on one of the exceptions to see the stack trace.



Copyright © AppDynamics 2012-2014 Page 501

Share the stack trace with the development team to solve the problem.

Drill Down into the Logger Exception

In the Exceptions tab, click the Log4J Error Messages row. A list of error transaction snapshots
shows the affected URL, business transaction, tier, and node. You can see a graph of the
errors-per-minute data.

Click on a row to see the flow map for the error transaction snapshot.
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The icons for both tiers have a Drill Down button. Click the Drill Down button on Ecommerce tier; it
also says "Start", indicating that the transaction started on this tier.

The Call Drill Down shows the summary of the error message.
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You can use the Export to PDF button at the lower left to send this information to your colleagues.

Go back to the flow map and click the Inventory tier  button. You see the Call DrillDrill Down
Down of the Inventory tier error message.

Compare the two error messages.

See How Exceptions are Configured

AppDynamics provides application-level default configurations for detecting exceptions. In the left
navigation pane click .Configure -> Instrumentation -> Error Detection
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Learn More

Troubleshoot Errors
Configure Error Detection

Tutorial for Java - Slow Transactions

To begin troubleshooting,  click :Troubleshoot -> Slow Response Times

http://docs.appdynamics.com/display/PRO14S/Configure+Error+Detection
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To troubleshoot slow business transaction URLs, select the Slow Transactions tab and use the
Transaction Snapshots pane:

Once you select the URL you will see a visualization of the transaction. You can drill into a call
graph by clicking the drill-down icon.
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Once you are in the call graph you can look for methods that have a significant response time. For
example, the executeQuery method is responsible for 99% of response time:

From the   page, you can also select the Slowest DB &Troubleshoot -> Slow Response Times
Remote Service Calls tab:
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You can drill into the transaction snapshots from this tab to see the snapshot view:

For more information on resolving issues related to slow transactions, see Troubleshoot Slow
.Response Times for Java

Tutorial for Java - Troubleshooting using Events

Troubleshooting with Events
How to Set up the Events List
How to Know Something is Not Quite Right
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How to Investigate
Investigating Errors
Investigating Stalled Business Transactions
Investigating Slow Business Transactions
Investigating Application Server Exceptions
Investigating Code Deadlocks
Investigating Application Change Events

Troubleshooting with Events

How to Set up the Events List

1. From the left navigation pane, click an application and then click .Events

2. In the  window, use the filter criteria to pick which events you want to monitor. Click Events Sear
.ch

3. Set the time range.

4. Look for issues and anomalies.

How to Know Something is Not Quite Right

You see:

Red (critical, policy violation)
Purple (warning, stall)
Orange (warning, very slow)
Yellow (warning, slow)

How to Investigate

You drill down to the root cause of the problem in different ways depending on the type of event.

Investigating Errors

You can troubleshoot application issues by drilling down into errors.

1. In the  window click an .Events Error

2. In the  click the Drill Down icon. If there are multiple drill down icons,Transaction Flow Map
select the one with the transaction that takes the most time.

You can also access the  window by clicking  on the right side of theEvents Events
application dashboard.
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3. In the  window click the  tab.Call Drill Down Summary

4. Use the  information to troubleshoot issues. This information can also be exported toSummary
PDF.

Investigating Stalled Business Transactions

You can troubleshoot business transactions by drilling down into stalled business transactions.

1. In the  window click a  row.Events Slow Requests - Stalled
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2. In the  click the Drill Down icon.Transaction Flow Map

3. In the  window click the  tab.Call Drill Down Summary

4. Use the   information to troubleshoot business transaction issues. This information canSummary
also be exported to PDF.

Investigating Slow Business Transactions

You can troubleshoot business transactions by drilling down into slow or very slow business
transactions.

1. In the  window click a  or  row.Events Slow Requests - Very Slow Slow
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2. In the  click the  icon. If there are multiple drill down icons,Transaction Flow Map Drill Down
select the one with the transaction that takes the most time.

If there is more than one call from the originating Tier, you will see the  window. InSelect a Call
this case, proceed to step 3. Otherwise, skip to step 4. 

3. In the  window click the slowest call.Select a Call

4. In the  window click the  tab to see the slowest methods.Call Drill Down Hot Spots
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5. In this example, since the slow call is a database call you know you can click the  tabSQL Calls
to see the slowest SQL statement.

6. Use this information to diagnose transaction issues. This information can also be exported to
PDF.

Investigating Application Server Exceptions

You can troubleshoot application server issues by drilling down into application server exceptions.

1. In the  window click an .Events Application Server Exception

2. In the  window, click the  tab.Application Server Exception Details
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3. Use this information to troubleshoot application server issues. Use the  buttoCopy to Clipboard
n to save the exception details.

Investigating Code Deadlocks

You can troubleshoot code deadlocks by drilling down into a code deadlocks.

1. In the  window click a .Events Code Deadlock

2. In the  window click the  tab.Code Deadlock Details
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3. Use this information to troubleshoot code deadlock issues. Use the   buttonCopy to Clipboard
to save the deadlock details.

Investigating Application Change Events

You can view application changes by drilling down into application change events.

1. Click a change event to see a summary and details, for example:

2. Use this information to view application changes. Use the   button to save theCopy to Clipboard
change details.

Monitor .NET Applications
Monitor CLRs
Monitor IIS
Monitor Async Transactions for .NET
Monitor Oracle Backends for .NET with AppDynamics for Databases

The .NET embedded machine agent reports hardware metrics such as:

CPU activity
Memory usage
Disk reads and writes
Network traffic

When IIS is installed on the machine, the .NET machine agent also reports IIS, ASP.NET and
ASP.NET Application metrics. See  .Monitor IIS

The App Agent for .NET reports CLR metrics, which are also based on MS Performance Counters.
See  .Monitor CLRs

If you install the Standalone Machine Agent, which is a Java application, in a .NET environment,
then you can add custom monitors and extensions such as the HTTP listener. See Standalone

 for details.Machine Agent

By default AppDynamics reports events when applications are deployed, app servers are
restarted, and configuration parameters are changed. Since these are not problems, they
are indicated by a blue icon.

http://docs.appdynamics.com/display/PRO14S/Configure+Machine+Agents+in+a+.NET+Environment#ConfigureMachineAgentsina.NETEnvironment-TheStandaloneMachineAgent
http://docs.appdynamics.com/display/PRO14S/Configure+Machine+Agents+in+a+.NET+Environment#ConfigureMachineAgentsina.NETEnvironment-TheStandaloneMachineAgent
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1.  

2.  

Learn More

Monitor Databases
Monitor Remote Services

Monitor CLRs

CLR Metrics
To access the Node Dashboard
To access the Metric Browser

Alerting for CLR Health
Learn More

AppDynamics uses Microsoft Windows Performance Counters to gather .NET metrics. These
preconfigured CLR metrics can be viewed from the Node Dashboard and in the Metric Browser.

Refer to the Microsoft documentation for more information:

General overview: Performance Counters
ASP.NET Counters: Performance Counters for ASP.NET

CLR Metrics

CLR metrics give insight into how the .NET runtime is performing. The AppDynamics
preconfigured CLR metrics include:

.NET CLR memory usage
Total classes loaded and how many are currently loaded
Garbage collection time spent, and detailed metrics about GC memory pools and caching
Locks and thread usage
Memory heap and non-heap usage, including the large object heap
Percent CPU process usage

To access the Node Dashboard

1. Select the business application.

2. In the left navigation pane, click .Servers -> App Servers -> <Tier> -> <Node>
AppDynamics displays the Node Dashboard for the selected node.

3. Click the tab for the metrics you want to view.

See   for more details.Node Dashboard

To access the Metric Browser

In the left navigation pane of the Controller, click .Analyze -> Metric Browser

http://msdn.microsoft.com/en-us/library/windows/desktop/aa373083%28v=vs.85%29.aspx
http://msdn.microsoft.com/en-us/library/fxk122b4(v=vs.100).aspx


Copyright © AppDynamics 2012-2014 Page 516

2.  
3.  
4.  
5.  

Expand the  branch of the .Application Infrastructure Performance Metric Tree
Expand the tier that you want to view.
Expand the tree for each category of metrics.
To view the CLR metrics in the Metric Browser, expand Application Infrastructure

.Performance -> <Node> -> CLR

See   for more details.Metric Browser

Alerting for CLR Health

You can set up health rules based on the infrastructure metrics. Once you have a health rule, you
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can create specific policies based on health rule violations. One type of response to a health rule
violation is an alert.

In addition to the default metrics, you may be interested in additional metrics. You can specify
additional performance counters to be reported by the .NET Machine Agent. See Enable

 for details.Monitoring for Windows Performance Counters

Once you add a custom metric you can create a health rule for it and receive alerts when
conditions indicate problems.

See   for details on health rules and policies. Alert and Respond

Learn More

Infrastructure Monitoring
Performance Counters for ASP.NET (external website)
Install the App Agent for .NET
Enable Monitoring for Windows Performance Counters

Monitor IIS
Default Metrics Available in the .NET Environment

ASP.NET Metrics
ASP.NET Application Metrics
IIS Metrics

Monitoring IIS Application Pools
To view the IIS application pools:

AppDynamics uses Microsoft Windows Performance Counters to gather .NET metrics. These
preconfigured IIS related metrics can be viewed in the Metric Browser.

For more information on Windows Performance Counters, refer to the Microsoft documentation Pe
.rformance Counters for ASP.NET

Default Metrics Available in the .NET Environment

 Internet Information Services (IIS) must be installed on the machine for you to view the metrics
for the following:

IIS
ASP.NET
ASP.NET Application

ASP.NET Metrics

To view the ASP.NET metrics in the , expand Metric Browser Application Infrastructure
.Performance -> <Node> -> ASP.NET

AppDynamics reports the following ASP.NET metrics:

Application Restarts
Applications Running
Requests Disconnected
Requests Queued

http://docs.appdynamics.com/display/PRO14S/Enable+Monitoring+for+Windows+Performance+Counters
http://docs.appdynamics.com/display/PRO14S/Enable+Monitoring+for+Windows+Performance+Counters
http://msdn.microsoft.com/en-us/library/fxk122b4(v=vs.71).aspx
http://docs.appdynamics.com/display/PRO14S/Install+the+App+Agent+for+.NET
http://docs.appdynamics.com/display/PRO14S/Enable+Monitoring+for+Windows+Performance+Counters
http://msdn.microsoft.com/en-us/library/windows/desktop/aa373083%28v=vs.85%29.aspx
http://msdn.microsoft.com/en-us/library/windows/desktop/aa373083%28v=vs.85%29.aspx
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Requests Rejected
Request Wait Time
Worker Process Restarts

ASP.NET Application Metrics

To view the ASP.NET Application metrics in the , expand Metric Browser Application
.Infrastructure Performance -> <Node> -> ASP.NET Applications

AppDynamics reports the following ASP.NET Application metrics:

Anonymous Requests
Anonymous Requests/sec
Cache Total Entries
Cache Total Hit Ratio
Cache Total Turnover Rate
Cache API Entries
Cache API Hit Ratio
Cache API Turnover Rate
Errors Unhandled During Execution/sec
Errors Total/sec
Errors During Preprocessing
Errors During Compilation
Errors During Execution
Errors Unhandled During Execution
Errors Unhandled During Execution/sec
Errors Total
Errors Total/sec
Output Cache Entries
Output Cache Hit Ratio
Output Cache Turnover Rate
Pipeline Instance Count
Requests Executing
Requests Failed
Requests In Application Queue
Requests Not Found
Requests Not Authorized
Requests Succeeded
Requests Timed Out
Requests Total
Requests/sec
Session State Server Connections Total
Session SQL Server Connections Total
Sessions Active
Sessions Abandoned
Sessions Timed Out
Sessions Total
Transactions Aborted
Transactions Committed
Transactions Pending
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Transactions Total
Transactions/sec

IIS Metrics

From the :Metric Browser

To view the IIS metrics for a tier, expand Application Infrastructure Performance ->
.<Tier> -> IIS

To View the IIS metrics for a node, expand Application Infrastructure Performance ->
.<Tier> -> Individual Nodes -> <Node> -> IIS

Each metric is reported for the entire tier, each individual application pool, and each individual
node as follows:

Application Infrastructure Performance -> <Tier> -> IIS = combined for all IIS processes
in all Application Pools for this tier
Application Infrastructure Performance -> <Tier> -> Application Pools -> <application
pool name> = combined for all processes in this specific Application Pool
Application Infrastructure Performance -> <Tier> -> Individual Nodes -> <Node> =
metrics for the specific node.

Monitoring IIS Application Pools

You can monitor the health of IIS application pools for the instrumented .NET nodes in a tier. You
can view the information by application pool, machine, and process IDs in varying hierarchies.

These groupings enable you to visualize key performance indicators for your infrastructure:

Health of the node in the specified time-range for a particular group.
App Server Agent's status in the specified time-range.
Last CLR restart.
A link to the parent tier.

To view the IIS application pools:

1. In the left navigation pane, select the tier that you want to monitor: Servers -> AppServers ->
.<Tier>

2. Click the  tab.IIS App Pools
The IIS App Pools list displays.

3. (Optional) From the  dropdown menu, select how you want to view theGroup Nodes By
application pools and machines for this tier.
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4. To view a node's dashboard, double-click the node in the list. From there you can select the
various tabs for details about performance of the node. See .Node Dashboard

 If a machine or application pool name is not available for a .NET node, an "Unknown App
" / " " grouping is created.Pool Unknown Machine

Monitor Async Transactions for .NET

Asynchronous Transactions in .NET
Supported asynchronous programming patterns
To enable asynchronous exit point detection

Identify Asynchronous Transactions in Dashboards
Troubleshoot Asynchronous Calls in Transaction Snapshots

Transaction Snapshot Flow Map
Snapshot Execution Waterfall View
Call Graph

Analyze Asynchronous Activity in the Metric Browser
Learn More

This topic describes how to enable asynchronous exit point detection in the App Agent for .NET.  It
covers the .NET asynchronous programming patterns the agent detects and provides instruction
on how to use AppDynamics Controller features that represent asynchronous transactions.

For more information about remote services and exit points, see   and Monitor Remote Services Co
.nfigure Backend Detection for .NET

Asynchronous Transactions in .NET

Developers use asynchronous programming patterns to create scalable, more performant
applications. Microsoft .NET lets you designate methods as asynchronous tasks. The .NET
runtime releases resources for asynchronous methods while tasks complete. When task
processing finishes, the runtime calls back to the originating asynchronous method so the method
may continue processing.

Because tasks may execute in parallel, AppDynamics sometimes represents asynchronous
activity differently from synchronous activity in the Controller.

Supported asynchronous programming patterns

The agent discovers the following asynchronous programming patterns for HTTP, Web Service,
and WCF exit points:

Microsoft .NET 4.5 and  keywords. See async  await Asynchronous Programming with Async
.and Await

Not limited to exit point discovery:

Microsoft .NET 4.5  wrapper. See TaskFactory.FromAsync TPL and Traditional .NET
.Framework Asynchronous Programming

  If the entry point on a downstream WCF tier is asynchronous, the agent doesn't detect the
transaction on the downstream tier.

To enable asynchronous exit point detection

http://docs.appdynamics.com/display/PRO14S/Configure+Backend+Detection+for+.NET
http://docs.appdynamics.com/display/PRO14S/Configure+Backend+Detection+for+.NET
http://msdn.microsoft.com/en-us/library/hh191443.aspx
http://msdn.microsoft.com/en-us/library/hh191443.aspx
http://msdn.microsoft.com/en-us/library/dd997423(v=vs.110).aspx
http://msdn.microsoft.com/en-us/library/dd997423(v=vs.110).aspx
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To enable asynchronous exit point detection, register the   node property.async-tracking

For instructions on how to set a node property, see  .App Agent Node Properties

Name: async-tracking
: Enable detection of asynchronous exit points.Description

: BooleanType
: TrueValue

 The default value is  .False

Identify Asynchronous Transactions in Dashboards

When AppDynamics detects asynchronous exit points in an application it labels the calls as async
 in the dashboards. Because they may execute simultaneously the Controller doesn't display
percentage value of the end-to-end transaction time for asynchronous calls. 

For example, consider a travel site application that asynchronously searches fares on multiple
provider sites and displays them back to the customer. In this case, the agent discovers the
asynchronous HTTP calls and displays them on the transaction flow map.

 For further visibility of asynchronous calls, edit the current flow map and click Use dotted line u
nder Asynchronous Activity.

Use the transaction flow tree view of the asynchronous transaction to display errors and time spent
in asynchronous tasks.

http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties
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Troubleshoot Asynchronous Calls in Transaction Snapshots

Transaction snapshots include several features to help you discover problem areas in business
transactions that use asynchronous methods. For an overview of transaction snapshots, see Trans

.action Snapshots

Transaction Snapshot Flow Map

The Transaction Snapshot Flow Map graphically represents the business transaction. It displays
the user experience, execution time, and timestamp of the transaction. The flow map also provides
details of the overall time that is spent in a particular tier and in database and remote service calls.
The   label indicates asynchronous calls.async

Snapshot Execution Waterfall View

The transaction Snapshot Execution Waterfall View shows a timeline representation of the
end-to-end execution of the business transaction. Synchronous and asynchronous processes
appear on a bar diagram illustrating their relative execution time arranged in chronological order.

The waterfall view enables you to visually identify which processes are running the longest.
Double-click a bar to drill down to a call graph and investigate problematic code.

Call Graph

When the agent detects asynchronous exit points, it displays an link in the await Exit
 column of the call graph in the Call Drill Down. Click the link to display a list of theCalls/Threads

asynchronous calls. The format of the await link is as follows:

await@<tier name>

For example, the Travel Search Web tier makes asynchronous calls to the internal customer
management system and to provider backends. The link shows as "await@Travel Search Web".
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The Exit Calls and Async Activities window shows a list of the exit calls and the corresponding aw
 continuation calls.ait

Exit calls display by type: HTTP, web service, or WCF.
Continuations/call backs display as  name.await@tier

For example:
HTTP call to the Customer
Management tier

Continuation call back to the
Travel Search tier

Analyze Asynchronous Activity in the Metric Browser

The Metric Browser displays asynchronous activity in the following places:

Business Transaction Performance -> Business Transactions -> tier > business
transaction -> Thread Tasks -> Asynchronous Operation -> External Calls
Overall Application Performance -> tier -> Thread Tasks -> Asynchronous Operation
-> External Calls
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Overall Application Performance -> tier -> Individual Nodes -> node name ->  Thread
Tasks -> Asynchronous Operation -> External Calls

For example:

For more information on how to use the Metric Browser, see  .Metric Browser

Learn More

Using Asynchronous Methods in ASP.NET 4.5

Monitor Oracle Backends for .NET with AppDynamics for
Databases

Configure Prerequisites
Monitor Oracle Database Backends

To monitor Oracle databases from the Controller
Learn More

Oracle ODP.NET database backends integrate with AppDynamics for Databases. This topic
covers how to configure integration and an introduction to the enhanced features.

Configure Prerequisites

http://www.asp.net/web-forms/tutorials/aspnet-45/using-asynchronous-methods-in-aspnet-45
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1.  

2.  

3.  
4.  

1.  

Before you can take advantage of the integration for Oracle backends with AppDynamics for
Databases, you must perform the following setup:

Install AppDynamics for Databases and add a collector for your Oracle database. See Install
 and  .AppDynamics for Databases Add an AppDynamics for Databases Collector

Enable integration with AppDynamics for Databases in the Controller. See Integrate with
.AppDynamics for Databases

Log off from the Controller, then log on again.
Enable the Vendor property for ADO.NET backend naming. For more information see Changing

.the Default ADO.NET Automatic Discovery and Naming

Monitor Oracle Database Backends

After you configure integration, AppDynamics enables links from the Controller to AppDynamics
for Databases.

To monitor Oracle databases from the Controller

Right-click the Oracle database and click  .Link to AppDynamics for Databases

AppDynamics for Databases requires the Vendor property to identify the Oracle
database.

http://docs.appdynamics.com/display/ADDB/Install+AppDynamics+for+Databases
http://docs.appdynamics.com/display/ADDB/Install+AppDynamics+for+Databases
http://docs.appdynamics.com/display/ADDB/Add+a+Collector
http://docs.appdynamics.com/display/PRO14S/Integrate+with+AppDynamics+for+Databases
http://docs.appdynamics.com/display/PRO14S/Integrate+with+AppDynamics+for+Databases
http://docs.appdynamics.com/display/PRO14S/ADO.NET+Exit+Points#ADO.NETExitPoints-ChangingtheDefaultADO.NETAutomaticDiscoveryandNaming
http://docs.appdynamics.com/display/PRO14S/ADO.NET+Exit+Points#ADO.NETExitPoints-ChangingtheDefaultADO.NETAutomaticDiscoveryandNaming
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1.  

2.  

3.  

AppDynamics for Databases looks for a database match in its repository and displays the
database platform window.

If it doesn't find a match, you can select your database from a list and manually map it. You
only need to map the database once. The next time you link, the database platform window
displays automatically.

For information on manually mapping your database, see  .Manually Map a Database
See   for more information on monitoring with AppDynamics forMonitor Databases
Databases.

 

Learn More

Introduction to AppDynamics for Databases

In addition to the flow map, you can right-click the Oracle database in Servers >
to display the .Databases Link to AppDynamics for Databases

http://docs.appdynamics.com/display/ADDB/Manually+Map+a+Database
http://docs.appdynamics.com/display/ADDB/Monitor+Databases
http://docs.appdynamics.com/display/ADDB/Introduction+to+AppDynamics+for+Databases


Copyright © AppDynamics 2012-2014 Page 527

Monitor Databases

 

 

Monitor RabbitMQ Backends for .NET
Remote Service Detection
Exit Points

Backend Naming
To refine backend naming

Entry Points
BasicGet Method
HandleBasicDeliver Method

Learn More

The App Agent for .NET (agent) automatically discovers RabbitMQ remote services. This topic
covers the methods we instrument for RabbitMQ backends and the backend naming convention.

Remote Service Detection

AppDynamics auto-detects RabbitMQ backends based upon calls from instrumented tiers.
RabbitMQ exit points are methods that publish or push messages to a queue. RabbitMQ entry
points are methods that listen or poll for new messages in the queue.

To see RabbitMQ in the list of backends, in the left navigation pane click Servers->Remote
.Services

Exit Points

The agent discovers a RabbitMQ backend exit point when your application sends a message to
the queue using the  method.BasicPublish()

Backend Naming

By default, the agent names the RabbitMQ backend for the exchange parameter of the BasicPub
 method.lish()

For example:

model.BasicPublish("MyExchange", "", false, false,
    basicProperties, Encoding.UTF8.GetBytes(message));

In this case the agent names the queue .MyExchange

http://docs.appdynamics.com/display/ADDB/Monitor+Databases
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You can refine the backend name to include some or all segments of the routing key. To configure
RabbitMQ naming you must be familiar with your implementation RabbitMQ exchanges and
routing keys. See .RabbitMQ Exchanges and Exchange Types

To refine backend naming

Register the  node property. For instructions on how to set a node property, see rmqsegments Ap
.p Agent Node Properties

Name: rmqsegments
: "Configure RabbitMQ naming to include routing key segments."Description

: IntegerType
: <integer>Value

The routing key is a string. The agent treats dot-separated (".") substrings of the routing key as
segments. Set the value to an integer that represents the number of routing key segments to
include in the name.

In the following example the routing key is . Set the rmqsegments value to "2" to nameabc.def.ghi
the queue .MyExchange.abc.def

model.BasicPublish("MyExchange", "abc.def.ghi", false, false,
    basicProperties, Encoding.UTF8.GetBytes(message));

After you save the node property, the Controller sends the configuration to the agent. After some
time the RabbitMQ backend shows up with the new name.

Entry Points

The agent discovers RabbitMQ backend entry point when your application polls the the queue.

http://www.rabbitmq.com/tutorials/amqp-concepts.html
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties
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AppDynamics auto-detects RabbitMQ based upon the following patterns:

BasicGet
HandleBasicDeliver

BasicGet Method

The agent detects the pattern below where the application periodically polls the message queue
using the  method. The call timing is limited to time spent inside the  loop. TheBasicGet() while
timer only starts when the BasicGet result returns a value at line 4. The timer ends when the next
BasicGet executes. In this example, the application polls every five seconds, so the execution time
equals the time in the  loop plus five seconds.if

while (true)
    {
       var result = channel.BasicGet("MyExchange", true);
       if (result != null)
             {
                 var body = result.Body;
                 var message = Encoding.UTF8.GetString(body);
                 Console.WriteLine("Received: {0}.", message);
              }

                    Thread.Sleep(5000);
     }

HandleBasicDeliver Method

The agent detects the  method for custom implementations of the HandleBasicDeliver() IBas
 interface. In this case the call timing reflects the execution time for theicConsumer

HandleBasicDeliver method.

Learn More

RabbitMQ Exchanges and Exchange Types

RabbitMQ Monitoring Extension

App Agent Node Properties

App Agent Node Properties Reference by Type

 

Monitor PHP Applications
Distributed Transactions for PHP

Distributed transaction tracing allows you to trace the performance of a business transaction
across multiple tiers. It provides metrics for the time spent in all the tiers through which the

http://www.rabbitmq.com/tutorials/amqp-concepts.html
http://appsphere.appdynamics.com/t5/AppDynamics-eXchange/RabbitMQ-Monitoring-Extension/idi-p/6037
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties+Reference+by+Type
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business transaction passes and the ability to get call graphs displaying activity for all the tiers.
See  and Organizing Traffic as Business Transactions Measure Distributed Transaction

 for general information.Performance

The tiers in a distributed transaction can be heterogeneous. All combinations of PHP, Java, and
.NET tiers are supported, whether they are an originating, continuing, or terminating tier in the
transaction.

The following table summarizes supported for distributed PHP business transactions.

Originating Tier Downstream Tier Correlation Supported?

PHP Java Yes

PHP .NET Yes

PHP PHP Yes

Java PHP Yes

.NET PHP Yes

 

 

Monitor PHP Backends

A backend is an entity in the AppDynamics model that the app agent does not instrument directly,
but traffic flows to it. The App Agent for PHP monitors flows to HTTP exit points, database exit
points and cache exit points. See  for the currentSupported Environments and Versions for PHP
list of supported backends.

You cannot configure detection and naming for PHP backends.

For general information about monitoring backends see:

Backend Monitoring
Monitor Databases
Monitor Remote Services

For special information about PHP backends see:

Monitor Predis Backends

Predis Dashboard
Learn More

The App Agent for PHP monitors exit calls from an app server to a Predis backend.

To see the list of Predis backends, click .Servers->Remote Services

http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions+for+PHP
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Predis Dashboard

The dashboard for a Predis backend displays:

a flow map showing the flow from the app server to the backend
the backend properties: host and port
graphs of the key performance indicators (KPIs) for flows to the backend

To see a backend dashboard, select it in the remote services list and either double-click or click Vi
.ew Dashboard

The app agent allows you to monitor flows to master-slave replication configurations as well as
single-server configurations configurations. The dashboard for a master-slave Predis configuration
displays a single node for the entire configuration. The backend properties include the :  ofhost port
the master separated by a pipe character (|) from a comma-separated list of :  entries forhost port
the slaves.
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The master/slave backend is tracked as a single server pool just as in a single-server
configurations configuration. The agent does not provide separate call graphs for flows to multiple
slaves.

Learn More

Monitor Remote Services

Monitor RabbitMQ Backends for PHP

RabbitMQ Dashboard
RabbitMQ Monitoring Extension
Learn More

The App Agent for PHP monitors messages sent from a PHP tier into a RabbitMQ backend.

The App Agent for PHP does not monitor messages received by a PHP tier from a RabbitMQ
backend.

However, in a distributed transaction, the App Agents for Java and .NET can monitor messages
received from a RabbitMQ backend when the messages originated from a PHP tier.

The App Agent for PHP RabbitMQ support requires the .amqp extension

To see the list of RabbitMQ backends, in the left navigation pane click Servers->Remote
.Services

http://pecl.php.net/package/amqp
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RabbitMQ Dashboard

The dashboard for a RabbitMQ backend displays:

a flow map showing the flow between app servers and the backend
the backend properties: exchange, host, port, and routing key
graphs of the key performance indicators (load, average response time, errors) for flows to
the backend. To see a backend dashboard, select it in the remote services list and either
double-click or click .View Dashboard

RabbitMQ Monitoring Extension

If you want to collect additional metrics from the RabbitMQ server itself, you can download the
. This extension requires the standalone Machine Agent.RabbitMQ Monitoring extension

Learn More

Monitor Remote Services
RabbitMQ Monitoring Extension
 Install the Standalone Machine Agent

Troubleshoot PHP Application Problems
The  show you when problems occur and you needDashboards
to take action. For example the  monitorsTransaction Scorecard
business transactions and categorizes their performance
according to .thresholds

http://community.appdynamics.com/t5/AppDynamics-eXchange/RabbitMQ-Monitoring-Extension/idi-p/6037
http://community.appdynamics.com/t5/AppDynamics-eXchange/RabbitMQ-Monitoring-Extension/idi-p/6037
http://community.appdynamics.com/t5/AppDynamics-eXchange/RabbitMQ-Monitoring-Extension/idi-p/6037
http://docs.appdynamics.com/display/PRO14S/Install+the+Standalone+Machine+Agent
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Troubleshooting Your

Application

For common
troubleshooting
scenarios see:

Troubleshoot
Slow Response
Times for PHP
Troubleshoot
Errors for PHP
Troubleshoot
Health Rule
Violations

When AppDynamics indicates a problem you can easily go right into troubleshooting mode.

From the All Applications dashboard click the Troubleshoot link.

Alternatively, after you have selected the application, from the left navigation menu click Tro
 .ubleshoot
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For more information about troubleshooting see:

Troubleshoot Slow Response Times for PHP
Troubleshoot Errors for PHP
Troubleshoot Health Rule Violations
Troubleshoot Node Problems
Transaction Snapshots
Call Graphs
Diagnostic Sessions
Analyze

Troubleshoot Slow Response Times for PHP
Slow and Stalled Transactions

To troubleshoot slow and stalled transactions
Slow Database and Remote Service Calls

To troubleshoot slow database and remote service
calls

Learn More

When you click  theTroubleshoot -> Slow Response Times
Slow Response Times window opens showing two tabs. You
can drill down into transaction issues in the Slow Transactions

 and into database or remote services issues in the tab Slowest
.DB & Remote Services tab

This two minute interactive video
traces the typical steps of
identifying the cause of a slow
transaction.
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Slow and Stalled Transactions

There are many reasons why a business transaction may be slow or stalled. The Slow Response
Times tab helps you find the root cause whether that be resource contention, deadlock, race
condition, or something else.

By default AppDynamics considers a slow transaction one that lasts longer than 3 times the
standard deviation for the last two hours and a very slow transaction 4 times the baseline for the
last two hours.

By default AppDynamics considers a transaction that lasts longer than 45 seconds (4500
milliseconds) to be stalled.

You can configure these thresholds to better match your environment. See  and Thresholds Config
.ure Thresholds

To troubleshoot slow and stalled transactions

1. Click .Troubleshoot -> Slow Response Times
You can also access this information from tabs in the various dashboards.

2. Click the  tab if it is not selected.Slow Transactions
In the upper pane AppDynamics displays a graph of the slow, very slow, and stalled transactions
for the time period specified in the Time Range drop-down menu. Click the Plot Load checkbox to
see the load.

In the lower pane AppDynamics displays the transaction snapshots for slow, very slow, and stalled
transactions.

Click the Exe Time column to sort the transactions from slowest to fastest.

https://appdynamics-static.com/education/video/troubleshootingErrors/story.html
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To drill down, select a snapshot from the list and click . A transactionView Transaction Snapshot
snapshot shows the details of an instance of a business transaction, including a call graph that
helps you identify the root cause of the slow response time. See .Transaction Snapshots

Slow Database and Remote Service Calls

Although AppDynamics does not instrument database and remote service servers directly, it
collects metrics about calls to these backends from the instrumented app servers. This allows you
to drill down to the root cause of slow database and remote service calls.

To troubleshoot slow database and remote service calls

1. Click .Troubleshoot -> Slow Response Times
You can also access this information from tabs in the various dashboards.

2. Click the  tab if it is not selected.Slowest DB & Remote Service Calls

3. In the Call Type panel select the type of call for which you want to see information or select All
Calls.
The Call panel displays the call or query with the average time per call, number of calls, and
maximum execution time (Max Time) for the calls with the longest execution time.

If transaction snapshots are available for a slow call, you can click  link or youView Snapshots
can select the call and click the  tab in the lower panel. From there you canCorrelated Snapshots
select a snapshot and click  to drill down to the root cause of theView Transaction Snapshot
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slow call.

See .Transaction Snapshots

Learn More

Transaction Snapshots
Configure Thresholds

Troubleshoot Errors for PHP
Error Transactions and Exceptions

To Troubleshoot Error Transactions
To Troubleshoot Exceptions

Learn More
Identifying and troubleshooting errors in your
application.
 

Error Transactions and Exceptions

An error transaction is a business transaction that experienced an error during the transaction
execution. The error can be:

A runtime error reported by the PHP server and captured by the agent. These include Fatal
Errors, Warning and Notices thrown by the PHP runtime. These types of errors do not
provide a stack trace.

Certain exceptions thrown by the application. These include unhandled exceptions (when an
exception is thrown and there is no  block) and handled exceptions during an exit calltry
(when there is a  block during an exit call). These types of errors do provide a stack trace.try

If a transaction experiences an error, it is counted as an error transaction and not as a slow, very
slow or stalled transaction even if the transaction was also slow or stalled.

There is not a one-to-one correspondence between the number of errors and the number of
exceptions. For example, a business transaction may experience a single code 500 error in which
several exceptions were logged as the transaction passed through multiple tiers.
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You can configure the types of errors that AppDynamics detects as well as the types of exceptions
to ignore. See .Configure Error Detection for PHP
 
 

To Troubleshoot Error Transactions

1. Click  in the left navigation panel.Troubleshoot -> Errors

The error viewer opens.

2. Click the   tab if it is not already selected.Error Transactions

3. From the time range drop-down menu select the time range for which you want to view
information about error transactions.

A graph of the error transactions displays at the top of the viewer. You can get an exact count of
the errors per minute at a particular point in time by hovering with your pointing device on the line
in the graph.

To the right of the graph is a summary of the load and the error transactions.

Check the Plot check box if you want the graph at the top of the viewer to show the load over the
selected time period. Clear this check box if you want the graph to show only the error
transactions.

http://docs.appdynamics.com/display/PRO14S/Configure+Error+Detection+for+PHP
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4. The error transaction snapshots are listed in the lower part of the viewer. To filter this list click S
 and select the filter criteria.how Filters

5. To examine the root cause of an error, select the snapshot from the list and click View
. See  for information about examining snapshots.Transaction Snapshot Transaction Snapshots

6. To identify the most expensive calls or queries, select a snapshot from the list and click Analyze
and then click .Identify the most expensive calls / SQL statements in a group of snapshots

The Most Expensive Methods / SQL Statements viewer opens.

7. In the lower panel click the  tab to view the methods with their total andExpensive Methods
average execution times and call counts. Click the   tab to view the queries withExpensive SQL
their counts and execution times.

To Troubleshoot Exceptions
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1. Click  in the left navigation panel.Troubleshoot -> Errors

2. Click the  tab if it is not already selected.Exceptions

The total exception count, HTTP Error Codes and Error Page Redirects for the selected time
range are reported in the upper panel. You can get an exact count of the exceptions per minute at
a particular point in time by hovering with your pointing device on the line in the graphs.

The exceptions list is displayed in the lower panel.

To filter the exception list, enter the filter term in the filter text field.
To see only exceptions with performance data, clear the Show Exceptions with 0 count
checkbox.

3. To view details of a particular exception, select the exception the list in the lower panel and click
.View Details

4. To view transaction snapshots for an exception:

a. In the exception detail window, click the  subtab.Occurrences of this Exception

b. Select a snapshot from the list.

c. Click .View Details

d. In the snapshot flow map that displays, click  to get the details of the snapshot. See Drill Down
.Transaction Snapshots

5. To view a stack trace for an exception:

a. In the exception detail window, click the  tab.Stack Traces for this Exception

b. Click an exception in the left panel.

The right panel displays the stack trace for the selected exception.
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Learn More

Configure Error Detection for PHP
Transaction Snapshots

Tutorials for PHP
See also:

Troubleshoot Slow Response Times for PHP
Troubleshoot Errors for PHP

First Time Using the App Agent for PHP
All Applications Dashboard
Application Dashboard

Time Range
Flow Map and KPIs
Events
Transaction Scorecard
Exceptions and Errors

This topic assumes that an application is already configured in AppDynamics and that you have
already logged in to the AppDynamics Controller.

This topic is an overview of how AppDynamics detects actual and potential problems that users
may experience while they are using your application - transactions that are slow, stalled or have
errors. It helps you easily identify the root causes of these problems.

All Applications Dashboard

When you log into the Controller you see the All Applications dashboard.

http://docs.appdynamics.com/display/PRO14S/Configure+Error+Detection+for+PHP
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The All Applications dashboard shows high-level performance information about one or more
business applications. Load, response time, and errors are standard metrics that AppDynamics
calls "key performance indicators" or "KPIs". Other dashboard information includes:

Health Rule Violations: AppDynamics lets you , which consists of a conditiondefine a health rule
or a series of conditions based on metrics exceeding predefined thresholds or dynamic baselines.
You can then use health rules in  to automate optional remedial actions to take if thepolicies
conditions trigger health rule viiolation events. AppDynamics also provides default health rules to
help you get started.

Business Transaction Health: The health indicators are a visual summary of the extent to which
a business transaction is experiencing critical and warning health rule violations. See Troubleshoot

.Slow Response Times

Server Health: Additional visual indicators track how well the server infrastructure is performing.

Application Dashboard

Click an application to monitor, one that has some traffic running through it. The Application
dashboard gives you a view of how well the application is performing.
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This dashboard shows the performance of the Magento application for the last 4 hours. The flow
map on the left displays your servers (application servers, databases, remote servers such as
message queues, etc.) and metrics for the calls between them. Click, hold and move the icons
around to rearrange the flow map. Use the scale slider and mini-map to change the view.

The trend graphs at the bottom of the dashboard show the key performance indicators over the
selected time range for the entire application.

Time Range

From the time range drop-down in the upper-right corner select the time range over which to
monitor - the last 15 minutes, the last couple of hours, the last couple of days or weeks. Try a few
different time ranges and see how the dashboard data changes.

Flow Map and KPIs

In the flow map, click any of the blue lines to see more detail on the aggregated key performance
metrics (load, average response time and errors) between two servers. For example, clicking the
line from ecomm to memcached-localhost:11211 displays the following detail for that flow.
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Events

An event represents a change in application state. The Events pane lists the important events
occurring in the application environment.

See .Monitor Events

Transaction Scorecard

The Transaction Scorecard panel shows metrics about business transactions within the specified
time range, covering the percentage of instances that are normal slow, very slow, stalled or have
errors. Slow and very slow transactions have completed. Stalled transactions never completed or
timed out.  define the level of performance for the slow, very slow andConfigurable thresholds
stalled categories. See  and .Scorecards Transaction Snapshots

Exceptions and Errors

An exception is a code-logged message outside the context of a business transaction.

An error is a departure from the expected behavior of a business transaction, which prevents the
transaction from working properly.

See .Troubleshoot Errors

Tutorial for PHP - Flow Maps

Flow maps graphically show the health of your application, all tiers, and the communication
between the tiers. They include summary indicators such as call rates and the average response
times the server takes to execute each flow.

This is the application dashboard with its flow map for a PHP application.
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To see a summary of a single flow between two components, click the summary indicators along
the line connecting the two components in the flow map. For example, the summary below
displays the flow between the Commerce server and the Fulfillment-msq:PDO database.

In the flow map, visual indicators alert you to tiers experiencing problems. The red bar under the
Commerce tier indicates problems while the green bar under the Inventory tier indicates that this 
tier is healthy:
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By default, the flow map computes tier health by comparing the state of the tier averaged over the
last 15 minutes against the daily trend (the 30 day rolling average). You can change the time
window for baseline comparison using the time window pull-down menu. You can also disable
baseline comparisons. For an in-depth discussion of AppDynamics baselines see Behavior

.Learning and Anomaly Detection

You can change the time range displayed in the flow map using the time window pull down menu.
Changing the time range affects all the information in the dashboard and in all other dashboards
for the application.

http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
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If a tier is experiencing problems, such as slow response times, click the tier name to see a flow
map just of that tier:

Click the Slow Response Times tab in the tier dashboard to view a graph of the slow response
times on that server, optionally compared with the load (blue line), as well as a list snapshots of
individual transactions that were slow.
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From slow transaction snapshot list, double-click a slow transaction to drill down into the details of
the causes of the slowdown:

From the transaction snapshot flowmap, click  to troubleshoot the slow transaction:Drill Down
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For more information see  and Troubleshoot Slow Response Times for PHP Transaction
.Snapshots

Tutorial for PHP - Server Health
About PHP Server Health
Viewing Health Rule Violations
Modifying an Existing Health Rule

To access the node health rule configuration window
To modify the conditions that trigger an existing health rule violation

Learn More

About PHP Server Health

Health is an indicator of how actual performance compares to acceptable performance.
Acceptable performance is defined by health rules which generate warning events for performance
that may be and critical events for performance that definitely is of concern and requires
investigation. A color other than green in the server health bar or in the icons in the Health tab in
the app servers list indicates that health rule violation events exist.
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For server health, AppDynamics provides predefined default health rules for CPU utilization and
physical memory utilization.

Viewing Health Rule Violations

You can access information about health rule violations by clicking Troubleshoot-> Health Rule
 in the left navigation pane or  in the Server Health panel.Violations Server Health

You can view the health rule violation details and the status of the violation:

Double-click on a health rule violation in the list to see details about the violation. From there you
can view:

the configuration for the health rule that was violated
the node dashboard at the time of the health rule violation
actions that were automatically executed (if any) in response to the health rule violation
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Modifying an Existing Health Rule

Perhaps a predefined health rule is too restrictive, or not restrictive enough, for your application
environment. For example the default health rule for CPU utilization triggers a warning event when
a node exceeds 75% CPU utilization and a critical event when a node exceeds 90% utilization.
You can modify these percentages as well as create your own health rules. Maybe the default
setting is generating too many health rule violations and you want to change the configuration so
that critical events are triggered when CPU utilization exceeds 95%.

To access the node health rule configuration window

Do one of the following:

If you currently viewing a violation in the Health Rule Violation window, click the link to the
health rule.

In the left navigation pane:
1.Click .Alert & Respond->Health Rules
2 Double-click the the health rule in the health rule list.
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To modify the conditions that trigger an existing health rule violation

1. In the Edit Health Rule window click the Critical Condition tab on the left.
2. Change the value in the specific value text field to another value.
3. Click .Save
4. In the Edit Health Rule window click the Warning Condition tab on the left.
5. Change the value in the specific value text field to another value.
6. Click .Save

You can also add more conditions required to trigger the health rule violation by clicking Add
. Or change the times at which the health rule is in effect, in the Overview tab. Or restrictCondition

the nodes and tiers affected by the health rule in the Affects tab. Or create entirely new health
rules from scratch. See  and ..Health Rules Configure Health Rules

Learn More

Health Rules
Configure Health Rules
Policies
Actions

Troubleshooting Server Health, AppDynamics in Action video  

Tutorial for PHP - Transaction Scorecards

Business transactions are categorized as Normal, Slow, Very Slow, Stalls, or Errors in the
transaction scorecard that appears in several dashboards. The categories are determined by
configurable thresholds and by the AppDynamics error detection configuration.

https://appdynamics-static.com/education/video/troubleshootingServerHealth/story.html
https://appdynamics-static.com/education/video/troubleshootingServerHealth/story.html
http://docs.appdynamics.com/display/PRO14S/Glossary#Glossary-BusinessTransaction
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To see the response time distribution over time, click the Transaction Scorecard link or the
Transaction Analysis tab in a dashboard. For more information about this histogram see Transacti

.on Analysis Tab

To view or modify the default thresholds, click  in theConfigure->Slow Transaction Thresholds
left navigation pane.
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Thresholds can be static or dynamic; dynamic thresholds are based on historical data. You can
configure what Slow, Very Slow, and Stall means for each business transaction in your application.
For more information see .Thresholds

For information about troubleshooting slow response times see Troubleshoot Slow Response
.Times for PHP

By default, errors with a severity of Error are detected from logged exceptions and messages. To
view or modify error detection:

1. Click  in the left navigation pane.Configure->Instrumentation
2. Click the Error Detection tab.
3. Click the PHP-Error Detection subtab.

See  for information about configuring error detection. See Configure Error Detection for PHP Trou

http://docs.appdynamics.com/display/PRO14S/Configure+Error+Detection
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 for information about errors.bleshoot Errors for PHP

Monitor Node.js Applications
 

A node in the AppDynamics model is a single Node.js process instrumented by an AppDynamics
app agent.

The node dashboard for Node.js is like the node dashboards for the other app agent except:

It includes a Process Snapshots tab for accessing the process snapshots for the node.
It does not include a Memory tab for monitoring memory usage.

See   for general information about node dashboards.Node Dashboard

The tier dashboard for Node.js is similar to the tier dashboards for the other app agents except
that it includes a tab for accessing the process snapshots for the nodes contained by the tier.

See  for general information about tier dashboards.Tier Dashboard

See   for information about process snapshots.Monitor Node.js Processes

Monitor Node.js Business Transactions

See  and  for general information aboutBusiness Transaction Monitoring Transaction Snapshots
monitoring business transactions.

The beta App Agent for Node.js does not support:

call graphs and hotspots in transaction snapshots
data collectors
distributed transactions
correlation with end user monitoring (web and mobile) snapshots

This is a transaction snapshot captured by the App Agent for Node.js:

To view call graphs that reveal bottlenecks in your Node.js processes, use .process snapshots

Monitor Node.js Processes
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1.  

2.  
3.  
4.  

5.  

6.  

Set Up Process Snapshot Collection
Process Snapshots List

To filter the process snapshots list
More Actions Menu

View Process Snapshots

One reason for slow load times is inefficient code that uses a lot of CPU time. In a single-threaded
model, such as Node.js, one slow process forces other processes to wait.

You can monitor Node.js processes using lists of process snapshots to identify which processes
have high CPU times. From the list you can select and examine process snapshots of slow
processes to identify exactly which functions in your code are blocking the CPU.

A process snapshot describes an instance of a CPU process on an instrumented node.js node. It
generates a process-wide call graph for a CPU process over a configurable time range. Process
snapshots are independent of any running business transactions. Process snapshots persist for 14
days, unless you archive them in which case they are available forever.

You can monitor process snapshots at the tier level or the node level.

Set Up Process Snapshot Collection

Navigate to the dashboard for the tier or node for which you want to collect process
snapshots.
Click the Process Snapshots tab.
Click . Collect Process Snapshots
If you are in the tier dashboard, select the node for which you want to collect snapshots from
the Node dropdown list. If you are in the node dashboard, you can only set up snapshot
collection for that node.

Enter how many seconds you want to collect process snapshots for this node. The
maximum is 60 seconds.
Click .Start

The agent collects process snapshots for the configured duration.

Process Snapshots List
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1.  

2.  

To access the process snapshots list:

Navigate to the dashboard for the tier or node for which you want to view process
snapshots.
Click the Process Snapshots tab.

For each process snapshot the list displays the time the process started, the process's execution
time in milliseconds, and the tier and node in which the process executed.

Click the Exe Time column and then toggle the direction to sort the snapshots in descending order
by execution time. The processes with the slowest CPU times will be at the top of the list. These
are the snapshots you will want to examine.

To filter the process snapshots list

You can filter the process snapshot list to display only the snapshots that you are interested in.
You can filter by execution time,  whether the snapshot is archived, and the GUID of the request. If
you access the list from the tier dashboard, you can also filter by node.
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More Actions Menu

Use the More Actions menu to select one or more process snapshots in the list and perform the
following actions on them.

Archive Use this option to archive the selected process snapshots. Normally snapshots are
purged after two weeks. You can archive a snapshot beyond the normal snapshot lifespan
to retain it for future analysis. You can view archived snapshots by checking the Archived
filter in the Filters panel.
Delete items Use this option to remove the snapshot from the list.
Copy a Link to this Snapshot to the clipboard Use this option to send a link to the
snapshot to someone.
Export Grid Data Use this option to export the snapshot data to a file.

View Process Snapshots

From the process snapshots list, double-click the process snapshot that you want to view.

A process snapshot contain the following tabs:

SUMMARY: Displays the execution time of the process, timestamp of the snapshot, CPU
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time used, tier and node the process ran on, GUID of the request, etc..
You can click the link icon to copy a link of the snapshot URL.

CALL GRAPH: Shows the execution time of methods on the process's call stack.
In the Time column you can identify which calls take the longest time to execute.
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Click the   to see more information about a call.

The total processing time displayed for the root element in the call graph includes the CPU
idle time.

HOT SPOTS: Sorts the calls by execution time, with the most expensive calls at the top.
To see the invocation trace of a single call in the lower panel, select the call in the upper
panel.
Use the slider in the upper right corner to filter which calls to display as hot spots. For
example, the following setting filters out all calls faster than 496 ms from the hot spots list.

ADDITIONAL DATA : Displays the unique id of the process.

Monitor Node.js Backends

A backend is an entity in the AppDynamics model that the app agent does not instrument directly,
but monitors traffic flows to it. The App Agent for Node.js monitors flows to database and cache
exit points. See  for the current list of supportedSupported Environments and Versions for Node.js
backends.

You cannot configure detection and naming for Node.js backends.

http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions+for+Node.js
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For general information about monitoring backends see:

Backend Monitoring
Monitor Databases
Monitor Remote Services

Monitor Your Applications with Web EUM
Web EUM presents information in four ways:

As a map-based dashboard, for overview monitoring
As detailed lists of all page, Ajax, and iframe requests types
As snapshots of individual requests with customizable break-outs of information for both
typical and problem requests
As overview usage statistics by browser and device/platform

The Web EUM Geo Dashboard

The Web EUM Geo Dashboard view provides high level insight into how your application is
performing across the world. The size of a dot indicates the number of page views or Ajax
requests from that region, and the color indicates the average End User Response time in that
region (red is slow).  You can click to drill down to areas of specific interest. You can also see the
same information presented in tabular form by clicking the grid icon in the upper left of the panel.

For more information, see  .The Web EUM Geo Dashboard View

Pages & Ajax Requests
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The Pages & Ajax Requests view shows you detailed lists of how each of your pages, Ajax
requests, and iframes are performing over time.  You can look at All Pages or select Top Pages to
see the worst performing pages sorted by common metrics like Page views with JavaScript Errors
and First Byte Time.  And you can drill down to a graphical dashboard showing a wide range of
charted performances characteristics for any specific request type.

For more information, see  .The Pages and Ajax Requests View

Browser Snapshots

The Browser Snapshot view provides access to detailed information for individual requests.  The
list includes both periodic snapshots of requests operating within normal boundaries and problem
snapshots of requests that have exceeded one or more configurable performance criteria.
 Double-clicking a specific item takes you to a detailed graphical representation of the execution
flow of that request and other data associated with it.
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For more information see  .Browser Snapshots

Usage Stats

The Usage Stats view presents aggregated usage data based on the browser type and
device/platform employed by your users. The view also breaks out performance by type and usage
by country.
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For more information, see  .Usage Stats

Enabling Web EUM

Web EUM requires a separate license, and must be enabled before it is available for use. Until
Web EUM is enabled it does not appear in the left navigation bar of AppDynamics GUI.

For information about licensing, see  .Web EUM License

For information on enabling or disabling EUM, see  .Set Up and Configure Web EUM

The Web EUM Geo Dashboard View

The Web EUM Geo Dashboard
How the Web EUM Geo Dashboard is Organized
Using Map View

Geographic Drill-Down
Map Actions

Configuring Map View Options
To Configure the Map

Unknown Locations in Map and Grid Views
Learn More

There are four Geo Dashboards in EUM:

The overall Web/Mobile Geo Dashboard
The Web EUM Geo Dashboard

http://docs.appdynamics.com/display/PRO14S/Web+EUM+License
http://docs.appdynamics.com/display/PRO14S/Set+Up+and+Configure+Web+EUM
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The iOS Geo Dashboard
The Android Geo Dashboard

This topic discusses the Web EUM Geo Dashboard.  

The Web EUM Geo Dashboard

You access the Web EUM Geo Dashboard by selecting the application and clicking End User
 -> in the left navigation bar and making sure the Geo Dashboard tab is selected.Experience Web 

All Geo Dashboards display key EUM performance metrics by geographic location. You can
quickly see which regions have the highest loads, the longest response times, and the most
errors. You can understand at a glance which locations are active and of the active locations,
which are slow. Then you can use this information to drill down into more detailed information for
the slowest regions. Green circles indicate normal user experience, yellow warning, and red
critical.

For example, in the Dashboard below you can see that the highest end-user response time (which
implies the worst end-user experience) is currently in Australia, with France second, and the
highest load (number of total page requests) is in California.

How the Web EUM Geo Dashboard is Organized
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The dashboard is divided into three panels:

A main panel in the upper left displaying geographic distribution of end users on a map, if
you selected clicked the map view icon, or on a grid if you clicked the grid view icon.

You can switch between map view and grid view by clicking these icons.
You can expand the map panel or the grid panel to fill the entire EUM Dashboard by
toggling the expand icon in the upper right corner of the panel.

A panel on the right displaying:
Summary metrics for the selected time range: End User Response Time, First Byte
Time, HTML Download and DOM Build Time, and Resource Fetch Time. Click the En

 link to see this metric in the Metric Browser andd User Response Time
compare/correlate with other metrics as you wish.
Regions with highest end user response times.
Regions with the highest load (total number of requests for the selected time range)

A lower panel dynamically displaying graphs of key performance indicators (KPI):
The number and rate of page requests (load)
Average end user response time,
Number and rate of page views with JavaScript errors
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The metrics displayed throughout the dashboard are for the region currently selected on the map
or in the grid. For example, if you zoom down from world view to France in the map, the summary
panels and the trend graphs display data for France.

See  for definitions of the metrics.Web EUM Metrics

Using Map View

The main panel in map view displays a map superimposed with circles that represent average end
user experience by region.

Geographic Drill-Down

You can hover over any region on the map to get summary metrics for that region.

Right-clicking lets you access browser snapshots for the region. See .Browser Snapshots

http://docs.appdynamics.com/display/PRO14S/Web+EUM+Metrics
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You can double-click any region on the map to drill down into metrics for that region.

When you drill down into the countries with the the highest levels of monitored traffic, a detailed
map with the country's subregions is displayed. You can then drill down further into the
subregions.

For locations for which detailed maps are not available, the country or region is colored blue to
indicate that it is drilled down. Even when detailed maps are not available for subregions, EUM
metrics are still collected and reported for the supported subregions in the summary panels and
trend graphs.

For a complete list of the supported regions by country see Web EUM Countries and Regions by
.Geo Dashboard

Map Actions

You can perform the following actions directly in the map:

Zoom into and drill down to a subregion in the map by clicking on the subregion. 
To zoom out to restore the currently selected region to the world or country, click the
link in the location control in the upper left corner of the map. For example, if you have

http://docs.appdynamics.com/display/PRO14S/Web+EUM+Countries+and+Regions+by+Geo+Dashboard
http://docs.appdynamics.com/display/PRO14S/Web+EUM+Countries+and+Regions+by+Geo+Dashboard
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drilled down to India and then to West Bengal and now want to return to global view,
select "World" in World > India > West Bengal.

View summary statistics for a region by hovering over its circle.

Zoom the entire map using the slider on the left. You can also use your mouse wheel to
increase or decrease the map's zoom level.

Reposition the map by clicking and dragging it or by clicking the directional arrows in the
map control widget.

Configuring Map View Options

You can configure the dashboard display in a variety of ways:

The metric to use for creating the colored circles: 
End user response time
First byte time 
Front end time

The ranges for values that trigger the performance indicator colors on the map
The circle sizes that indicate relative load on the map
Whether to show:

Map Controls
The US States in the global view
The Dark view of the map

All of these configurations are saved for the next time you log into AppDynamics.

To Configure the Map

1. In the Geo Dashboard, click the gear icon in the upper right corner of the map or grid panel to
get the configuration window.
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2. Select the value you want the load circles to represent.

3. Adjust the color thresholds by using one of the following two methods: 

Adjust the threshold slider.
For example, if you want circles to be red whenever the end user response time is 182
milliseconds or greater, slide the maximum value of the yellow slider value to 182.
Edit the threshold slider to set specific values. Double-click the text field that indicates the
slider threshold value to make it editable, enter the value of the threshold in the text field,
and press the tab key. 
For example, the following example sets the maximum yellow slider value to 500.

You can enter as large a value as you like in the field (larger than the current maximum
displayed value of the slider) and displayed range of values for the circle color ranges will
adjust accordingly.

3. To configure circle sizes representing load (total number of end user requests), adjust the slider
to make the circle ranges larger or smaller.

4. To display the map control widget, check Show Map Controls. To hide them clear this check
box.
The map controls let you reposition the map using arrows and zoom the map using + and -
buttons. After moving or zooming the map, if you want to return to the default zoomed out home
view, click the globe icon in the center of the map control widget.

5. To show the individual state boundaries in the United States in global view, check Show US
States in global View.
Metrics for individual states are displayed as if they were countries. Click the state in the United
States map to display EUM data for that individual state.

6. To view your map with a dark colored background, check View Dark Map. 

Unknown Locations in Map and Grid Views

Requests can originate from locations for which the JavaScript agent has no map data. These
requests are labeled as Unknown.

You may see this message at the bottom of the map when you are drilled in on a country for which
EUM does not have regional data:

"Geographic information for some requests is unavailable and is not displayed on the map; switch
to grid view for unknown regions."

In the map view, you may also see a location named "Unknown" in the highest response times and
highest loads panels to the right of the map.

In grid view, aggregated EUM metrics for Unknown locations are displayed under the location
name "Unknown".

The number of Unknown entries displayed depends on the current map settings:

If the map is set to world view and the  option is selected,Show US States in global view
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you may see two Unknown entries: one for the aggregated metrics from the unknown
countries and another for the unknown states.
If the map is set to world view and the  is clear or ifShow US States in global view option
the map is set to country view, there is a single Unknown entry which displays the
aggregated metrics from the unknown regions in the current country. For example, if there
are three unknown regions in Russia reporting metrics, the entry for Unknown represents
the aggregated metrics for those three regions.

You may also see a metric reported for a location named "Anonymous Proxy". The data for
Anonymous Proxy represents the aggregated metrics from one or more private IP addresses that
the JavaScript agent cannot identify.

One of the effects of Unknown regions is that it possible for a country to display as slow (red
circles) on the global map, but when you drill down to the country all its regions appear normal
(green circles). Or a country may display as normal on the global map, but some subregions may
display as slow when you drill down.

Learn More

Dashboards
Web EUM Metrics
Browser Snapshots
Set Up and Configure Web EUM
Customize Your Web EUM Deployment
Host a Geo Server

 

The Pages and Ajax Requests View

What is a Page?
Types of Pages
Using the Pages & Ajax Requests View
Accessing the All Pages Tab
How the All Pages List is Organized
Accessing Top Pages
More Actions Menu
Page Limits
Learn More

What is a Page?

In AppDynamics a page represents an individual source for the information that an end-user sees
in a single browser window.

Types of Pages

A base page is the core HTML page.

A base page may also include one or more iframes, which can be nested.

A base page or an iframe can also make one or more Ajax requests to fetch data to display on the

http://docs.appdynamics.com/display/PRO14S/Web+EUM+Metrics
http://docs.appdynamics.com/display/PRO14S/Set+Up+and+Configure+Web+EUM
http://docs.appdynamics.com/display/PRO14S/Customize+Your+Web+EUM+Deployment
http://docs.appdynamics.com/display/PRO14S/Host+a+Geo+Server
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1.  
2.  

Web page.

You can collect Web EUM metrics for base pages, iframes and Ajax requests.

Each base page, iframe, and Ajax request type is assigned a unique name. Each page type has a
dashboard that graphically displays key metric information for that specific item, based on its type.

Using the Pages & Ajax Requests View

The Pages & Ajax Requests view has two tabs: the All Pages tab and the Top Pages tab. The
All Pages tab displays a list showing a high-level summary of all the monitored base pages,
iframes, and Ajax requests in the application, along with their key performance indicators. The Top
Pages tab displays the ten worst performing items grouped by common metrics - Requests per
Minute, Page Render Time, and so forth.  Use this tab for a quick start to troubleshooting.

Accessing the All Pages Tab

To access the All Pages list:

In the left navigation bar, click End User Experience -> Web
Select the Pages & Ajax tab

The All Pages tab is displayed.

How the All Pages List is Organized

Each monitored base page, iframe and Ajax request is displayed in the list.
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The Name column shows the name of the item as it is configured, always in lower-case. See Confi
 for information on how to configure page names.gure Page Identification and Naming

The Type column indicates whether the row represents a base page, iframe or Ajax request.

The remaining columns report EUM metrics for the items. See . You can specifyWeb EUM Metrics
which metrics to display by clicking .View Options

Click a column header to sort the pages based on the column's metric. For example, if you want to
sort the slowest pages in terms of Page Render Time with the slowest pages at the top of the list,
click the Page Render Time column header. You can toggle the column to switch between
ascending and descending order.

To view the page dashboard for a specific page, select the page and click  or justView Dashboard
double-click the page.  See   for more information.Page, Ajax, and Iframe Dashboards

To filter the types of pages displayed in the list, select the type at the top of the list. For example,
to see only Ajax requests, select  and clear  and . You can alsoAjax Requests Pages IFrames
specify not to display  pages that have no load in the selected time frame.

Accessing Top Pages

Click the Top Pages tab as a shortcut to troubleshooting the ten worst performing pages in terms
of various metrics.

http://docs.appdynamics.com/display/PRO14S/Configure+Page+Identification+and+Naming
http://docs.appdynamics.com/display/PRO14S/Configure+Page+Identification+and+Naming
http://docs.appdynamics.com/display/PRO14S/Web+EUM+Metrics
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Click on an item in one of the lists to display the dashboard for the item. Click  to return toView All
the unified list of all the pages.

More Actions Menu

In the More Actions menu in the All Pages tab, you can select a page in the list and perform the
following actions on that page

Exclude: Use this option to direct AppDynamics to ignore this page and stop reporting
metrics for it.
You can use the  option to see pages that have been excluded andView Excluded Pages
then you can "unexclude" them.

Rename: Use this option to rename the page in the AppDynamics console.

Delete Item: Use this option to remove the page from the list. If AppDynamics discovers the
page again it will reappear in the list. To prevent it from re-appearing use .Exclude
View Excluded Pages: Use this option to see pages you have previously excluded.

Page Limits

There is a limit of  500 base pages, 500 iframes, and 500 Ajax calls that can be individually
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tracked per application. If your usage exceeds these limits, AppDynamics begins to drop metrics. If
your installation is approaching these limits, you can modify how your metrics are collected by:

limiting the number of pages you instrument.  If you are using manual injection, remove the
JavaScript agent from pages that are less important. See Set Up Your Application for Web

 for more on injection types. If you are using automatic injection, create request matchEUM
rules and request exclude rules to restrict injection to pages that meet certain criteria. See
See  .To Create Match Rules for Automatic Injection
using custom naming rules to group similar pages together.  See Configure Page

.Identification and Naming

Learn More

Page, Ajax, and Iframe Dashboards
Configure Page Identification and Naming
Dashboards
Web EUM

 

 

Page, Ajax, and Iframe Dashboards

Accessing These Dashboards
Full Dashboard Breakdowns
Learn More

Dashboards provide simple click access to a graphic representation of End User Monitoring (EUM)
metrics for pages, iframes and Ajax requests. Use them to gather an understanding on how each
part of your application is performing overall.

Each page, iframe, and Ajax request has its own dashboard.

Accessing These Dashboards

To view a dashboard for a page, iframe or Ajax request:

1. Select your business application.

2. In the left navigation bar, click End User Experience -> Web

3. Select the tab. Pages & Ajax Requests 
    AppDynamics displays the request list.

4. From the list select the page, iframe or Ajax request in which you are interested.

5. Either double-click on the item or click .View Dashboard

Full Dashboard Breakdowns

The Page and Iframe Dashboards
The Ajax Dashboard

 

http://docs.appdynamics.com/display/PRO14S/Set+Up+Your+Application+for+Web+EUM
http://docs.appdynamics.com/display/PRO14S/Set+Up+Your+Application+for+Web+EUM
http://docs.appdynamics.com/display/PRO14S/Automatic+Injection#AutomaticInjection-ToCreateMatchRulesforAutomaticInjection
http://docs.appdynamics.com/display/PRO14S/Configure+Page+Identification+and+Naming
http://docs.appdynamics.com/display/PRO14S/Configure+Page+Identification+and+Naming
http://docs.appdynamics.com/display/PRO14S/Configure+Page+Identification+and+Naming
http://docs.appdynamics.com/display/PRO14S/Web+EUM
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Learn More

Web EUM
Dashboards
Web EUM Metrics
The Pages and Ajax Requests View
Browser Snapshots

The Page and Iframe Dashboards

The Summary Section
Overall Performance
Server Connect
Server Time
Browser Render Time
Page Resources Requested
Learn More

Page and iframe Dashboards are divided into six areas:

A summary, with a waterfall graph of the entire load sequence.  To see details for each set
of data, use the Trends/Details checkboxes.
Four sections of Trends/Details across time for the main performance categories

Overall performance
Time between the request and the first byte of the response
Time taken by the server to process the request through the completion of the HTML
download for the item
Time taken to process and render the item, including any external resources, in the
browser

Detailed information on the performance of Ajax requests and iframes for this item

The Summary Section

This section gives you a quick overview of the item's performance over time. 

http://docs.appdynamics.com/display/PRO14S/Web+EUM
http://docs.appdynamics.com/display/PRO14S/Web+EUM+Metrics
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Key performance indicators - End User Response Time, Load, Cache Hits, and Page Views with
JS errors - across the time period selected in the time frame dropdown from the upper right side of
the GUI -

are displayed across the top of the summary area.

A waterfall graph displays the average times needed for each aspect of the page load process.

For more information on what each of the metrics measures, hover over its name on the left.  A
popup appears with a definition.
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To see detailed breakouts of the data behind the graph, check the Trend/Detail box by the data
group in which you are interested. To turn the details off, uncheck.

Overall Performance

This section displays detailed trend graphs of key performance metrics measured across time,
based on the time period selected in the timeframe dropdown.  To see detailed information for a
specific moment, hover over the graph and a popup with that information appears. 

To see any of the listed total metrics in the context of the metric browser, click the desired value
(shown in link blue) on the left side of the panel. The  appears, with that metricmetric browser
displayed.  You can then use the metric browser to compare other related values in a single
display.

Server Connect

This section displays detailed trend graphs of initial server connection metrics measured across
time, based on the time period selected in the timeframe dropdown.  To see detailed information
for a specific moment, hover over the graph and a popup with that information appears. These
metrics measure:

the time the user's request takes in negotiating its initial connection with the server, which
may include broken-out DNS, TCP Connect, and SSL/TLS time.  The Total Server Connect
value is always displayed.
the time between that initial connection and the time the first byte of information is returned
back to the user's browser
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To see any of the listed total metrics in the context of the metric browser, click the desired value
(shown in link blue) on the left side of the panel. The  appears, with that metricmetric browser
displayed.  You can then use the metric browser to compare other related values in a single
display.

Server Time

This section displays detailed trend graphs of server processing and delivery time, based on the
time period selected in the timeframe dropdown.  To see detailed information for a specific
moment, hover over the graph and a popup with that information appears. These metrics measure:

the total time for processing all server-side business transactions for this item
the total time for the browser to completely download all the HTML document content
if correlated with a server-side app agent, related business transactions on the server 

To ensure you get the most accurate server time and related business-transaction times,
upgrade your server agents to version 3.8.0 or newer. Otherwise in some cases your times
will be based on averages rather than the exact time of the individual event. To get the
most accurate times using pre-3.8.0 agents, you should enable JS_FOOTER injection,
either through using  or .Automatic Injection Assisted Injection-Using Attribute Injection

http://docs.appdynamics.com/display/PRO14S/Automatic+Injection
http://docs.appdynamics.com/display/PRO14S/Assisted+Injection-Using+Attribute+Injection
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To see any of the listed total metrics in the context of the metric browser, click the desired value
(shown in link blue) on the left side of the panel. The   appears, with that metricmetric browser
displayed.  You can then use the metric browser to compare other related values in a single
display.

Browser Render Time

This section displays detailed trend graphs of the time taken to render the final item, based on the
time period selected in the timeframe dropdown.  To see detailed information for a specific
moment, hover over the graph and a popup with that information appears. These metrics measure:

the time taken by the browser to create the DOM from the end of the HTML download
the time taken to fetch any external resources, for example the results of a third party Ajax
request

To see any of the listed total metrics in the context of the metric browser, click the desired value
(shown in link blue) on the left side of the panel. The   appears, with that metricmetric browser
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displayed.  You can then use the metric browser to compare other related values in a single
display.

Page Resources Requested

This section displays detailed graphs of when in the page load cycle individual external - first and
third party - resources are fetched, and how much time is taken to fetch them, all based on the
time period selected in the timeframe drop down.  To see detailed information for a specific
moment, hover over the graph and a popup with that information appears. These metrics measure:

average time and load associated with that resource
whether the request is blocking or non-blocking
the request and response time per resource request
the type - iframe or Ajax - of the resource

To see the dashboard for any of the listed resources, click the name.

Learn More

The Ajax Dashboard

 

 

 
The Ajax Dashboard

The Summary Section
Overall Performance
Server Time
Learn More
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The Ajax Dashboard is divided into three areas:

A summary, with a waterfall graph of the entire load sequence.  To see details for each set
of data, use the Trends/Details checkboxes.
Two sections of Trends/Details across time for the main performance categories

Overall performance
Time taken by the server to process the request through the browser's incorporation
of the data into the HTML document 

The Summary Section

This section gives you a quick overview of the item's performance over time. 

Key performance indicators - End User Response Time, Load, Cache Hits, and Ajax Request
Errors - across the time period selected in the time frame dropdown from the upper right side of
the GUI -

are displayed across the top of the summary area.

A waterfall graph displays the average times needed for each aspect of the ajax request load
process.

For more information on what each of the metrics measures, hover over its name on the left side
of the graph.  A popup appears with a definition. See the graphic above for an illustration.

To see detailed breakouts of the data behind the graph, check the Trend/Detail box by the data
group in which you are interested.

Overall Performance

This section displays detailed trend graphs of key performance metrics measured across time,
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based on the time period selected in the timeframe dropdown.  To see detailed information for a
specific moment, hover over the graph and a popup with that information appears. 

To see any of the listed total metrics in the context of the metric browser, click the desired value
(shown in link blue) on the left side of the panel. The  appears, with that metricmetric browser
displayed.  You can then use the metric browser to compare other related values in a single
display.

Server Time

This section displays detailed trend graphs of server processing and delivery time, based on the
time period selected in the timeframe dropdown.  To see detailed information for a specific
moment, hover over the graph and a popup with that information appears. These metrics measure:

the total time for processing all server-side business transactions for this item
the time for the browser to completely download all the Ajax response
the total time for the browser to process the document response, including incorporating the
data into the HTML document
if correlated with a server-side app agent, related business transactions on the server

 

To ensure you get the most accurate server time and related business-transaction times,
you should enable JS_FOOTER injection, either through using  or Automatic Injection Assis

 for at least the footer. If you cannot use one of thoseted Injection-Using Attribute Injection
injection types, you can get business transaction times, but in some cases your times will
be based on averages rather than the exact time of the individual business transaction.

http://docs.appdynamics.com/display/PRO14S/Automatic+Injection
http://docs.appdynamics.com/display/PRO14S/Assisted+Injection-Using+Attribute+Injection
http://docs.appdynamics.com/display/PRO14S/Assisted+Injection-Using+Attribute+Injection
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To see any of the listed total metrics in the context of the metric browser, click the desired value
(shown in link blue) on the left side of the panel. The   appears, with that metricmetric browser
displayed.  You can then use the metric browser to compare other related values in a single
display.

Learn More

The Page and Iframe Dashboards

 

Browser Snapshots

Access a Browser Snapshot
Select the Browser Snapshots tab 
Configure the Browser Snapshot List
Open the Snapshot

Browser Snapshot Types
Learn More

Browser snapshots capture and display a broad set of metrics associated with a single request.
 You can drill down into errors, and, if your app server is instrumented with AppDynamics app
agents, see any server-side transaction snapshots associated with that request.

When EUM is enabled, AppDynamics collects browser snapshots for:
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every base page, iframe, and Ajax request; these serve as a heartbeat snapshot
the slowest page by every region, every device and every browser
unique JavaScript errors; identified by script name and line number
unique Ajax errors; identified by the HTTP error code in the Ajax response

For more information about browser snapshot collection,  .Configure Browser Snapshot Collection

Access a Browser Snapshot

To access the Browser Snapshots list, in the left navigation bar, click End User Experience ->
Web.

Select the Browser Snapshots tab 

A list of available browser snapshots appears. You can change the timeframe of your search by
changing the Time Frame dropdown menu. 

Key

Normal user experience

 Slow user experience

http://docs.appdynamics.com/display/PRO14S/Configure+Browser+Snapshot+Collection


Copyright © AppDynamics 2012-2014 Page 587

Very slow user experience

JavaScript errors.  To see more information on the error, hover over the icon and a popup with
summary information appears.

Correlated server side transaction snapshot exists

Configure the Browser Snapshot List

Configure sorting
Sort the snapshots by clicking a column header. For example, click the End User Response
Time (ms) column header to sort the snapshots in descending order, with the highest
response times at the top of the list
Configure the columns to display
Click   to configure the columns to display in the browser snapshot list.View Options

Filter the list
You can filter the list to display only browser snapshots that meet certain criteria. For
example, the following configuration restricts browser snapshots to JavaScript and AJAX
errors that occurred on Internet Explorer
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Open the Snapshot

Double-click the snapshot that you want to examine, or

Select the snapshot that you want to examine and click .View Browser Snapshot

Browser Snapshot Types

There are three browser snapshot types, depending on whether the original object was a page, an
iframe, or an Ajax request.  

Page Browser Snapshots
Ajax Request Browser Snapshot
Iframe Browser Snapshots

Learn More

Page, Ajax, and Iframe Dashboards
Transaction Snapshots
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Configure Browser Snapshot Collection
Web EUM Metrics
Configure EUM Browser Snapshot Thresholds
Set Up and Configure Web EUM
Set Up Your Application for Web EUM
Add Information to a Browser Snapshot
Configure JavaScript and Ajax Error Detection

Page Browser Snapshots

Waterfall Graph and Summary Tab
The Server Side Tab, for Correlated Business Transactions
The JavaScript Errors Tab
Unknown Metrics in Browser Snapshots
More on Cookies and EUM Data
Learn More

Page-based snapshots give you a detailed look at an individual page request.

Waterfall Graph and Summary Tab

The top of the page snapshot displays a waterfall graph of the overall transaction timing for the
page.

For a detailed description of what these metrics mean, see  .Web EUM Metrics

Below the graph text-based information is shown.  The Summary tab is always available.  

http://docs.appdynamics.com/display/PRO14S/Configure+Browser+Snapshot+Collection
http://docs.appdynamics.com/display/PRO14S/Web+EUM+Metrics
http://docs.appdynamics.com/display/PRO14S/Configure+EUM+Browser+Snapshot+Thresholds
http://docs.appdynamics.com/display/PRO14S/Set+Up+and+Configure+Web+EUM
http://docs.appdynamics.com/display/PRO14S/Set+Up+Your+Application+for+Web+EUM
http://docs.appdynamics.com/display/PRO14S/Add+Information+to+a+Browser+Snapshot
http://docs.appdynamics.com/display/PRO14S/Configure+JavaScript+and+Ajax+Error+Detection
http://docs.appdynamics.com/display/PRO14S/Web+EUM+Metrics
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The Summary tab gives you basic information about the request: 

basic statistics about the page, including when the request was made, how much time it
took, and where it was fetched from
where on the web the request is from, including the originating IP address and any referring
page
what is being used to view the response
where geographically the request is from
what the request GUID is - this GUID uniquely identifies this specific request throughout the
system
if configured, any user data associated with this request.  See Add Information to a Browser

 for more information.Snapshot

The Server Side Tab, for Correlated Business Transactions

If server-side correlation has been set up, the snapshot displays a Server Side tab. 

http://docs.appdynamics.com/display/PRO14S/Add+Information+to+a+Browser+Snapshot
http://docs.appdynamics.com/display/PRO14S/Add+Information+to+a+Browser+Snapshot
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This Server Side tab shows you:

the name of any business transactions 
a link (in the Business Transaction column of the Transaction Snapshots section) to any
transaction snapshot that is available

a direct link  ( ) to the Flow Map of the transaction snapshot.  From here you can drill
down to the transaction snapshot call graph when one exists.

 

Transaction snapshots on the server are triggered when slow or stalled transactions are identified,
when a diagnostic session is started, or periodically based on a configured interval. In general,



Copyright © AppDynamics 2012-2014 Page 592

slow, very slow and stalled transactions are more likely to trigger a transaction snapshot on the
server than transactions operating within normal range. For more information about when
server-side transaction snapshots are captured see   and Transaction Snapshots Configure

. Transaction Snapshots

To return to the browser snapshot, click the Browser Snapshot link in the upper right, outlined in
red.

The JavaScript Errors Tab

If a JavaScript error occurs as the page is being loaded, the snapshot displays a third tab,
JavaScript Errors.

The JavaScript Errors tab shows you:

the script file that contained the error
the line on which the error occurred
any information associated with the error

You can configure errors to ignore if you are seeing too many errors that are not of interest. See C
.onfigure JavaScript and Ajax Error Detection

Unknown Metrics in Browser Snapshots

AppDynamics Web EUM captures metrics using your end-users' web browsers. Occasionally you

POJO-based business transaction snapshots
Correlating between business transaction snapshots and browser snapshots uses the
request GUID and cookies.  In order for the server-side agent to be able to write the
cookies, it needs a servlet response object.  In the case where the BT Entry Point is
defined by a POJO, this object will not be available  the ->unless Configure Instrumentatio

->Transaction Detection->Transaction Monitoring option is Enabled for Servlets.  n

http://docs.appdynamics.com/display/PRO14S/Configure+JavaScript+and+Ajax+Error+Detection
http://docs.appdynamics.com/display/PRO14S/Configure+JavaScript+and+Ajax+Error+Detection


Copyright © AppDynamics 2012-2014 Page 593

may see Unknown data reported for one or metrics in a browser snapshot. This occurs on older or
 less sophisticated browsers that do not support collection of a given metric.

See   for details about which metrics may not be captured based onEUM Metrics Availability
browser capabilities.

More on Cookies and EUM Data

EUM uses two different kinds of short-lived cookies to help it collect data and correlate events:

The ADRUM cookie: written by the JavaScript agent, this cookie contains the referral page
URL and some timing information to assist gathering First Byte Time for some browser
types.
For privacy purposes, the URL of the referral page is hashed.
The ADRUM_X_Y_Z cookies: written by the server-side agent when the page is served from
an instrumented server. These cookies help correlate EUM data with related server-side
performance data.

If EUM detects that the page is HTTPS, the cookies are  . None of the cookies containHttpsOnly
any personally identifiable information (PII).

Learn More

Ajax Request Browser Snapshot
Iframe Browser Snapshots

 

Ajax Request Browser Snapshot

Waterfall Graph and Summary Tab
Learn More

Ajax request browser-based snapshots give you a detailed look at an individual Ajax request.

Waterfall Graph and Summary Tab

The top of the Ajax snapshot displays a waterfall graph of the overall transaction timing for the
Ajax request.

Below the graph text-based information is shown.  The Summary tab is always available.

http://docs.appdynamics.com/display/PRO14S/Web+EUM+Metrics#WebEUMMetrics-EUMMetricsAvailability
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Much of the information is the same as you see for .  The mainpage-based browser snapshots
differences are:

the error code returned with the Ajax error is listed
the parent page from which the Ajax call is listed

As in the page-based browser snapshot, if there server-side correlation has been set up, a Server
Side tab is present, and has the same information.

You can configure errors to ignore if you are seeing too many errors that are not of interest. See C
.onfigure JavaScript and Ajax Error Detection

Learn More

Page Browser Snapshots
Iframe Browser Snapshots

 

Iframe Browser Snapshots

Learn More

http://docs.appdynamics.com/display/PRO14S/Configure+JavaScript+and+Ajax+Error+Detection
http://docs.appdynamics.com/display/PRO14S/Configure+JavaScript+and+Ajax+Error+Detection
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1.  
2.  

3.  

Iframe-based browser snapshots give you a detailed look at an individual iframe request.  The
display is identical to   except in the Summary section, where the parentPage Browser Snapshots
page is also displayed.

As in the page browser snapshot, a Server Side tab appears if server-side correlation has been
set up and a JavaScript Error tab appears if there is a JavaScript Error. The content is the same.

Learn More

Page Browser Snapshots
Ajax Request Browser Snapshot

 

Usage Stats

The Usage Stats view presents aggregated usage data based on your users'

browser type
device/platform

 The view also breaks out performance by type and usage by country.  

Usage Statistics by Browser

Accessing Usage Statistics by Browser
Overall Browser Distribution
Performance by Browser
Learn More

You can monitor end user experience by browser and by browser version.

The browser dashboard helps you discover:

the slowest browsers in terms of total end-user response time.
the slowest browsers to render the response page.
the browsers that most of your end users use.
the browsers that most of your end users use in a particular country or region.

Accessing Usage Statistics by Browser

In the left navigation bar click: .End User Experience -> Web
Select the Usage Stats tab.
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3.  Click the Browsers tab if it is not already selected.

Overall Browser Distribution

The Overall Distribution chart shows the percentages of your end users using different browsers.

To see the total number of calls, average end user response time, and percentage of the total load
for a particular browser, hover over the browser section in the chart.

To see the distribution by browser version, check Show Browser Versions.

Performance by Browser

The Performance by Browser list below the chart displays a row for each browser or each browser
version if Show Browser Versions is checked.
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The columns contain EUM metrics by browser. 

Click a column to sort the browsers based on the column's metric. For example, if you want to sort
the slowest browsers in terms of Download Time with the slowest browsers at the top of the list,
click the Download Time column. You can toggle the column header to switch between ascending
and descending order.

To filter the list to see only rows for a particular browser, enter the browser in the filter field.

Distribution by Country

The Distribution by Country list, below the Distribution by Browser list, breaks out the browser
distribution of your end users by country. You can sort by any browser by clicking the browser's
column header.

This list is particularly useful when viewed in conjunction with the worst performing regions panel
in the geo dashboard. If a particular county is experiencing poor performance, it is possible that a
significant percentage of your users in that country use a poorly-performing browser. This list can
help you to determine whether the browser is a contributing factor.

Learn More

Web EUM Metrics
Time Ranges
The Web EUM Geo Dashboard View
Monitor Your Applications with Web EUM
Usage Statistics by Device or Platform

Not all browsers support all metrics.  See  .  Web EUM Metrics
The performance for all IOS browsers - Chrome, Safari,etc - is displayed under iOS
Mobile because of the way all IOS browsers report themselves.

http://docs.appdynamics.com/display/PRO14S/Web+EUM+Metrics
http://docs.appdynamics.com/display/PRO14S/Web+EUM+Metrics
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1.  
2.  
3.  

Usage Statistics by Device or Platform

Accessing Usage Statistics by Device/Platform
Overall Device Distribution
Performance by Device
Learn More

You can monitor the end user experience of each type of device/platform that your end users use
to access your application.

The device dashboard helps you discover:

The slowest devices in terms of total end-user response time
The slowest devices to connect to the server
The devices that most of your end users use
The devices that most of your end users use in a particular country or region

Accessing Usage Statistics by Device/Platform

In the left navigation bar click: .End User Experience -> Web
Select the Usage Stats tab.
Click the Devices tab if it is not already selected.

Overall Device Distribution

The Overall Distribution chart shows the percentages of your web end users by their
devices/platforms. 

To see the total number of calls, average end user response time, and percentage of the total load
for a particular device, hover over the device in the chart.

This chart shows mobile access via browsers only.
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Performance by Device

The Performance by Device list below the chart displays a row for each device.

The columns show the various EUM metrics by device. See .Web EUM Metrics

Click a column to sort the devices based on the column's metric. For example, if you want to sort
the slowest devices in terms of Download Time with the slowest devices at the top of the list, click
the Download Time column. You can toggle the column header to switch between ascending and
descending order.

To filter the list to see only rows for a particular device, enter the device in the filter field.

Distribution by Country

The Distribution by Country list breaks out the device distribution of your end users by country.

This list is particularly useful in conjunction with the worst performing regions panel in the Geo
Dashboard. If a particular county is experiencing poor performance, it is possible that a significant
percentage of your users in that country use a poorly performing device. This list can help you to
determine whether the device is a contributing factor.

http://docs.appdynamics.com/display/PRO14S/Web+EUM+Metrics
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Learn More

Web EUM Metrics
Time Ranges
The Web EUM Geo Dashboard View
Monitor Your Applications with Web EUM
Usage Statistics by Browser

Monitor Mobile Applications
The Mobile APM Agents help you monitor network requests and crashes.

You can access all the mobile monitoring features from the . You can viewMobile APM Dashboard
this dashboard for all your iOS applications, all your Android applications or for a specific
application.

 

Mobile APM Dashboard

Accessing the Mobile APM Dashboard
How the Mobile APM Dashboard is Organized
Learn More

You monitor mobile network requests and crashes from the mobile APM dashboards.

Accessing the Mobile APM Dashboard

You access the mobile  APM dashboards from the End User Experience tree in the left navigation
pane.

http://docs.appdynamics.com/display/PRO14S/Web+EUM+Metrics
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How the Mobile APM Dashboard is Organized

The dashboard is divided into the following tabs:

Geo Dashboard: Displays key performance by geographic location. Use this to see which
countries are experiencing the highest load, the slowest network request times, and the most
errors. See .Monitor Mobile Applications by Location

Network Requests: Displays all the network requests your applications, along with their key
performance indicators.

Network Request Snapshots: Displays details about individual network requests that allow you
to examine those that are slow or stalled.

Crashes: Displays information about application crashes and detailed snapshots of individual
crashes that include stack traces of the crashed application.

Usage Stats: Displays key network request metrics by various criteria: device, carrier, operating
system version, connection type and application.

By default this dashboard opens with the Geo Dashboard tab selected.

Learn More

Monitor Network Requests
Monitor Crashes
Mobile APM Metrics

 

Monitor Mobile Applications by Location

Mobile Geo Dashboard Window
Using Map View

Map Actions
Configuring Map View Options

To access the map view options configuration tool
To configure color ranges representing performance thresholds
To configure circle sizes representing load (total number of network requests)
To display the map control widget
To view a dark colored or light colored map

Unknown Locations in Map and Grid Views
Learn More

You monitor performance by location from the geo dashboard tab of the mobile APM dashboard.
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Mobile Geo Dashboard Window

The window is divided into three panels:

A main panel in the upper left that displays geographic distribution of mobile users on a
map, if you clicked the map view icon, or on a grid if you clicked the grid view icon.

You can switch between map view and grid view by clicking these icons.
You can expand the map panel or the grid panel to fill the entire dashboard by
toggling the expand icon in the upper right corner of the panel.

A panel on the right displaying:
Countries with highest network request times (slowest performance).
Countries with the highest number of network requests (highest load).

Trend graphs in the lower part of the dashboard that dynamically display the number and
rate of network requests (load), network request time, and number and rate of HTTP errors
and network errors. You can click the rates to see them displayed in the Metric Browser.
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You can hover over a point in time in a trend graph to get the precise values at that moment
for the individual metric you are hovering over. 

The metrics displayed throughout the geo dashboard are for the country currently selected on the
map or in the grid. For example, if you zoom down from world view to France in the map, the panel
on the right disappears and the trend graphs display data for France.

Using Map View

The main panel in map view displays a map superimposed with circles that represent average
user experience by country.

The size of a circle indicates the relative amount of traffic in a country: the larger the circle the
higher the load. The color of a circle represents the relative request time experienced by users in a
country: green for a fast request time, yellow for a medium request time, red for a slow request
time. Large red circles represent regions of most concern. See   forConfiguring Map View Options
information on how to adjust circle color and size ranges.

Map Actions

You can perform the following actions directly in the map:

Click any country on the map to drill down into metrics for that country. The country is
colored blue to indicate that it is drilled down. To return to the world view from the country
view, click World in the left corner of the map.
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View summary statistics for a region by hovering over its circle.

Zoom the entire map using the slider on the left. You can also use your mouse wheel to
increase or decrease the map's zoom level.

Reposition the map by clicking and dragging it or by clicking the directional arrows in the
map control widget.

Configuring Map View Options

You can configure the dashboard display in a variety of ways:

The ranges of the colors that indicate normal, warning and critical performance on the map.
The ranges of circle sizes that indicate relative load on the map.
Whether to display the zoom slider and Home button on the map.
Whether to display a dark or light colored map.

All of these configurations are saved for the next time you log into AppDynamics.

To access the map view options configuration tool

Click the gear icon in the upper right corner of the map or grid panel to get the configuration
window.
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To configure color ranges representing performance thresholds

Do one of the following:

Adjust the Network Response Time slider. For example, if you want circles to be red
whenever the network request time is 2000 milliseconds or greater, slide the maximum
value of the yellow slider value to 2000.

or

Double-click the text field that indicates the slider threshold value to make it editable, enter
the value of the threshold in the text field, and press the tab key. You can enter as large a
value as you like in the field (larger than the current maximum displayed value of the slider)
and the displayed range of values for the circle color ranges will adjust accordingly.

To configure circle sizes representing load (total number of network requests)

Adjust the max load circle size slider to make the circles ranges larger or smaller.

To display the map control widget

Check Show Map Controls. To hide them clear this check box. The map controls let you reposition
the map using arrows and zoom the map using + and - buttons. After moving or zooming the map,
if you want to return to the default zoomed out home view, click the globe icon in the center of the
map control widget.

To view a dark colored or light colored map

To view a dark colored map check View Dark Map. To view a light colored map clear this check
box.

Unknown Locations in Map and Grid Views

An unknown location is one for which the mobile agent cannot determine the country from which
the request originated.

In map view, you may also see a location named "Unknown" in the highest request times and
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highest loads panels to the right of the map.

In grid view, aggregated metrics for the unknown locations are displayed under the location name
"Unknown".

You may also see metrics reported for a location named "Anonymous Proxy". The data for
Anonymous Proxy represents the aggregated metrics from one or more private IP addresses that
the agent cannot identify

Learn More

Mobile APM Metrics
Monitor Network Requests
Monitor Crashes

 

Monitor Network Requests

A network request is an HTTP request from an end-user to your mobile application.

The iOS agent detects network requests for which the underlying implementation is handled by the
NSURLConnection class. 
The Android agent detects network requests for which the underlying implementation is handled
by the HttpURLConnection, HttpsURLConnection, or HttpClient classes.

You can monitor the aggregate performance of network requests to all your instrumented iOS
applications or all your instrumented Android applications. Or you can monitor the performance of
a single application.

There are different ways of viewing network request data:

Geographic view is the top level view that reports aggregated mobile data by geographic
location. Monitor the geographic view to learn which countries have the highest number of
requests, the longest request times, and the most errors.
Network requests lists display current network requests to your applications. You can sort
the list according to key metrics such as the slowest response time, highest error rate,
highest load, etc.  You can view a  that summarizes aggregatenetwork request dashboard
performance for a specific network request.
Network request snapshots report information for a single instance of a network request
taken at a certain point in time. Snapshots are useful for examining the details of the
worst-performing requests. Access these snapshots from the network request snapshots

.list
Usage stats display key network request metrics by various criteria: device, carrier,
operating system version, connection type and application. For example, you can see which
carriers are the slowest or which devices are producing the most errors.

The controller processes a maximum of 500 network requests per account. See Network Request
 for suggestions on how to configure network request detection to stay under this limit.Limits

 

Monitor Network Requests by Usage Statistics

You can get summary statistics about your users from the usage stats tab of the mobile APM
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dashboard.

Click the appropriate subtab to monitor statistics by the criteria that interest you.

For example, this window displays the distribution of how your users' devices connect to the
Internet.

This window displays the distribution of the versions of Android your application is running on.

For details of the individual screens see:

 
Monitor Network Requests by Device or Manufacturer



Copyright © AppDynamics 2012-2014 Page 608

Accessing Mobile Data by Device
How the Devices Window is Organized
Overall Device Distribution
Performance by Device/Manufacturer
Export as a Report
Learn More

You can monitor mobile applications by the devices that your users use to access your application.

For iOS applications the device is the model of the device. For Android applications the device is
the manufacturer of the device.

The device/manufacturer window helps you discover:

the slowest devices in terms of total network request time
the devices that are generating the most requests
the devices that are experiencing the most errors

Accessing Mobile Data by Device

For iOS, click the Devices subtab of the Usage Stats tab in the .mobile APM dashboard

For Android, click the Manufacturers subtab.

How the Devices Window is Organized

The window is divided into two panels:

Overall Distribution
Performance by Device

Overall Device Distribution

The Overall Distribution chart shows the percentages of your end users using different devices.

Performance by Device/Manufacturer

The Performance by Device/Manufacturer list below the chart displays a row for each device.

Click a column to sort the list based on the column's metric. For example, if you want to sort by
Network Request Time with the slowest devices at the top of the list, click the Network Request
Time column. You can toggle the column header to switch between ascending and descending
order.

To filter the list to see only rows for a particular device, enter the device in the filter field.

Export as a Report

To export the data as a report in PDF format:

1. Click the  button in the upper right corner.Export as PDF report
2. In the Export Complete field optionally edit the name of the report.
3. Click Save Report
4. Select the location to which to save the report.
5. Click .Save
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Learn More

Mobile APM Metrics
Monitor Network Requests by Carrier

Accessing Mobile Metrics by Carrier
How the End User Carriers Window is Organized
Overall Distribution
Performance by Carrier
Export as a Report
Learn More

You can monitor mobile applications by the mobile carriers that your users use to access your
application.

The carrier dashboard helps you discover:

The slowest carriers in terms of total network request time.
The carriers that are generating the most requests.
The carriers that are experiencing the most errors.

Accessing Mobile Metrics by Carrier

Click the Carriers subtab of the Usage Stats tab in the .mobile APM dashboard

How the End User Carriers Window is Organized

The window is divided into two panels:

Overall Distribution
Performance by Carrier

Overall Distribution

The Overall Distribution chart shows the percentages of your end users using different carriers.

Performance by Carrier

The Performance by Carrier list below the chart displays a row for each carrier.

Click a column to sort the carriers based on the column's metric. For example, if you want to sort
by Network Request Time with the slowest carriers at the top of the list, click the Network Request
Time column. You can toggle the column header to switch between ascending and descending
order.

To filter the list to see only rows for a particular carrier, enter the carrier in the filter field.

Export as a Report

To export the data as a report in PDF format:

1. Click the  button in the upper right corner.Export as PDF report
2. In the Export Complete field optionally edit the name of the report.
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3. Click Save Report
4. Select the location to which to save the report.
5. Click .Save

Learn More

Mobile APM Metrics
Monitor Network Requests by Operating System Version

Accessing Mobile Metrics by Operating System Versions
How the End User OS Versions Window is Organized
Overall Operating System Version Distribution
Performance by Operating System Version
Export as a Report
Learn More

You can monitor mobile applications by the operating system running on the mobile device that
your users use to access your application.

The operating system version dashboard helps you discover:

the slowest operating system versions in terms of total network request time
the operating system versions that are generating the most requests
the operating system versions that are experiencing the most errors

Accessing Mobile Metrics by Operating System Versions

Click the OS Versions subtab of the Usage Stats tab in the .mobile APM dashboard

How the End User OS Versions Window is Organized

The window is divided into two panels:

Overall Distribution
Performance by Operating System Version

Overall Operating System Version Distribution

The Overall Distribution chart shows the percentages of your end users using different operating
system versions.

Performance by Operating System Version

The Performance by OS Version list below the chart displays a row for each operating system
version.

Click a column to sort the operating system version based on the column's metric. For example, if
you want to sort by Network Request Time with the slowest operating system version at the top of
the list, click the Network Request Time column. You can toggle the column header to switch
between ascending and descending order.

To filter the list to see only rows for a particular operating system version, enter the operating
system version in the filter field.

Export as a Report
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To export the data as a report in PDF format:

1. Click the  button in the upper right corner.Export as PDF report
2. In the Export Complete field optionally edit the name of the report.
3. Click Save Report
4. Select the location to which to save the report.
5. Click .Save

Learn More

Mobile APM Metrics
Monitor Network Requests by Connection Type

Accessing Mobile Metrics by Connection Types
How the End User Connection Types Window is Organized
Overall Connection Type Distribution
Performance by Connection Types
Export as a Report
Learn More

You can monitor mobile applications by the type of connection that your users use to access your
application.

The connection types dashboard helps you discover:

the slowest connection types in terms of total network request time
the connection types that are generating the most requests
the connection types that are experiencing the most errors

Accessing Mobile Metrics by Connection Types

Click the Connection Types subtab of the Usage Stats tab in the .mobile APM dashboard

 

How the End User Connection Types Window is Organized

The window is divided into two panels:

Overall Distribution
Performance by Connection Type

Overall Connection Type Distribution

The Overall Distribution chart shows the percentages of your end users using different connection
types.

Performance by Connection Types

The Performance by Connection Types list below the chart displays a row for each connection
type. The Unknown connection type is the aggregate of all the network requests for which the
agent wss unable to determine the connection type.

Click a column to sort the connection types based on the column's metric. For example, if you
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want to sort by Network Request Time with the slowest connection types at the top of the list, click
the Network Request Time column. You can toggle the column header to switch between
ascending and descending order.

To filter the list to see only rows for a particular connection type, enter the connection type in the
filter field.

Export as a Report

To export the data as a report in PDF format:

1. Click the  button in the upper right corner.Export as PDF report
2. In the Export Complete field optionally edit the name of the report.
3. Click Save Report
4. Select the location to which to save the report.
5. Click .Save

Learn More

Mobile APM Metrics
Monitor Network Requests by Mobile Application

Accessing Mobile Data by Mobile App
How the Mobile Apps Window is Organized
Overall Mobile Apps Distribution
Performance by Mobile Application
Export as a Report
Learn More

When you access the mobile APM dashboard at the platform level, you can compare the key
mobile metrics of different mobile applications of the selected platform.

The mobile applications window helps you discover:

the slowest applications in terms of total network request time
the applications that are generating the most requests
the applications that are experiencing the most errors

To compare metrics from different versions of a single mobile application, see Monitor Network
.Requests by Mobile Application Version

Accessing Mobile Data by Mobile App

Click the Mobile Apps subtab of the Usage Stats tab in the .mobile APM dashboard

This tab is available only when you access the dashboard from the platform level.

How the Mobile Apps Window is Organized

The window is divided into two panels:

Overall Distribution
Performance by Mobile Application

Overall Mobile Apps Distribution
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The Overall Distribution chart shows the percentages of your end users using different
applications.

Performance by Mobile Application

The Performance by Mobile Application list below the chart displays a row of metrics for each
application.

Click a column to sort the list based on the column's metric. For example, if you want to sort by
Network Request Time with the slowest application at the top of the list, click the Network Request
Time column. You can toggle the column header to switch between ascending and descending
order.

To filter the list to see only rows for a particular application, enter the application string in the filter
field.

Export as a Report

To export the data as a report in PDF format:

1. Click the  button in the upper right corner.Export as PDF report
2. In the Export Complete field optionally edit the name of the report.
3. Click Save Report
4. Select the location to which to save the report.
5. Click .Save

Learn More

Mobile APM Metrics
Monitor Network Requests by Mobile Application Version

Accessing Mobile Data by Mobile Application Version
How the Versions Window is Organized
Overall Distribution
 Performance by Version
Export as a Report
Learn More

When you access the mobile APM dashboard at the application level, you can compare the key
mobile metrics of different versions of the application.

The versions window helps you discover:

the slowest versions in terms of total network request time
the versions that are generating the most requests
the versions that are experiencing the most errors

Accessing Mobile Data by Mobile Application Version

Click the Versions subtab of the Usage Stats tab in the mobile APM dashboard.

This tab is available only when you access the dashboard from an individual application.

How the Versions Window is Organized
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The window is divided into two panels:

Overall Distribution
Performance by Version

Overall Distribution

The Overall Distribution chart shows the percentages of your end users using different versions of
the application.

 Performance by Version

 The Performance by Version list below the chart displays a row of metrics for each  version.

 Click a column to sort the list based on the column's metric. For example, if you want to sort the
list in terms of Network Request Time with the slowest version at the top of the list, click the
Network Request Time column. You can toggle the column header to switch between ascending
and descending order.

 To filter the list to see only rows for a particular version enter the version substring in the filter
field. For example, is you want to see metrics only for versions 2.x enter "2".

Export as a Report

To export the data as a report in PDF format:

1. Click the   button in the upper right corner.Export as PDF report
2. In the Export Complete field optionally edit the name of the report.
3. Click Save Report
4. Select the location to which to save the report.
5. Click  .Save

Learn More

Mobile APM Metrics

Network Requests List

How the Network Requests List is Organized
To configure the displayed columns
To filter network requests that are displayed as rows
To view summary details for a network request

More Actions Menu
Learn More

The network requests list shows all the network requests to your instrumented applications, along
with their key performance indicators.

You access the network requests list from the Network Requests tab of the mobile APM
dashboard.

How the Network Requests List is Organized

The network requests list is a table that displays the current network requests, with one row for
each request. The columns display the name of the network request, its mobile application and the
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1.  
2.  

current network request metrics. See  for descriptions of these metrics. Mobile APM Metrics

Click a column header to sort the the list based on the column's metric. For example, if you want to
sort by the slowest requests, click the Network Request Time (ms) column header. You can toggle
the column to switch between ascending and descending order.

To configure the displayed columns

Click .View Options
Clear the check boxes for the columns that you do not want to see in the table.

To filter network requests that are displayed as rows

To see only network requests that currently have load, check the FILTER With Load check box.

To see only network requests with specific names, enter a substring of the network request name
in the Filter field.

In the following example, the user has filtered out requests that do not have load and that do not
have "checkout" in the request name.
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To view summary details for a network request

Select the network request in the list.
Either click  or just double-click.View Dashboard

More Actions Menu

Use the More Actions menu to select one or more requests in the list and perform the following
actions on them.

Exclude Request(s) Use this option to direct AppDynamics to ignore the selected
request(s) and stop reporting metrics for them.
You can use the  option to see requests that have been excludedView Excluded Requests
and then you can "unexclude" them.

Rename Request Use this option to rename one selected request in the AppDynamics
console.

Delete Request(s) Use this option to remove the request(s) from the list. If AppDynamics
discovers a deleted request again it will reappear in the list. To prevent it from re-appearing
use .Exclude Request(s)

Learn More

Network Request Dashboard
Network Request Limits
Mobile APM Metrics

 

 

Network Request Dashboard

Accessing a Network Request Dashboard
To view a request dashboard

How the Network Request Dashboard is Organized
Learn More

Each network request has its own dashboard that graphically displays key performance indicators
for  the network request over the selected time range.

Accessing a Network Request Dashboard

To view a request dashboard

In the mobile APM dashboard click the  tab.Network Requests
In the network requests list, select the network request for which you want to see the
dashboard.
Either double-click the request or click .View Dashboard
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3.  

How the Network Request Dashboard is Organized

The network request dashboard displays summary key network request metrics for the time
selected in the time range dropdown menu at the top of the dashboard.

Below are trend graphs for the key performance indicators:

Key Performance Times:  Network Request Time and Total Server Time in milliseconds.
Total Server Time is also displayed only If the mobile request is correlated with a server-side
application.
Total server time is interval between the time that the server-side application receives the
network request to the time that it finishes processing the request. This metric equals the
sum of the average response times from all the business transactions on the server side
when more than one services processes the request.
This graph lets you determine, on average, how much time is spent on the network versus
how much time is spent on the server to process the user's request.
Load: Total Requests and Requests per Minute
Errors: Network Errors and HTTP Errors in total and per Minute
Related Business Transactions: If the request is correlated with an instrumented
server-side application, the dashboard lists business transactions associated with the
request below the performance metrics. 
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You can click the link to a related business transaction to see its business transaction
dashboard. See .Business Transaction Dashboard
If transaction snapshots were taken at the same time as the network request, the dashboard
lists the transaction snapshots below the business transactions. See Transaction Snapshots
.

You can hover over any data point on any of the trend graphs to see the metric for a precise point.

Learn More

Monitor Network Requests
Network Requests List
Mobile APM Metrics
Business Transaction Monitoring
Transaction Snapshots

 

Network Request Snapshots

When Network Request Snapshots are Captured
Network Request Snapshot Content
Business Transactions in Network Request Snapshots

Accessing Network Request Snapshots from Transaction Snapshots
Archiving Network Request Snapshots
Learn More

Network request snapshots capture information about an instance of a single user experience of
your application. They can help you troubleshoot the causes of poorly performing mobile
applications.

When Network Request Snapshots are Captured

The Mobile AMP Agent starts capturing snapshots when the user experience becomes slow. You
define the thresholds for slow, very slow and stalled experience. See Configure Mobile Network

.Request Thresholds

The agent also captures periodic snapshots for normal user experience at least once per minute.

Network Request Snapshot Content

A network request snapshot contains summary data about the individual request as well as any
business transactions associated with the request if correlation with an instrumented app server is
available.

http://docs.appdynamics.com/display/DocStaging33/Transaction+Snapshots
http://docs.appdynamics.com/display/PRO14S/Configure+Mobile+Network+Request+Thresholds
http://docs.appdynamics.com/display/PRO14S/Configure+Mobile+Network+Request+Thresholds
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In the Summary Data:

The User Experience can  be Normal, Slow, Very Slow, or Stalled.
The Time is when the request was received by the AppDynamics EUM Cloud collector, in
UNIX epoch time. 
The Mobile Network Request links to the network request dashboard for the network request
of which this snapshot describes an instance. See .Network Request Dashboard

Business Transactions in Network Request Snapshots

When a network request snapshot is associated with one or more business transactions on an
instrumented server, the business transaction are listed in the Business Transactions panel in the
network request snapshot. You can click the link to see the business transaction dashboard for the
associated business transaction.

If transaction snapshots for an associated business transaction were captured at the same time as
the network request snapshot, they are linked in the Transaction Snapshots panel of the network
request snapshot. If a call graph icon is displayed for a snapshot in the transaction snapshot list, a
full or partial call graph is available for that transaction snapshot,. This allows you to examine the
cause of performance problems on the server side. Click the link to see the associated transaction
snapshot.

Transaction snapshots are triggered on the server when slow or stalled business transactions are
identified, when a diagnostic session is started, or periodically based on a configured interval. In
general, slow, very slow and stalled transactions are more likely to trigger a transaction snapshot
on the server than transactions operating within normal range. For more information about when
server-side transaction snapshots are captured see Transaction Snapshots and Configure
Transaction Snapshots.

Accessing Network Request Snapshots from Transaction Snapshots

If a transaction snapshot has a correlated browser snapshot, a link appears in the top right of the
transaction snapshot flow map. Click the link to open the network request snapshot.
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Archiving Network Request Snapshots

Normally network request snapshots are purged after two weeks. You can archive a snapshot
beyond the normal snapshot lifespan to retain it for future analysis.

To archive a snapshot, click the   button in the upper right corner of the snapshot window.Archive

You can view archived snapshots by checking Archived as a view option in the network request
snapshots list.

Customers with on-premise controllers can modify the default two-week period by configuring the 
 in the Controller Settings section of the Administration console.event.retention.period

Learn More

Network Request Snapshots List
Transaction Snapshots

 

Network Request Snapshots List

How the Network Request Snapshots List is Organized
To configure the columns displayed
To filter the network request snapshots that are displayed as rows
To view a network request snapshot

Learn More

A network request snapshot captures the details of a single instance of a network request.
Examine these details to troubleshoot the causes of slow network request performance.

You access the network request snapshots list from the network request snapshots tab of the
mobile APM dashboard.

How the Network Request Snapshots List is Organized

The network request snapshots list is a table that displays a row for each network request
snapshot. The columns describe properties of each snapshot.

Click a column header to sort the the list based on the column's value. For example, if you want to
sort alphabetically by country, click the Country column header. You can toggle the column to
switch between ascending and descending order. 

The Experience column displays an icon that indicates whether the user experience was normal,
slow, very slow or stalled. These values are based on the configured network request thresholds.
See .Configure Mobile Network Request Thresholds

http://docs.appdynamics.com/display/PRO14S/Configure+Mobile+Network+Request+Thresholds
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The Error column displays a red error icon if a network error or an HTTP error occurred.

The Call Graph column displays a call graph icon if there is a transaction snapshot with a call
graph on the server side associated with this network request. This lets you drill down to the root
cause of poor performance on the server side. See  and .Transaction Snapshots Call Graphs

To configure the columns displayed

Click .View Options
Clear the check boxes for the options that you do not want to see in the table.

To filter the network request snapshots that are displayed as rows
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Click  if filters are not showing.Filters
Use the dropdown lists to specify the criteria for displaying a row.  For example, you can
specify a specific application, a specific network request, user experience, specific carriers,
etc.

To view a network request snapshot

Select the network request snapshot in the list.
Either click  or just double-click.View Network Request Snapshot

Learn More

Network Request Snapshots

 

Network Request Limits

Remove Network Requests Without Load
To delete network requests with no load

Exclude Requests that Do Not Need to be Monitored
Group Network Requests of Similar Type
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Learn More

The EUM cloud can process a maximum of 500 network requests per controller application. The
controller application is the application from which you downloaded and instrumented your mobile
applications as described in step 1 . A single AppDynamics account can support more thanhere
one controller application.

After 500 network requests have been registered, AppDynamics continues monitoring the 500
requests but does not process any additional requests.

If your usage exceeds the limit,  a message pops up in the network request list.

Note that because the limit covers all your mobile applications, if you monitor both iOS and
Android mobile applications, the list you are currently observing may not show 500 hundred
requests. For example, if you have 200 network requests to Android applications and 301 network
requests to iOS applications, you will see the warning in both lists until you take action to delete
excess requests.

You can use the following techniques to keep your usage under the 500 network request limit.

Remove Network Requests Without Load

To see which network requests have no load, in the network requests list, view the list with the
Filter With Load check box checked and then again with it unchecked. Compare the results to
identify which requests have no load.

To delete network requests with no load

In the Network Requests list, display all the network requests, with the Filter With Load
check box cleared.
Select the requests that you want to delete.
In the More Actions dropdown menu, click .Delete Request(s)

Deleting network requests does not prevent them from being re-discovered in the future if the
application later receives traffic. To prevent specific network requests from ever being discovered,
you must create exclude rules to exclude them from discovery. See See Creating Mobile Exclude

.Rules

Exclude Requests that Do Not Need to be Monitored

The agent is probably detecting network requests that are not interesting for you to monitor. You
can create exclude rules to prevent the agent from monitoring uninteresting network requests. See

.Creating Mobile Exclude Rules

After you have created exclude rules to reduce the number of network requests detected, delete
the network requests for those that you have excluded, following the procedure described in To

.delete network requests with no load

http://docs.appdynamics.com/display/PRO14S/Instrument+a+Mobile+Application#InstrumentaMobileApplication-Toaccesstheinstrumentationwindow
http://docs.appdynamics.com/display/PRO14S/Configure+Mobile+Network+Request+Naming#ConfigureMobileNetworkRequestNaming-CreatingMobileExcludeRules
http://docs.appdynamics.com/display/PRO14S/Configure+Mobile+Network+Request+Naming#ConfigureMobileNetworkRequestNaming-CreatingMobileExcludeRules
http://docs.appdynamics.com/display/PRO14S/Configure+Mobile+Network+Request+Naming#ConfigureMobileNetworkRequestNaming-CreatingMobileExcludeRules
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Group Network Requests of Similar Type

Review the default network request naming rule described in Configure Mobile Network Request
. It is possible that the default rule is generating many more network requests than areNaming

desirable.

For example, perhaps your application loads images dynamically and stores them on your server
with URLs like "http://myapp.com/image/image1234.jpg". This would cause a separate network
request to be generated for each image, which is probably not what you want. You could create a
custom naming rule to group all the image URLs as a single network request. See Creating Mobile

.Custom Naming Rules

After you have created custom rules to reduce the number of network requests detected,
unregister the network requests for those are now covered by the custom rule, following the
procedure described in .Remove Network Requests Without Load

Learn More

Configure Mobile Network Request Naming

Monitor Crashes

The crash dashboards display summary information about crashes.

A crash snapshot is a detailed report on a particular crash including the code that was executing
when the application crashed. Crash snapshots help you understand the causes of crashes.

 

Crash Dashboard

Crashes vs Requests
Total Crashes
Crashes by Mobile Application
Crashes by Mobile Application Version

http://docs.appdynamics.com/display/PRO14S/Configure+Mobile+Network+Request+Naming
http://docs.appdynamics.com/display/PRO14S/Configure+Mobile+Network+Request+Naming
http://docs.appdynamics.com/display/PRO14S/Configure+Mobile+Network+Request+Naming#ConfigureMobileNetworkRequestNaming-CreatingMobileCustomNamingRules
http://docs.appdynamics.com/display/PRO14S/Configure+Mobile+Network+Request+Naming#ConfigureMobileNetworkRequestNaming-CreatingMobileCustomNamingRules
http://docs.appdynamics.com/display/PRO14S/Configure+Mobile+Network+Request+Naming
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Crashes by Operating System Version
Crashes by Device or Manufacturer Name
Crashes by Carrier
Crashes by Connection Type

The crash dashboard graphs aggregate mobile application crash data over time.

You monitor crashes from the Crashes tab of the mobile APM dashboard.

Crashes vs Requests

The Crashes vs Requests graph shows how the number of crashes correlates with the number of
network requests over the selected time range. The solid line represents the average aggregated
number of crashes.

Crashes are also categorized by criteria: device, carrier, connection type and so on. You can
check or clear the criteria in the key to display more or fewer criteria. This graph shows which
types of applications are crashing more often or less often than average.

Typically as the load increases the number of crashes also increases. Criteria that are clustered
near the average line are within normal range. Criteria above the line (Mobile App Version 1.0 in
the example) indicate the types of applications that are crashing more often than would be
expected for the load. Criteria below the line ((Mobile App Version 1.1 in the example) indicate
types of applications that are crashing less often than would be expected for the load. Applications
that are crashing significantly more often than average merit further examination.

For example, if applications running on a particular carrier are clustering above the line:

Scroll down to the Crashes by Carrier section of the dashboard to see if a significant
percentage of your total crashes are attributable to that carrier and note the times that those
crashes are occurring.
Then examine individual crash snapshots filtered for that carrier to determine the root cause
of those crashes.

Total Crashes

This line graph shows total crashes over the selected time period.
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Crashes by Mobile Application

These graphs are visible only when you access the dashboard from the platform level.

The pie chart shows the percentage breakdown of crashes by application.

The line graph shows crashes by application over time.

Crashes by Mobile Application Version

These graphs are visible only when you access the dashboard from the application level level.

The pie chart shows the percentage breakdown of crashes by application version.

The line graph shows crashes by application version over time.

Crashes by Operating System Version

The pie chart shows the percentage breakdown of crashes by the version of the operating system
running on the device.

The line graph shows crashes by operating system over time.

Crashes by Device or Manufacturer Name

The pie chart shows the percentage breakdown of crashes by the type of device (iOS) or
manufacturer (Android).

The line graph shows crashes by device/manufacturer over time.

Crashes by Carrier

The pie chart shows the percentage breakdown of crashes by mobile carrier.

The line graph shows crashes by carrier over time.

Crashes by Connection Type

The pie chart shows the percentage breakdown of crashes by connection type.

The line graph shows crashes by connection type over time.
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Crash Snapshots List

How the Crash Snapshots List is Organized
To configure the displayed columns
To filter the crashes that are displayed as rows
To view a crash snapshot
To archive a crash snapshot

Learn More

When an instrumented application crashes, a crash snapshot is created. The snapshot provides
information to help you analyze the cause of the crash, including:

crashed function
source file containing the crashed function
line number in the source file, if available
stack trace of the application at the time of the crash

For iOS applications, crash snapshots are based on:

fatal signals (SIGSEGV, etc)
unhandled Objective-C exceptions

For Android applications, crash snapshots are based on:

UI thread hangs (cases where the "Application not responding" error message appears)
unhandled Java exceptions

You monitor crashes from the Crash Snapshots subtab of the Crashes tab in the mobile APM
dashboard. Click  to see the list of crash snapshots for the selected time range.Crash Snapshots

How the Crash Snapshots List is Organized

The crash snapshots list is a table that displays the current crash snapshots, with one row for each
snapshot. The columns represent the crash snapshot properties. See  fCrash Snapshot Properties
or descriptions of these properties.

Click a column header to sort the list based on the column's metric. For example, if you want to
sort alphabetically by connection type, click the Connection Type column header. You can toggle
the column to switch between ascending and descending order.

To configure the displayed columns

Click .View Options
Clear the check boxes for the options that you do not want to see in the table.
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To filter the crashes that are displayed as rows

Click  if filters are not showing.Filters
Use the dropdown lists to specify the criteria for displaying a row.  For example, you can
specify a specific application, or specific carriers or specific exceptions.
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To view a crash snapshot

Select the crash snapshot in the list.
Either click  or just double-click.View Crash Details

To archive a crash snapshot

Select the crash snapshot in the list.
Click .Archive

For more information see .Archiving Crash Snapshots

Learn More

Crash Dashboard
Crash Snapshots
Crash Snapshot Properties
Get Human-Readable Crash Snapshots
Instrument a Mobile Application

 

 

Crash Snapshots

Content of Crash Snapshots
Archiving Crash Snapshots
Learn More

AppDynamics captures a crash snapshot when an instrumented mobile application crashes.

http://docs.appdynamics.com/display/PRO14S/Crash+Snapshots#CrashSnapshots-ArchivingCrashSnapshots
http://docs.appdynamics.com/display/PRO14S/Instrument+a+Mobile+Application
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Content of Crash Snapshots

The left side of the snapshot displays the key properties of the snapshot, such as the application
that crashed, the time of the crash, the exception thrown when the application crashed, function in
which the application crashed, the file containing the crashed function, the in number on which the
application crashed. Sometimes not all of this information is available.

The right side of the snapshot displays the call stack of the crashed application, showing the
thread in which the crash occurred.

If the information in the stack trace is cryptic, it is possible that source code for your iOS app was
not symbolicated or the source code for your Android app was obfuscated. See Get

 for information about why this happens and what you can doHuman-Readable Crash Snapshots
about it.

Click  to copy the stack trace in a file that you can forward to developers.Download

Archiving Crash Snapshots

Normally crash snapshots are purged after two weeks. You can archive a snapshot beyond the
normal snapshot lifespan to retain it for future analysis.

To archive a snapshot, click the   button in the upper right corner of the snapshot window.Archive

You can also archive s crash snapshot from the crash snapshots list.

You can view archived snapshots by checking Archived as a view option in the crash snapshots
list.
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Customers with on-premise controllers can modify the default two-week period by configuring the
events.retention.period in the Controller Settings section of the Administration console.

Learn More

Crash Snapshots List
Crash Snapshot Properties
Get Human-Readable Crash Snapshots

 

 

Crash Snapshot Properties

These is the list of crash snapshot properties. They appear in the crash snapshot list and the crash
snapshots themselves.

Mobile App Name: application bundle ID (iOS) or package name (Android) for the
application that crashed

Mobile App Version: the version string of the crashed application

App Crash Time: timestamp when the crash occurred, based on the mobile device's clock

Model: model or manufacturer name of the mobile device on which the crash occurred

Os Version: operating system version of the mobile device on which the crash occurred

Country: country that the mobile device was located in when the crash snapshot  was
generated (not necessarily when the crash occurred)

Carrier: name of the mobile carrier

Connection Type: active connection type at the time of the crash,  if known

Crash Id: unique identifier for the crash snapshot

Exception: name of the fatal signal (iOS) or uncaught exception (Android) associated with
the crash

Crashed Function: name of the topmost function on the crashed thread's callstack. If this
function is an Objective-C method, this name includes the class name. For Android, this
name is the fully qualified name of the topmost method on the uncaught exception's stack
trace.

Crashed File/Line: Name of the source file containing the crashed function and line
number, if available

Symbolicated: iOS only. True if this crash report has been matched with a dSym file and
symbolicated; false otherwise.
The application must have been compiled with the Debugging Information Format set to
"DWARF with dSYM File" for a crash report to exist. See   and Uploading the dSYM File Get

.Human-Readable Crash Snapshots

Deobfuscated: Android only: True if this crash report has been matched with a ProGuard
mapping file and deobfuscated; false otherwise.

http://docs.appdynamics.com/display/PRO14S/Instrument+an+iOS+Application#InstrumentaniOSApplication-UploadingthedSYMFile
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See   and . AUploading the ProGuard Mapping File Get Human-Readable Crash Snapshots
false value for this property does necessarily indicate that the crash report will not be
human-readable since it is possible that the application in question was not obfuscated.

Get Human-Readable Crash Snapshots

iOS dSYM File
ProGuard Mapping File for Android
Learn More

To see stack traces in your crash snapshots that show you clearly where in the code execution
your application crashed, you need to upload certain files. Normally you upload the files at the time
that you instrument your mobile application.

For iOS see . For Android see .Uploading the dSYM File Uploading the ProGuard Mapping File

This topic explains the advantages of providing these files.

 

iOS dSYM File

For iOS applications, the raw data in the stack traces in crash snapshots consists of memory
addresses of stack frames that point to executable application code. It also includes symbols and
memory offsets for the system library code used by the application. Such a partially symbolicated
stack trace looks something like this:

AppDynamics attempts to display stack traces with the names of functions with offsets into those
functions to help you identify the line of code that was executing when the application crashed. To
get the symbols that map to the executable code, it needs the dSYM (desymbolication) file for the
crashed application.

If the dSYM file for the crashed application has been uploaded, the symbolicated stack trace show
the function name and the offset into the function where the app crashed. It looks something like
this:

http://docs.appdynamics.com/display/PRO14S/Instrument+an+Android+Application#InstrumentanAndroidApplication-UploadingtheProGuardMappingFile
http://docs.appdynamics.com/display/PRO14S/Instrument+an+iOS+Application#InstrumentaniOSApplication-UploadingthedSYMFile
http://docs.appdynamics.com/display/PRO14S/Instrument+an+Android+Application#InstrumentanAndroidApplication-UploadingtheProGuardMappingFile
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The dSYM file is created when the application source code is compiled with the Debugging
Information Format set to "DWARF with dSYM file". AppDynamics recommends that you build all
the iOS apps that you want to monitor using this option and then upload the dSYM file to
AppDynamics. The best time to do this is when you instrument the app.

If a dSYM has been uploaded for a crashed application, in the crash list the Symbolicated column
for the associated crash snapshot is true.

If the symbolicated property is false and you want to see user-friendly stack traces in your crash
snapshots for this application, you need to locate and upload the dSYM file for the crashed
application.

ProGuard Mapping File for Android

If an Android app was not obfuscated to prevent reverse engineering, you should see
human-readable stack traces in your crash snapshots by default.

However, if the code was obfuscated, AppDynamics needs the ProGuard mapping file to be able
to deobfuscate the app. The best procedure is to upload this file at the time you build the app.

If a ProGuard mapping file has been uploaded for a crashed application, in the crash list the
Deobfuscated column for the crash snapshot is true.

If the obfuscated property is false and the stack traces you see in the crash snapshots are
obfuscated, you need to locate and upload the mapping file for the application.

Learn More

 Crash Snapshots List
 Crash Snapshots
Uploading the dSYM File
Uploading the ProGuard Mapping File

Troubleshoot Mobile Applications

Troubleshoot Slow Network Requests from Mobile Applications

Identifying the Slowest Network Requests
To identify slow network requests

Finding Causes of Slow Network Requests
To investigate details of the slowest individual requests

Learn More

Identifying the Slowest Network Requests

http://docs.appdynamics.com/display/PRO14S/Instrument+an+iOS+Application#InstrumentaniOSApplication-UploadingthedSYMFile
http://docs.appdynamics.com/display/PRO14S/Instrument+an+Android+Application#InstrumentanAndroidApplication-UploadingtheProGuardMappingFile
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First identify which network requests are the slowest.

To identify slow network requests

In the left navigation pane click either   for iOS applications or End User Experience->iOS E
 for Android applications.nd User Experience->Android

The Mobile APM dashboard opens. 
Click the Network Requests tab.
Click the top of the Network Request Time (ms) column,  then toggle it to sort the network
requests with the slowest ones at the top.
Skip over network requests that you expect to run for a long time or that have very little load
(low Requests per Minute).
Select and double-click one of the slow network requests that you want to investigate.
In the network request dashboard, view the Key Performance Times at the top of the
Network Request Dashboard.
If the graph shows that most of the time to service the request was server time, scroll down
to the Related Business Transactions section to investigate related business transactions on
the server side.
If most of the time is in the network, the request or response body may be too large and is

 might be slow.taking a while to transmit. Or the data connection

Finding Causes of Slow Network Requests

After you have identified a slow network request that you want to troubleshoot, investigate some
individual instances of that network request using network request snapshots.

To investigate details of the slowest individual requests

Still in the the Mobile APM dashboard, click the Network Request Snapshots tab.
The Network Request Snapshots List opens.
Click .Filters
In the Network Request Names dropdown list under Network in the Filters panel, check the
check box for the network request that you identified in ,To identify slow network requests
then click .Search
This restricts the list to snapshots for that network request only.
Click  again to close the filters panel.Filters
In the list, click the top of the Network Request Time (ms) column, then toggle it to sort the
network request snapshots with the slowest requests at the top.
Select and double-click one of the slow network requests.
The network request snapshot displays the details of the slow request.
Scroll down to see if transaction snapshots associated with this network request snapshot
are available on the server side.
If transaction snapshots are available and if most of the time for this network request is
spent on the server, click on some of the related transaction snapshots to drill down into
causes of slow performance on the server. See .Transaction Snapshots

Learn More

Monitor Network Requests
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Troubleshoot Mobile Application Crashes

Identifying Criteria of Applications that Crash Most Often
To identify criteria of applications that crash

Finding Causes of Crashes
To find root cause of individual crashes

Learn More

Use crash dashboards and crash snapshots to troubleshoot mobile application crashes.

Identifying Criteria of Applications that Crash Most Often

Sometimes most of your crashes share one or more criteria. In other words, your application
crashes more often on certain devices or operating systems or carriers or connections.

To identify criteria of applications that crash

In the left navigation pane click either  for iOS applications or End User Experience->iOS E
 for Android applications.nd User Experience->Android

The Mobile APM dashboard opens.
Click the Crashes tab.
Click the Dashboard subtab if it is not already selected.
In the Crashes vs Requests graph, identify values that are significantly above the Average
line. For example, if a device name is above the line, that type of device is experiencing
more crashes than would be expected for the current load.
Scroll down to the section for the criteria that seem to be experiencing more crashes.
In the line graph, note the times that crashes spike. You can hover over a point on the graph
to see the exact number of crashes at that time.

Note the criteria (in this example the IPad 2 WIFI device) and the time that most crashes
seem to occur.

Finding Causes of Crashes

After you have identified which applications are causing most of your crashes and approximately
when most crashes occur, you can examine a few of those individual crashes to identify the cause.

To find root cause of individual crashes

In the Crashes tab of Mobile APM Dashboard, click the Crash Snapshots subtab.
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Click .Filters
Check the check box for the criteria of apps experiencing the most crashes that you
identified in .Identifying Criteria of Applications that Crash Most Often
This filters the crash snapshots list to display only snapshots of crashed applications
meeting those criteria.

In the crash snapshots list, select and double-click a snapshot that occurred around the time
that most crashes occurred. In the stack trace of the crash snapshot, note the thread and
function in which the crash occurred. For some crashes the crashed line number is also
available.
Optional: Click  to get a text version of the stack trace to send to your applicationDownload
development team.

Learn More

Crash Dashboard
Crash Snapshots List
Crash Snapshots

 

Administer Mobile Applications

After a mobile application has been instrumented and starts reporting metrics to the controller, it is
registered with the controller. Registered applications are listed in the Registered Mobile Apps
panel of the  subtab under the End User Experience instrumentation tab.Mobile Apps

http://docs.appdynamics.com/download/attachments/20186142/MobileRegistered.png?version=2&modificationDate=1394151310000&api=v2
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You can rename a mobile application or remove it from the list of registered applications.

 

Mobile APM Metrics
Mobile Metrics Defined

Network Request Metrics
HTTP Errors
Network Errors
Calls to Instrumented Application Servers

Crash Metrics

AppDynamics reports key mobile metrics on the mobile geo, network request and crash
dashboards, on the network requests and crash dashboards, and in the Metric Browser.

In the Metric Browser, mobile metrics are aggregated in the Mobile tree by agent (iOS and
Android), application, carrier, connection type, device, geographic location, operating system
version, and application version.

Mobile Metrics Defined

For the time metrics, average is calculated by the arithmetic mean.

Network Request Metrics

Network request metrics are reported for each platform and for each instrumented mobile
application.

Network Request Time: average interval in milliseconds between the time that a mobile
application initiates a request by calling the system API and the time that the system returns
the response to the application

Network Requests per minute: average number of network requests per minute; for all
requests to the app over HTTP.

Total Requests: derived by adding all the networks requests per minute over the selected
time range.
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HTTP Errors

An HTTP error occurs when the HTTP request and response are sent and received successfully,
but the response status code indicates that an error occurred. These errors suggest that the
network is working correctly but there is a problem on the client side (4xx status codes) or the
server side (5xx status codes) that prevented normal handling of the request.

HTTP Errors per minute: average errors per minute for errors that return an HTTP
response code between 400 and 599

HTTP Errors (total): total number of errors that return an HTTP response code between
400 and 599 over the selected time range

Network Errors

A network error is any occurrence that prevents the HTTP request from being sent or the HTTP
response from being received successfully. Typical causes of network errors include:

Host cannot be resolved.
Host refused connection.
Connection timed out.
Device is offline.
General connectivity problems.

Network Errors per minute: average network errors per minute

Network Errors (total): total number of network errors over the selected time range

Calls to Instrumented Application Servers

Application Server Calls per Minute: average call rate from the mobile application to
instrumented application servers for network requests correlated with server-side business
transactions
Application Server Time: average response time from the mobile application to
instrumented application servers for network requests correlated with business transactions
server-side business transactions

Crash Metrics

Total Number of Crashes

App Crashes per Minute

 

Add Metrics with a Monitoring Extension
About Custom Metrics
Type of Monitoring Extensions

About Custom Metrics

You can supplement the existing metrics in the AppDynamics Controller UI with your own custom
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metrics. Like built-in metrics, your custom metrics are subject to the following AppDynamics
features:  

automatic baselines and anomaly detection 
availability for display on custom dashboards
availability for use in policies
visibility of all metrics in the Metric Browser, where you can display external metrics along
with AppDynamics metrics on the same graph

To create custom metrics, you create a monitoring extension. In your extension, you define the
name and path of your metric (where it appears in the metric browser tree), what type of metric it is
(sum, average, and so on), and how the data for the metric should be rolled up as it ages.

A custom metric can be common across nodes or associated with a specific tier. When you create
a metric, you specify the path in which it will appear in the metric tree. To make a common custom
metric, use the root tree path Custom Metrics in your metric declaration. To make a tier-specific
metric, specify the metric path associated with that component. For details, see the topics on
creating Java or Script-based custom metrics listed below.   

Type of Monitoring Extensions

You can implement custom metrics using the following mechanisms.  

Using a script: You can write a shell script (LINUX) or batch file (Windows) to report custom
metrics every minute to the Standalone Machine Agent. The Standalone Machine Agent
passes these metrics on to the Controller. 
For more information, see  . Build a Monitoring Extension Using Scripts
Using Java: Your custom metrics may be too complicated to collect using a script. For
example, you may need to perform complex calculations or call a third party API to get the
metrics. In this case you can extend the JavaServersMonitor class to collect the metrics and
report them to the Standalone Machine Agent. Your Java program extends the
JavaServersMonitor class to provide your custom functionality. 
See  .Build a Monitoring Extension Using Java
Using HTTP: If you enable the agent HTTP listener, you can post HTTP requests to the
Standalone Machine Agent to send it custom metrics every minute. This is done by starting
the Standalone Machine Agent with a Jetty HTTP listener. 
See   for information on starting the HTTP listenerStandalone Machine Agent HTTP Listener
and sending it metrics.
Using Performance Counters in a .NET environment: You can add additional
performance counters to the standard hardware metrics reported by the embedded .NET
Embedded Machine Agent by configuring the <perf-counters> element in the .NET
Embedded Machine Agent's application.config file. 
See  .Enable Monitoring for Windows Performance Counters

Build a Monitoring Extension Using Java

Machine Agent Required
Before You Begin
Process for Creating a Monitoring Extension in Java
Your Monitoring Extension Class

Metric Path

http://docs.appdynamics.com/display/PRO14S/Enable+Monitoring+for+Windows+Performance+Counters
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1.  
2.  

Metric Name
Metric Processing

Aggregation
Time Roll Up
Cluster Roll Up

Sample Monitoring Extension Class
The monitor.xml File

Sample monitor.xml Files
Using Your Monitoring Extension as a Task in a Workflow

A Java monitoring extension enables the AppDynamics Machine Agent to collect custom metrics,
which you define and provide, and to report them to the Controller. This is an alternative to adding
monitoring extensions using scripts.

When you capture custom metrics with a monitoring extension, they are supported by the same
AppDynamics services that you get for the standard metrics captured with the AppDynamics
application and machine agents. These services include automatic baselining, anomaly detection,
display in the Metric Browser, availability for display on custom dashboards and availability for use
in policies to trigger alerts and other actions.

This topic describes the procedure for creating a monitoring extension in Java.

Machine Agent Required

A monitoring extension requires a standalone Machine Agent installed on the machine that hosts
the application that you want to monitor.

If you do not know whether you have a Machine Agent installed:

In the upper right corner of AppDynamics console, click .Setup
Click AppDynamics Agents.

The list of agents appears with the Machine Agents below the app agents. You can get summary
information about the machine and the application associated with each machine agent.

If you do not already have a Machine Agent installed, install one. See Install the Standalone
.Machine Agent

To the Machine Agent, a monitoring extension is a task that runs on a fixed schedule and collects
metrics. The task can be either AJavaTask, which executes a task within the machine agent
process, or AForkedJavaTask, which executes a task in its own separate process.

Before You Begin

Before creating your own extension from scratch, look at the extensions that have been created
and shared among members of the AppDynamics community. The extensions are described and
their source is available for free download at:

https://github.com/Appdynamics/

New extensions are constantly being added. It is possible that someone has already created
exactly what you need or something close enough that you can download it and use it after making
a few simple modifications.

http://docs.appdynamics.com/display/PRO14S/Install+the+Standalone+Machine+Agent
http://docs.appdynamics.com/display/PRO14S/Install+the+Standalone+Machine+Agent
https://github.com/Appdynamics/
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Process for Creating a Monitoring Extension in Java

To create a monitoring extension in Java:

Create your extension class. See . Your Monitoring Extension Class
Create a monitor.xml configuration file. See The monitor.xml File.
Create a zip file containing these two files plus any dependent jar files.
Create a subdirectory (<your_extension_dir>) in your AppDynamics Machine Agent directory
under Machine Agent/monitors.
Unzip the zip file into Machine Agent/monitors/<your_extension_dir>.
Restart the Machine Agent.

Your Monitoring Extension Class

Create a monitoring extension class by extending the AManagedMonitor class in the
com.singularity.ee.agent.systemagent.api package.

You will also need the following helper classes in the same package:

com.singularity.ee.agent.systemagent.api.MetricWriter:
com.singularity.ee.agent.systemagent.api.TaskExecutionContext;
com.singularity.ee.agent.systemagent.api.TaskOutput;
com.singularity.ee.agent.systemagent.api.exception.TaskExecutionException

The Javadoc for these APIs is available at:

https://rawgithub.com/Appdynamics/java-sdk/master/machine-agent-api/MachineAgentAPIJavado
cs/index.html

Your monitor extension class performs these tasks:

Populates a hash map with the values of the metrics that you want to add to AppDynamics.
How you obtain these metrics is specific to your environment and to the source from which
you derive your custom metrics.
Describes the metrics using the MetricWriter class.
Uploads the metrics to the Controller using the execute() method of the TaskOutput class.

Metric Path

All custom metrics processed by the Machine Agent appear in the Application Infrastructure
Performance tree in the metric hierarchy.

Within the Application Infrastructure Performance tree you specify the metric path, which is the
position of the metric in the metric hierarchy, using the "|" character. The first step in the metric
path must be "Custom Metrics."

For example:

Custom Metrics|WebServer|
Custom Metrics|WebServer|XXX|, CustomMetrics|WebServer|YYY|

If the metrics apply to a specific tier, use the metric path for the tier, with "Component" followed by

https://rawgithub.com/Appdynamics/java-sdk/master/machine-agent-api/MachineAgentAPIJavadocs/index.html
https://rawgithub.com/Appdynamics/java-sdk/master/machine-agent-api/MachineAgentAPIJavadocs/index.html
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a colon ":"  and the tier ID. The metric will appear under the specified tier in the metric path. For
example:

Server|Component:18|
Server|Component:18|CustomMetric|Path|

To discover the component ID of a tier, select the tier from the Controller UI application tree. The
component ID appears in the URL of the browser.

 

You can insert a custom metric alongside an existing type of metric. For example, the following
declaration causes the custom metric named pool usage to appear alongside the JMX metrics:

name=Server|Component:18|JMX|Pool|First|pool usage,value="$pool_value

The metric can then be used in health rules as would other types of JMX metrics. 

Metric Name

Metric names must be unique within the same metric path but need not be unique for the entire
metric hierarchy.

It is a good idea to use short metric names so that they will be visible when they are displayed in
the Metric Browser.

Prepend the metric path to the metric name when you upload the metrics to the Controller.

Metric Processing

The Controller has various qualifiers for how it processes a metric with regard to aggregation, time
rollup and tier rollup. You specify these options with the enumerated types provided by the
MetricWriter class. These types are defined below.

Aggregation

You can test the appearance of your custom metric in the Controller API by posting the
metric data to the machine agent's REST API. Pass the path, name type and values of the
metric as URL arguments. See  for moreStandalone Machine Agent HTTP Listener
information.
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The aggregator qualifier specifies how the values reported during a one-minute period are
aggregated.

Aggregator Type Description

METRIC_AGGREGATION_TYPE_AVERAGE Average of all reported values in the minute.
The default operation.

METRIC_AGGREGATION_TYPE_SUM Sum of all reported values in the minute. This
operation causes the metric to behave like a
counter.

METRIC_AGGREGATION_TYPE_OBSERVA
TION

Last reported value in the minute. If no value is
reported in that minute, the value from the last
time it was reported is used.

Time Roll Up

The time-rollup qualifier specifies how the Controller rolls up the values when it converts from
one-minute granularity tables to 10-minute granularity and 60-minute granularity tables over time.

Roll up Strategy Description

METRIC_TIME_ROLLUP_TYPE_AVERAGE Average of all one-minute data points when
adding it to the 10-minute or 60-minute
granularity table.

METRIC_TIME_ROLLUP_TYPE_SUM Sum of all one-minute data points when
adding it to the 10-minute or 60-minute
granularity table.

METRIC_TIME_ROLLUP_TYPE_CURRENT Last reported one-minute data point in that
10-minute or 60-minute interval.

Cluster Roll Up

The cluster-rollup qualifier specifies how the controller aggregates metric values in a tier.

Roll up Strategy Description

METRIC_CLUSTER_ROLLUP_TYPE_INDIVI
DUAL

Aggregates the metric value by averaging the
metric values across each node in the tier.

METRIC_CLUSTER_ROLLUP_TYPE_COLLE
CTIVE

Aggregates the metric value by adding up the
metric values for all the nodes in the tier.

For example, if a tier has two nodes, Node A and Node B, and Node A has 3 errors per minute
and Node B has 7 errors per minute, the INDIVIDUAL qualifier reports a value of 5 errors per
minute and COLLECTIVE qualifier reports 10 errors per minute. INDIVIDUAL is appropriate for
metrics such as % CPU Busy where you want the value for each node. COLLECTIVE is
appropriate for metrics such as Number of Calls where you want a value for the entire tier.

Sample Monitoring Extension Class
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The NGinXMonitor class gets the following metrics from the Nginx Web Server and adds them to
the metrics reported by AppDynamics:

Active Connections: number of active connections
Accepts: number of accepted requests
Handled: number of handled requests
Requests: total number of requests
Reading: number of reads
Writing: number of writes
Waiting: number of keep-alive connections

Here is the source for the extension class.

package com.appdynamics.monitors.nginx;

import java.io.BufferedReader;
import java.io.IOException;
import java.io.StringReader;
import java.util.HashMap;
import java.util.Map;
import java.util.regex.Matcher;
import java.util.regex.Pattern;

import org.apache.log4j.Logger;

import com.singularity.ee.agent.systemagent.api.AManagedMonitor;
import com.singularity.ee.agent.systemagent.api.MetricWriter;
import com.singularity.ee.agent.systemagent.api.TaskExecutionContext;
import com.singularity.ee.agent.systemagent.api.TaskOutput;
import
com.singularity.ee.agent.systemagent.api.exception.TaskExecutionExce
ption;
import com.singularity.ee.util.httpclient.HttpClientWrapper;
import com.singularity.ee.util.httpclient.HttpExecutionRequest;
import com.singularity.ee.util.httpclient.HttpExecutionResponse;
import com.singularity.ee.util.httpclient.HttpOperation;
import com.singularity.ee.util.httpclient.IHttpClientWrapper;
import com.singularity.ee.util.log4j.Log4JLogger;

/**
 * NGinXStatusMonitor is a class that provides metrics on NGinX
server by using the
 * NGinX status stub.
 */
public class NGinXMonitor extends AManagedMonitor
{
 /**
  ** The metric prefix indicates the metric's position in the
AppDynamics metric hierarchy.
  ** It is prepended to the metric name when the metric is uploaded
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to the Controller.
  ** These metrics can be found in the AppDynamics metric hierarchy
under
  ** Application Infrastructure Performance|{@literal <}Node{@literal
>}|Custom  Metrics|WebServer|NGinX|Status
  */
 private final static String metricPrefix = "Custom
Metrics|WebServer|NGinX|Status|";

        /* Needed to connect to the Controller. Some environments may
also require credentials. */
 protected volatile String host;
 protected volatile String port;
 protected volatile String location;

        /* Hash map to store metric values obtained from the source,
in this example the NGinX server. */
 private Map<String,String> resultMap = new HashMap<String,String>();

 protected final Logger logger =
Logger.getLogger(this.getClass().getName());

 /**
  ** Main execution method that uploads the metrics to the
AppDynamics Controller.
  ** @see
com.singularity.ee.agent.systemagent.api.ITask#execute(java.util.Map,
com.singularity.ee.agent.systemagent.api.TaskExecutionContext)
  */
 public TaskOutput execute(Map<String, String> arg0,
TaskExecutionContext arg1)
   throws TaskExecutionException
 {
  try
  {
   host = arg0.get("host");
   port = arg0.get("port");
   location = arg0.get("location");

                        /* Gets the values for the metrics and
populates the resultsMap. */
   populate();

                        /* Outputs the metrics: metric name, value
and processing qualifiers. */
   printMetric("Activity|up", 1,
    MetricWriter.METRIC_AGGREGATION_TYPE_OBSERVATION,
    MetricWriter.METRIC_TIME_ROLLUP_TYPE_SUM,
    MetricWriter.METRIC_CLUSTER_ROLLUP_TYPE_COLLECTIVE);
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   printMetric("Activity|Active Connections",
resultMap.get("ACTIVE_CONNECTIONS"),
    MetricWriter.METRIC_AGGREGATION_TYPE_OBSERVATION,
    MetricWriter.METRIC_TIME_ROLLUP_TYPE_CURRENT,
    MetricWriter.METRIC_CLUSTER_ROLLUP_TYPE_INDIVIDUAL
   );

   printMetric("Activity|Server|Accepts",
resultMap.get("SERVER_ACCEPTS"),
    MetricWriter.METRIC_AGGREGATION_TYPE_OBSERVATION,
    MetricWriter.METRIC_TIME_ROLLUP_TYPE_AVERAGE,
    MetricWriter.METRIC_CLUSTER_ROLLUP_TYPE_COLLECTIVE
   );

   printMetric("Activity|Server|Handled",
resultMap.get("SERVER_HANDLED"),
    MetricWriter.METRIC_AGGREGATION_TYPE_OBSERVATION,
    MetricWriter.METRIC_TIME_ROLLUP_TYPE_AVERAGE,
    MetricWriter.METRIC_CLUSTER_ROLLUP_TYPE_COLLECTIVE
   );

   printMetric("Activity|Server|Requests",
resultMap.get("SERVER_REQUESTS"),
    MetricWriter.METRIC_AGGREGATION_TYPE_OBSERVATION,
    MetricWriter.METRIC_TIME_ROLLUP_TYPE_AVERAGE,
    MetricWriter.METRIC_CLUSTER_ROLLUP_TYPE_COLLECTIVE
   );

   printMetric("Activity|Reading", resultMap.get("READING"),
    MetricWriter.METRIC_AGGREGATION_TYPE_OBSERVATION,
    MetricWriter.METRIC_TIME_ROLLUP_TYPE_AVERAGE,
    MetricWriter.METRIC_CLUSTER_ROLLUP_TYPE_COLLECTIVE
   );

   printMetric("Activity|Writing", resultMap.get("WRITING"),
    MetricWriter.METRIC_AGGREGATION_TYPE_OBSERVATION,
    MetricWriter.METRIC_TIME_ROLLUP_TYPE_AVERAGE,
    MetricWriter.METRIC_CLUSTER_ROLLUP_TYPE_COLLECTIVE
   );

   printMetric("Activity|Waiting", resultMap.get("WAITING"),
    MetricWriter.METRIC_AGGREGATION_TYPE_OBSERVATION,
    MetricWriter.METRIC_TIME_ROLLUP_TYPE_AVERAGE,
    MetricWriter.METRIC_CLUSTER_ROLLUP_TYPE_COLLECTIVE
   );
   /* Upload the metrics to the Controller. */
   return new TaskOutput("NGinX Metric Upload Complete");
  }
  catch (Exception e)
  {
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   return new TaskOutput("Error: " + e);
  }
 }

 /**
  * Fetches Statistics from NGinX Server
  * @throws InstantiationException
  * @throws IllegalAccessException
  * @throws ClassNotFoundException
  * @throws IOException
  */
 protected void populate() throws InstantiationException,
   IllegalAccessException, ClassNotFoundException, IOException
 {
  IHttpClientWrapper httpClient = HttpClientWrapper.getInstance();

  HttpExecutionRequest request = new
HttpExecutionRequest(getConnectionURL(), "", HttpOperation.GET);
  HttpExecutionResponse response =
httpClient.executeHttpOperation(request, new Log4JLogger(logger));

  Pattern numPattern = Pattern.compile("\\d+");
  Matcher numMatcher;

  BufferedReader reader = new BufferedReader(new
StringReader(response.getResponseBody()));
  String line, whiteSpaceRegex = "\\s";

  while ((line=reader.readLine()) != null)
  {
   if (line.matches("Active connections"))
   {
    numMatcher = numPattern.matcher(line);
    numMatcher.find();
    resultMap.put("ACTIVE_CONNECTIONS", numMatcher.group());
   }
   else if (line.matches("server"))
   {
    line = reader.readLine();

    String[] results = line.trim().split(whiteSpaceRegex);

    resultMap.put("SERVER_ACCEPTS", results[0]);
    resultMap.put("SERVER_HANDLED", results[1]);
    resultMap.put("SERVER_REQUESTS", results[2]);
   }
   else if (line.contains("Reading"))
   {
    String[] results = line.trim().split(whiteSpaceRegex);
    resultMap.put("READING", results[1]);
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    resultMap.put("WRITING", results[3]);
    resultMap.put("WAITING", results[5]);
   }
  }
 }

 /**
  * Returns the metric to the AppDynamics Controller.
  * @param  metricName  Name of the Metric
  * @param  metricValue  Value of the Metric
  * @param  aggregation  Average OR Observation OR Sum
  * @param  timeRollup  Average OR Current OR Sum
  * @param  cluster   Collective OR Individual
  *
  * Overrides the Metric Writer class printMetric() by building the
string that provides all the fields needed to
  * process the metric.
  */
 public void printMetric(String metricName, Object metricValue,
String aggregation, String timeRollup, String cluster)
 {
  MetricWriter metricWriter = getMetricWriter(getMetricPrefix() +
metricName,
   aggregation,
   timeRollup,
   cluster
  );

  metricWriter.printMetric(String.valueOf(metricValue));
 }

 protected String getConnectionURL()
 {
  return "http://" + host + ":" + port + "/" + location;
 }

 protected String getMetricPrefix()
 {
  return metricPrefix;
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 }
}

The monitor.xml File

Create a monitor.xml file with a <monitor> element to configure how the machine agent will
execute the extension.

Set the <name> to the name of your Java monitoring extension class.
Set the <type> to "managed".
The <execution-style> can be "continuous" or "periodic".

Continuous means to collect the metrics averaged over time; for example, average
CPU usage per minute. In continuous execution, the Machine Agent invokes the
extension once and the program runs continuously, returning data every 60 seconds.
Periodic means to invoke the monitor at a specified frequency. In periodic execution
the Machine Agent invokes the extension, runs it briefly, and returns the data on the
schedule set by the <execution-frequency-in-seconds> element.

If you chose "periodic" for the execution style, set the frequency of collection in
<execution-timeout-in-secs> element. The default frequency is 60 seconds. If you chose
"continuous" this setting is ignored.
Set the <type> in the <monitor-run-task> child element to "java".
Set the <execution-timeout-in-secs> to the number of seconds before the extension times
out.
Specify any required task arguments in the <task-arguments> element. The default
arguments that are specified here are the only arguments that the extension uses. They are
not set anywhere else.
Set the <classpath> to the jar file that contains your extension's classes. Include any
dependent jar files, separated by semicolons.
Set the <impl-class> to the full path of the class that the Machine Agent invokes.

Sample monitor.xml Files

The following monitor.xml file configures the NGinXMonitor monitoring extension. This extension
executes every 60 seconds.
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<monitor>
        <name>NGinXMonitor</name>
        <type>managed</type>
        <description>NGinX server monitor</description>
        <monitor-configuration></monitor-configuration>
        <monitor-run-task>
                <execution-style>periodic</execution-style>
               
<execution-frequency-in-seconds>60</execution-frequency-in-seconds>
                <name>NGinX Monitor Run Task</name>
                <display-name>NGinX Monitor Task</display-name>
                <description>NGinX Monitor Task</description>
                <type>java</type>
               
<execution-timeout-in-secs>60</execution-timeout-in-secs>
                <task-arguments>
                        <argument name="host" is-required="true"
default-value="localhost" />
                        <argument name="port" is-required="true"
default-value="80" />
                        <argument name="location" is-required="true"
default-value="nginx_status" />
                </task-arguments>
                <java-task>
                        <classpath>NginxMonitor.jar</classpath>
                       
<impl-class>com.appdynamics.nginx.NGinXMonitor</impl-class>
                </java-task>
        </monitor-run-task>
</monitor>

The next monitor.xml file configures the MysqlMonitor. This monitor executes every 60 seconds,
has four required task arguments and one optional task argument and one dependent jar file.
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<monitor>
    <name>MysqlMonitor</name>
    <enabled>true</enabled>
    <type>managed</type>
    <description>Monitors Mysql database system </description>
    <monitor-configuration></monitor-configuration>
    <monitor-run-task>
        <execution-style>periodic</execution-style>
       
<execution-frequency-in-seconds>60</execution-frequency-in-seconds>
        <name>Mysql Monitor Run Task</name>
        <display-name>Mysql Monitor Task</display-name>
        <description>Mysql Monitor Task</description>
        <type>java</type>
        <execution-timeout-in-secs>60</execution-timeout-in-secs>
        <task-arguments>
            <argument name="host" is-required="true"
default-value="localhost" />
            <argument name="port" is-required="true"
default-value="3306" />
            <argument name="user" is-required="true"
default-value="root" />
            <argument name="password" is-required="true"
default-value="welcome" />

            <!--
            The tier under which the metrics should appear in the
metric browser.
            If this argument is left out then the metrics will be
registered in every tier.
            -->
           <argument name="tier" is-required="false"
default-value="1stTier" />
        </task-arguments>
        <java-task>
           
<classpath>mysql.jar;mysql-connector-java-5.1.17-bin.jar</classpath>
           
<impl-class>com.singularity.ee.agent.systemagent.monitors.database.m
ysql.MysqlMonitor</impl-class>
        </java-task>
    </monitor-run-task>
</monitor>

Using Your Monitoring Extension as a Task in a Workflow

Your monitoring extension can be invoked as a task in a workflow if you upload the zip file to the



Copyright © AppDynamics 2012-2014 Page 652

task library. Use the instructions in  to upload the JavaTo package the XML files as a Zip archive
monitor to the Task Library.

Standalone Machine Agent HTTP Listener

To activate the HTTP listener
To send metrics
To send events
To upload metrics
To upload events
To shut down the standalone machine agent

You can send metrics to the Standalone Machine Agent using its HTTP listener. You can report
metrics through the Standalone Machine Agent by making HTTP calls to the agent instead of
piping to the agent through sysout.

To activate the HTTP listener

Restart the Standalone Machine Agent using metric.http.listener:

java -Dmetric.http.listener=true -Dmetric.http.listener.port=<port_number>
-jar machineagent.jar 

If you do not specify the optional metric.http.listener.port, it defaults to 8293.

To send metrics

GET | POST /machineagent/metrics

To send events

GET /machineagent/event

To upload metrics

You can use GET or POST to upload metrics to the Metric Browser under Application
 where the tier is the one defined for the Standalone Machine Agent. ForPerformance -> <Tier>

example:

http://host:port/machineagent/metrics?name=Custom Metrics|Test|My
Metric&value=42&type=average

Valid values for type are:

average
sum
current

http://docs.appdynamics.com/display/PRO14S/Custom+Tasks#CustomTasks-TopackagetheXMLfilesasaZiparchive


Copyright © AppDynamics 2012-2014 Page 653

To upload events

Send events using HTTP get requests to:

http://localhost:8293/machineagent/event?type=<event_type>&summary=<summary_text
> 

Event_type is one of the following:

error
info
summary
warning

To shut down the standalone machine agent

GET /machineagent/shutdown 

Build a Monitoring Extension Using Scripts

Metric Qualifiers
Aggregation Qualifier
Time Roll Up Qualifier
Cluster Roll Up Qualifier

Adding a Monitoring Extension
Step 1. Create a directory under the Machine Agent monitors directory
Step 2. Create the script file
Step 3. Copy the script file to the directory created in Step 1
Step 4. Create the monitor.xml file
Step 5. Copy the monitor.xml file to the directory created in Step 1
Step 6. Restart the standalone Machine Agent
Step 7. Verify execution of the monitoring extension script

Example: Create a monitoring extension for open files
Learn More

You can write a monitoring extension script (formerly known as a custom monitor) to add custom
metrics to the metric set that AppDynamics already collects and reports to the Controller. Your
script reports the custom metrics every minute to the standalone Machine Agent. The standalone
Machine Agent passes these metrics to the Controller.

This topic describes the steps for adding custom metrics using a shell script and includes an
example.

Metric Qualifiers

The metric qualifiers determine how the Controller processes the data for your custom metric.
There are three types:

Aggregation qualifier
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Time roll-up qualifier
Cluster roll-up qualifier

Aggregation Qualifier

The  qualifier specifies how the standalone Machine Agent aggregates theaggregator
values reported during a one-minute period.
This value is an enumerated type. Valid values are:

Aggregator Description

AVERAGE Average of all reported values in that
minute. The default operation.

SUM Sum of all reported values in that minute.
This operation behaves like a counter.

OBSERVATION Last reported value in the minute. If no
value is reported in that minute, the value
from the last time it was reported is used.

Time Roll Up Qualifier

The  qualifier specifies how the Controller rolls up the values when it convertstime-rollup
from one-minute granularity tables to 10-minute granularity and 60-minute granularity tables
over time.
The value is an enumerated type. Valid values are:

Roll up Strategy Description

AVERAGE Average of all one-minute values when
adding it to the 10-minute granularity table;

values whenaverage of all 10-minute 
adding it to the 60-minute .granularity table

SUM Sum of all one-minute values when adding
it to the 10-minute granularity table; sum of
all 10-minute values when adding it to the
60-minute granularity table.

CURRENT Last reported one-minute value in that
10-minute interval; last reported ten-minute
value in that 60-minute interval.

Cluster Roll Up Qualifier

The  qualifier specifies how the Controller aggregates metric values in a tier (acluster-rollup
cluster of nodes).
The value is an enumerated type. Valid values are:

Roll up Strategy Description
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1.  

INDIVIDUAL Aggregates the metric value by averaging
the metric values across each node in the
tier.

COLLECTIVE Aggregates the metric value by adding up
the metric values for all the nodes in the
tier.

For example, if a tier has two nodes, Node A and Node B, and Node A has 3 errors per minute
and Node B has 7 errors per minute, the INDIVIDUAL qualifier reports a value of 5 errors per
minute and and COLLECTIVE qualifier reports 10 errors per minute. INDIVIDUAL is appropriate
for metrics such as % CPU Busy where you want the value for each node. COLLECTIVE is
appropriate for metrics such as Number of Calls where you want a value for the entire tier.

Adding a Monitoring Extension

Step 1. Create a directory under the Machine Agent monitors directory

The /monitors directory in the Machine Agent installation directory is the repository for all
monitoring extensions. For each new extension, create a sub-directory under the /monitors
directory. The sub-directory requires read, write, and execute permissions.

For example, to create a monitoring extension that monitors open files in the JVM, create a
sub-directory named "openfiles" under the <Machine_Agent_installation/monitors> directory.

Step 2. Create the script file

A script writes data to STDOUT.  The Machine Agent parses STDOUT and sends information to
the Controller every minute. Use the following instructions to create the script file.

Specify a name-value pair for the metrics.
Each metric has a name-value pair that is converted to a java 'long' value. A typical metric
entry in the script file has the following structure:



Copyright © AppDynamics 2012-2014 Page 656

1.  

2.  

name=<metric name>,value=<long value>

 

Use the following format:

  Format

Standard Form Hardware Resources| Instrument
Name=Instrument Value

Fully Qualified Form Hardware Resources| <metric
name>,value=<long value>

Define the category of the metric, for example:
Infrastructure (for the default hardware metrics, see  )Monitor Hardware
JVM (for the default metrics, see  )Monitor JVMs
Custom Metrics

Custom metrics must have the path prefixes:
Custom Metrics
Server|Component:<id>

Metrics with the Custom Metrics prefix are common across all tiers in your application.
Metrics with the Server|Component:<id> prefix appear only under the specified tier. 
To discover the component ID of a tier, select the tier from the Controller UI application tree.
The component ID appears in the URL of the browser.

The "|" character separates the branches in the metric hierarchy, telling the Controller where
the metric should appear in the metric tree:

Custom Metrics|Hardware Resources|Disks|Total Disk Usage %
Custom Metrics|Hardware Resources|Disks|Disk 1|Current Disk
Usage %

You can insert a custom metric alongside an existing type of metric. For example, the
following declaration causes the custom metric named pool usage to appear alongside the
JMX metrics:
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2.  

3.  

1.  

Server|Component:18|JMX|Pool|First|pool usage
The metric can then be used in health rules as would other types of JMX metrics.
To monitor multiple metrics in the same script file, print a different line for each one. For
example: 

name=Custom Metrics|Hardware Resources|Disks|Total Disk Usage %,
value=23
name=Custom Metrics|Hardware Resources|Disks|Disk 1|Current Disk
Usage %, value=56

Step 3. Copy the script file to the directory created in Step 1

Ensure that the Agent process has execute permissions not only for the script file but also for the
contents of the file.

Step 4. Create the monitor.xml file

Follow the steps listed below to create your monitor.xml file:

For each custom monitor create a monitor.xml file.
The monitor.xml file executes the script file created in Step 2. You can edit the following
sample file to create your file.

<monitor>
    <name>HardwareMonitor</name>
       <type>managed</type>
        <description>Monitors system resources - CPU, Memory,
Network I/O, and Disk I/O.</description>
        <monitor-configuration>     </monitor-configuration>
        <monitor-run-task>
           <!--  Edit execution-style as needed. -->
           <execution-style>periodic</execution-style>
           <name>Run</name>
           <type>executable</type>
           <task-arguments></task-arguments>
            <executable-task>
                <type>file</type>
                <!--  Use only one file element per os-type. -->
                 <file os-type="linux">linux-stat.sh</file>
                 <file os-type="mac">macos-stat.sh</file>
                 <file os-type="windows">windows-stat.bat</file>
                 <file os-type="solaris">solaris-stat.sh</file>
                 <file os-type="sunos">solaris-stat.sh</file>
                 <file os-type="aix">aix-stat.sh</file>
           </executable-task>
         </monitor-run-task>
</monitor>
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1.  

2.  

3.  

The os-type attribute is optional for the executable-task file element when only one os-type
is specified. One monitor.xml file executes one script per os-type.
Select the execution style from one of the following:

Execution Style Description Example

Continuous Choose "Continuous", if you
want data collection
averaged over time. 
(For example: Averaging
CPU over minute). 
This ensures that the script
keeps running until the
machine agent process is
terminated.(!) For the
monitor to be declared as
'continuous', the script
should also run in an infinite
loop.

while [ 1 ]; do 
... the actual script goes
here ... 
sleep 60 
done

Periodic Choose periodic, if you want
data to be reported from
system performance
counters periodically.

The periodic task runs every
minute by default. 
Use following parameter in
the XML file, if you want the
periodic task to run with any
other frequency: 
<monitor-run-task> element.

<execution-frequency-in-
seconds>120</execution-fr
equency-in-seconds> 
For all the other frequency
settings, the data is
aggregated.

Add the name of this script file to the <file> element  in the monitor.xml file. Be sure to use
the correct os-type attribute. The os-type value should match the value returned from
calling System.getProperty("os.name"). See http://docs.oracle.com/javase/1.5.0/docs/api/jav

(opens in new window).a/lang/System.html#getProperties%28%29

<file os-type="your-os-type">{script file name}</file>

You can use either the relative or absolute path of the script.

Step 5. Copy the monitor.xml file to the directory created in Step 1

Step 6. Restart the standalone Machine Agent

After restarting the standalone Machine Agent, you should see following message in your log file:

http://docs.oracle.com/javase/1.5.0/docs/api/java/lang/System.html#getProperties%28%29
http://docs.oracle.com/javase/1.5.0/docs/api/java/lang/System.html#getProperties%28%29
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1.  
2.  

3.  

Executing script [<script_name>] on the console to make sure your
changes work with the machine agent.

Step 7. Verify execution of the monitoring extension script

To verify the execution of extension, wait for at least one minute and check the metric data in the 
.Metric Browser

You can now create alerts based on any of these metrics.

Example: Create a monitoring extension for open files

This section provides instructions to create a custom monitor for monitoring all the open files for
JVMs.

Create a new directory in the custom monitor repository.
Create the script file.
This is a sample script. Modify this script for the specific process name (for example: Author,
Publish, and so on).

lookfor="<process name 1>"
pid=`ps aux | grep "$lookfor" | grep -v grep | tr -s " " | cut
-f2 -d' '`
count1=`lsof -p $pid | wc -l | xargs`

lookfor="<process name 2>"
pid=`ps aux | grep "$lookfor" | grep -v grep | tr -s " " | cut
-f2 -d' '`
count2=`lsof -p $pid | wc -l | xargs`

echo "name=JVM|Files|<process name 1>,value="$count1
echo "name=JVM|Files|<process name 2>,value="$count2

Create the monitor.xml and point this XML file to the script file created in step 2.
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3.  

<monitor>
    <name>MyMonitors</name>
    <type>managed</type>
    <description>Monitor open file count </description>
    <monitor-configuration>
    </monitor-configuration>
    <monitor-run-task>
        <execution-style>continuous</execution-style>
        <name>Run</name>
        <type>executable</type>
        <task-arguments>
        </task-arguments>
        <executable-task>
            <type>file</type>
            <file>openfilecount.sh</file>
        </executable-task>
    </monitor-run-task>
</monitor>

Learn More

Administer Machine Agents
Notification Actions
Machine Agent Install and Admin FAQ
Supported Environments and Versions

Use the AppDynamics REST API
Introduction
Authentication

Invalid Characters for Usernames
Retrieve all business applications

Example - Retrieve list of all business applications.
Retrieve all Business Transactions in a particular business application

Example - Retrieve list of all business transactions for the ACME Book Store.
Retrieve all tiers in a business application

Example - Retrieve the list of all tiers for the ACME Book Store.
Retrieve machine, agent, and IP information about all nodes in a business application

Example - Retrieve machine, agent and IP information about the nodes in application
3

Retrieve machine, agent, and IP information about a node by node name
Example - Retrieve information about Node_8001 in application 3.

Retrieve machine, agent, and IP information about all the nodes in a tier
Example - Retrieve information about the nodes in the E-Commerce tier in the ACME
Online Book Store.

Retrieve information about a tier, including the tier ID and number of nodes, in a tier by tier
name

http://docs.appdynamics.com/display/PRO14S/Administer+Machine+Agents
http://docs.appdynamics.com/display/PRO14S/Machine+Agent+Install+and+Admin+FAQ
http://docs.appdynamics.com/display/PRO14S/Supported+Environments+and+Versions
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Example - Retrieve information about  the ECommerce tier in the ACME Online Book
Store.

Retrieve metrics
To Copy the REST URL for a Metric
To Copy the Metric-Path Parameter
Structure of Returned Metrics
Values of Returned Metrics
Retrieve metric hierarchy

Example - Retrieve the metric hierarchy for the ACME Book Store.
Use Wild cards in Metric-Path Parameter

Example - Retrieve the average response time for all the tiers in the application
using the wild card character for the tier name.
Example - Retrieve the CPU %Busy metric for all the nodes in the ECommerce
tier using the wild card character for the node name.
Example - Retrieve the CPU %Busy metric for all the nodes in all the tiers using
wild card characters for the tier and node names.
Example - Retrieve the Calls per Minute metric for all the business transactions
on the ECommerce tier using the wild card character for the business
transaction name

Retrieve metrics for a time range
Example - Retrieve the average response time for the past 15 minutes on the
ECommerce server.
Example - Retrieve the multiple metrics, for the past 15 minutes, for the
ViewCart.sendItems transaction on the ECommerce server.
Example - Retrieve the average cpu used by the All Other Traffic business
transaction during the past 15 minutes on the ECommerce server.
Example - Retrieve snapshots for the 15 minutes after Mon, 13 Aug 2012
08:20:41 for the ACME Book Store Application.
Example - Retrieve snapshots for the 15 minutes before Mon, 13 Aug 2012
08:20:41 for the ACME Book Store Application.
Example - Retrieve snapshots for the time range between Mon, 13 Aug 2012
08:20:41 and Mon, 13 Aug 2012 08:22:21 GMT for the ACME Book Store
Application.

Retrieve all health rule violations in a particular business application
Retrieve all policy violations in a particular business application

Example - Retrieve the list of all policy violations in the ACME Book Store for the past
hour.

Retrieve event data
Example - Retrieve the list of events of type "APPLICATION_ERROR" or
"DIAGNOSTIC_SESSION" of any severity that occurred in the specified time range.

Create Events
Application Deployment Event Integration
Create a Custom Event

Retrieve transaction snapshots for a Business Transaction for a time range
Example - Retrieve list of transaction snapshots for the ACME Book Store.
Example - Retrieve list of transaction snapshots including the snapshot fields that are
associated with an Http Parameter data collector.

Create and modify AppDynamics users
Include or exclude a business transaction from monitoring
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Example - Exclude business transaction 166 from monitoring.
Retrieve all controller global configuration values

Example - Retrieve list of all global configuration values
Retrieve a single controller global configuration value

Example - Retrieve the global metrics buffer size.
Configure Global Controller Settings
Mark Nodes as Historical

Example - Mark nodes 44 and 45 as historical.
Retrieve all policy violations in a particular business application

Example - Retrieve the list of all open policy violations in the ACME Book Store for the
past 1000 minutes.

Introduction

You use the REST API to retrieve information from AppDynamics programmatically.

The AppDynamics REST API is implemented using Representational State Transfer (REST)
Services. The data can be returned in either the JavaScript Object Notation (JSON) or the
eXtensible Markup Language (XML) format. The default output format is XML.

The URIs in the Monitor APIs are a set of REST services that open access to Monitor data
collected by AppDynamics. Each URI can be found by accessing:

http://<Controller_Host>:<Controller_Port>/controller/rest/<REST_URI>

You can find more general information at  and in particular .REST on Wikipedia RESTful web APIs

You may find the  to be a useful tool.REST Python Client Extension

For information about importing and exporting transaction detection configurations using REST,
see .Import and Export Transaction Detection Configuration (Java)

Authentication

To invoke the REST APIs, provide basic HTTP authentication credentials as well as your account
information. These are:

Account: the AppDynamics tenant account name
Username: a user in that account
Password: the password for that account

If you have installed an on-premise Controller on a single-tenant platform or if you are using the
AppDynamics SaaS Controller, your default account is "customer1". In this case the username to
log in with would be:

<your_username>@customer1

If you are using a multi-tenant Controller, you need to log in with a username in your multi-tenant
account:

<your_username>@<your_accountname>

https://en.wikipedia.org/wiki/Representational_state_transfer
https://en.wikipedia.org/wiki/Representational_state_transfer#RESTful_web_APIs
http://appsphere.appdynamics.com/t5/Extensions/REST-API-Python-Client-Library/idi-p/917
http://docs.appdynamics.com/pages/viewpage.action?pageId=12696687
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Invalid Characters for Usernames

Usernames that contain the following characters are not authenticated for REST API calls:

\ / " [ ] : | < > + = ; , ? * @, ' tab space

If you have already created usernames that contain any of the disallowed characters, such as
"user:customer66", create a new username without the disallowed chartacter for the purpose of
accessing the REST APIs.

 

Retrieve all business applications

URI: /controller/rest/applications

Input parameters

Parameter Name Parameter Type Value Mandatory

Output Query HTTP Request
parameter included as
part 
of the URL to change
the output format. 
Valid values are
"XML" (default) or
"JSON".

No

Example - Retrieve list of all business applications.

URI Sample object output

/controller/rest/applications XML

/controller/rest/applications?output=JSON JSON

Retrieve all Business Transactions in a particular business
application

URI: /business-transactions/applications/<application-name | application-id>

Input parameters

Parameter Name Parameter Type Value Mandatory

http://www.appdynamics.com/images/docs/REST_API_3.2/All_App_XML.txt
http://www.appdynamics.com/images/docs/REST_API_3.2/All_App_JSON.txt
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<application-name |
application-id>

URI Provide either the
application name or
application id.

Yes

exclude Query If false, the query
retrieves only the
business transactions
that are included for
monitoring. If true, the
query retrieves only
the excluded
business transactions.
Excluded business
transactions are those
that have been
configured to be
excluded from
monitoring either from
the UI or through the
REST interface. The
default is false.

No

Output Query HTTP Request
parameter included as
part of the URL to
change the output
format. 
Valid values are
"XML" (default) or
"JSON".

No

Example - Retrieve list of all business transactions for the ACME Book
Store.

URI Sample object output

/controller/rest/applications/ACME Book Store
Application/business-transactions

XML

/controller/rest/applications/ACME Book Store
Application/business-transactions?output=JSO
N

JSON

Retrieve all tiers in a business application

URI: /controller/rest/applications/<application-name|application-id>/tiers

Input parameters

http://www.appdynamics.com/images/docs/REST_API_3.2/All_BT_for_One_App_XML_New.txt
http://www.appdynamics.com/images/docs/REST_API_3.2/All_BT_for_One_App_JSON_New.txt
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Parameter Name Parameter Type Value Mandatory

<application-name |
application-id>

URI Provide either the
application name or
application id.

Yes

Output Query HTTP Request
parameter included as
part 
of the URL to change
the output format. 
Valid values are
"XML" (default) or
"JSON".

No

Example - Retrieve the list of all tiers for the ACME Book Store.

URI Sample object output

/controller/rest/applications/ACME Book Store
Application/tiers

XML

/controller/rest/applications/ACME Book Store
Application/tiers?output=JSON

JSON

Retrieve machine, agent, and IP information about all nodes in a
business application

URI: /controller/rest/applications/<application-name|application-id>/nodes

Input parameters

Parameter Name Parameter Type Value Mandatory

<application-name |
application-id>

URI Provide either the
application name or
application id.

Yes

Output Query HTTP Request
parameter included as
part 
of the URL to change
the output format. 
Valid values are
"XML" (default) or
"JSON".

No

Example - Retrieve machine, agent and IP information about the nodes in
application 3

http://www.appdynamics.com/images/docs/REST_API_3.2/_All_Tiers_One_App_XML_New.txt
http://www.appdynamics.com/images/docs/REST_API_3.2/_All_Tiers_One_App_JSON_New.txt
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URI Sample object output

/controller/rest/applications/3/nodes XML

Retrieve machine, agent, and IP information about a node by node
name

URI: /controller/rest/applications/<application-name | application-id>/nodes/<node-name>

Input parameters

Parameter Name Parameter Type Value Mandatory

<application-name |
application-id>

URI Provide either the
application name or
application id.

Yes

<node-name> URI Provide the node
name

Yes

Output Query HTTP Request
parameter included as
part 
of the URL to change
the output format. 
Valid values are
"XML" (default) or
"JSON".

No

Example - Retrieve information about Node_8001 in application 3.

URI Sample object output

/controller/rest/applications/3/nodes/Node_800
1

XML

Retrieve machine, agent, and IP information about all the nodes in
a tier

URI: /controller/rest/applications/<application-name | application-id>/tiers/<tier-name>/nodes

Input parameters

Parameter Name Parameter Type Value Mandatory

<application-name |
application-id>

URI Provide either the
application name or
application id.

Yes

http://docs.appdynamics.com/download/attachments/20187207/RESTNodesOutputbreaks.txt?version=1&modificationDate=1394226067000&api=v2
http://docs.appdynamics.com/download/attachments/20187207/RESTNode8001Output.txt?version=1&modificationDate=1394226067000&api=v2
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<tier-name> URI Provide the tier name. Yes

Output Query HTTP Request
parameter included as
part 
of the URL to change
the output format. 
Valid values are
"XML" (default) or
"JSON".

No

Example - Retrieve information about the nodes in the E-Commerce tier in
the ACME Online Book Store.

URI Sample object output

/controller/rest/applications/ACME Online Book
Store/tiers/E-Commerce/nodes/

XML

Retrieve information about a tier, including the tier ID and number
of nodes, in a tier by tier name

URI: /controller/rest/applications/<application-name | application-id>/tiers/<tier-name>

Input parameters

Parameter Name Parameter Type Value Mandatory

<application-name |
application-id>

URI Provide either the
application name or
application id.

Yes

<tier-name> URI Provide the tier name. Yes

Output Query HTTP Request
parameter included as
part 
of the URL to change
the output format. 
Valid values are
"XML" (default) or
"JSON".

No

Example - Retrieve information about  the ECommerce tier in the ACME
Online Book Store.

URI Sample object output

http://docs.appdynamics.com/download/attachments/20187207/RESTNodesOutputbreaks.txt?version=1&modificationDate=1394226067000&api=v2
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/controller/rest/applications/ACME Online Book
Store/tiers/ECommerce

XML

/controller/rest/applications/ACME Online Book
Store/tiers/ECommerce?output=JSON

JSON

Retrieve metrics

AppDynamics groups the metrics that it collects into following categories:

Backends
End User Monitoring
Overall Application Performance
Business Transaction Performance
Application Infrastructure Performance
Errors
Information Points

To see the structure of the metric hierarchy of a business application in the AppDynamics UI,
expand the nodes in the Metric Browser:

1. In the left navigation pane, select the application for which you are retrieving metrics.

2. Click .Analyze -> Metric Browser

3. In left panel expand the nodes in the metric tree.

http://docs.appdynamics.com/download/attachments/20187207/REST_E-Commerce.txt?version=1&modificationDate=1394226069000&api=v2
http://docs.appdynamics.com/download/attachments/20187207/REST_E-Commerce_JSON.txt?version=1&modificationDate=1394226069000&api=v2
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You can copy the URI for fetching any metric directly from any node in the Metric Browser. This is
the easiest way to construct a query to retrieve a particular metric. You can also copy just the
metric path portion of the query.

The child elements in the metric path expression are separated by the pipe character (|). The pipe
character must not appear at the beginning or end of the metric path expression.

The easiest way to construct a query to retrieve a metric is to select the metric in Metric Browser,
copy the REST URL, rand paste it into your browser. An alternative is select the metric and  copy
the metric path, and construct the query by prefacing the metric path with
"metric-data?metric-path=".

To Copy the REST URL for a Metric

To copy the REST URL for any metric captured by AppDynamics:

1. Open the Metric Browser as described above.

2. Select the item for which you want to retrieve metrics in the metric tree. You can retrieve the
URL at any level of the tree.

3. Right-click the item and select  from the drop-down menu.Copy REST URL

4. Paste the URL into your Web browser to run the query.

The following example copies the URL for the Average Response Time in the Inventory-MSQL DB
for the Acme Online Book Store application for the time period that was selected in the metric
browser.

The copied query is
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http://ec2-23-20-107-243.compute-1.amazonaws.com:8090/controller/res
t/applications/AcmeOnlineBookStore
/metric-data?metric-path=Backends%7CINVENTORY-MySQL%20DB%7CAverage%2
0Response%20Time%20(ms)&time-range-type=BEFORE_NOW&duration-in-mins=
15

The time range in the request is based on the setting of the time range in the Metric Browser when
you copied the URL. You can edit a copied query to change the time range and duration. See Retri

 for more information.eve metrics for a time range

To Copy the Metric-Path Parameter

You also copy only the metric path for a specific metric.

To copy a metric path:

1. Open the Metric Browser as described above.

2. Select the item for which you want to retrieve metrics in the metric tree. You can retrieve the
metric path at any level of the tree.

3. Right-click the item and select  from the drop-down menu.Copy Full Path

4. Use the metric path to construct your query.

The copied data is

Business Transaction Performance|Business Transactions|E-Commerce|Add
to cart
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Structure of Returned Metrics

The data is returned in a tree structure. If a child element is a container item, its <type> tag is set
to "folder". Otherwise the <type> tag for the child element is set to "leaf".

A folder <type> tag indicates that the metric has child elements. The API retrieves the first
generation of child elements. You can expand only the children of the folder type.

Values of Returned Metrics

Results are returned in a metricValues structure that contains these fields:

current
value
min
max
startTimeInMillis

The "current" value is the value for the current minute.

The "value" value is one of the following for all metric values reported across the configured
evaluation time length:

arithmetic average, if the metric time rollup type is average
sum, if the metric time rollup type is sum
latest, if the metric time rollup type is current

The "min" and "max" values are the minimum and maximum values reported across the configured
evaluation time length. These are not used for all metric types.

The startTimeInMillis is the start time of the time range to which the result metric data applies, in
UNIX epoch time.

By default, the values of the returned metrics are rolled up into a single data point (rollup=true). To
get separate results for all the values within the specified time range, set the rollup parameter to
false in the query.

The returned metricValues structure typically looks like this:

XML output with rollup=true

<metricValues>
    <metric-value>
        <startTimeInMillis>1388524620000</startTimeInMillis>
        <value>244</value>
        <min>3</min>
        <max>10008</max>
        <current>10007</current>
    </metric-value>
</metricValues>

XML output with rollup=false
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<metricValues>
    <metric-value>
        <startTimeInMillis>1388524620000</startTimeInMillis>
        <value>374</value>
        <min>13</min>
        <max>10007</max>
        <current>14</current>
    </metric-value>
    <metric-value>
        <startTimeInMillis>1388524680000</startTimeInMillis>
        <value>14</value>
        <min>13</min>
        <max>18</max>
        <current>13</current>
        </metric-value>
    <metric-value>
        <startTimeInMillis>1388524740000</startTimeInMillis>
        <value>14</value>
        <min>13</min>
        <max>18</max>
        <current>13</current>
    </metric-value>
    . . .
    . . .

JSON output with rollup=true

"metricValues": [    {
      "current": 14,
      "max": 10009,
      "min": 3,
      "startTimeInMillis": 1388524740000,
      "value": 265
    }]

JSON with rollup=false
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"metricValues":     [
            {
        "current": 14,
        "max": 10024,
        "min": 2,
        "startTimeInMillis": 1388513700000,
        "value": 510
      },
            {
        "current": 14,
        "max": 10042,
        "min": 13,
        "startTimeInMillis": 1388513760000,
        "value": 327
      },
            {
        "current": 14,
        "max": 10008,
        "min": 13,
        "startTimeInMillis": 1388513820000,
        "value": 483
      },
            {
        "current": 13,
        "max": 10008,
        "min": 13,
        "startTimeInMillis": 1388513880000,
        "value": 854
      },
            {
        "current": 13,
        "max": 10052,
        "min": 13,
        "startTimeInMillis": 1388513940000,
        "value": 477
      },
    . . .
    . . .

Retrieve metric hierarchy

URI: /controller/rest/applications/<application-name| application-id>/metrics

Input parameters

Parameter Name Parameter Type Value Mandatory
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<application-name |
application-id>

URI Provide either the
application name or
application id.

Yes

metric-path Query Provide the metric
expression to get the
metric data. 
The metric expression
can fetch any
elements visible in the
metric browser. 
Use the pipe
character to separate
the parent and child
name elements in the
tree. 

 The pipeNote:
character must not
appear at the
beginning or at the
end of the metric
expression.

Yes

Output Query HTTP Request
parameter included as
part of the URL to
change the output
format. 
Valid values are
"XML" (default) or
"JSON".

No

Example - Retrieve the metric hierarchy for the ACME Book Store.

URI Sample object output

/controller/rest/applications/ACME Book Store
Application/metrics?metric-path=BusinessTran
saction Performance|Business
Transactions|ECommerce
Server|ViewCart.sendItems

XML

/controller/rest/applications/ACME Book Store
Application/metrics?metric-path=BusinessTran
saction Performance|Business
Transactions|ECommerce
Server|ViewCart.sendItems&output=JSON

JSON

Use Wild cards in Metric-Path Parameter

http://www.appdynamics.com/images/docs/REST_API_3.2/Metric_Hierarchy.txt
http://www.appdynamics.com/images/docs/REST_API_3.2/Metric_Hierarchy_JSON.txt
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You can use the asterisk (*) wild card in the metric data to request metric data for all the instances
of AppDynamics entity, such as a business transaction name, tier name or node name, in the
metric path.

Example - Retrieve the average response time for all the tiers in the application
using the wild card character for the tier name.

URI Sample object output

/controller/rest/applications/ACM
E Book Store
Application/metric-data?metric-pa
th=Overall Application
Performance|*|Average Response
Time
(ms)&time-range-type=BEFORE_NOW&d
uration-in-mins=15

XML

/controller/rest/applications/ACM
E Book Store
Application/metric-data?metric-pa
th=Overall Application
Performance|*|Average Response
Time
(ms)&time-range-type=BEFORE_NOW&d
uration-in-mins=15&output=JSON

JSON

Example - Retrieve the CPU %Busy metric for all the nodes in the ECommerce tier
using the wild card character for the node name.

URI Sample object output

/controller/rest/applications/ACM
E Book Store
Application/metric-data?metric-pa
th=Application Infrastructure
Performance|ECommerce
Server|Individual
Nodes|*|Hardware
Resources|CPU|%Busy&time-range-ty
pe=BEFORE_NOW&duration-in-mins=15

XML

http://docs.appdynamics.com/download/attachments/20187207/REST_WildCardTier_metric-data.xml?version=1&modificationDate=1394226069000&api=v2
http://docs.appdynamics.com/download/attachments/20187207/REST_WildCardTierJSON.txt?version=1&modificationDate=1394226069000&api=v2
http://docs.appdynamics.com/download/attachments/20187207/REST_WildCardNode_metric-data.xml?version=1&modificationDate=1394226069000&api=v2
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/controller/rest/applications/ACM
E Book Store
Application/metric-data?metric-pa
th=Application Infrastructure
Performance|ECommerce
Server|Individual
Nodes|*|Hardware
Resources|CPU|%Busy&time-range-ty
pe=BEFORE_NOW&duration-in-mins=15
=JSON

JSON

Example - Retrieve the CPU %Busy metric for all the nodes in all the tiers using
wild card characters for the tier and node names.

URI Sample object output

/controller/rest/applications/ACM
E Book Store
Application/metric-data?metric-pa
th=Application Infrastructure
Performance|*|Individual
Nodes|*|Hardware
Resources|CPU|%Busy&time-range-ty
pe=BEFORE_NOW&duration-in-mins=15

XML

/controller/rest/applications/ACM
E Book Store
Application/metric-data?metric-pa
th=Application Infrastructure
Performance|*|Individual
Nodes|*|Hardware
Resources|CPU|%Busy&time-range-ty
pe=BEFORE_NOW&duration-in-mins=15
&output=JSON

JSON

Example - Retrieve the Calls per Minute metric for all the business transactions on
the ECommerce tier using the wild card character for the business transaction
name

URI Sample object output

http://docs.appdynamics.com/download/attachments/20187207/REST_WildCardNode_metric-dataJSON.txt?version=1&modificationDate=1394226069000&api=v2
http://docs.appdynamics.com/download/attachments/20187207/REST_WildCardTierNode_metric-data.xml?version=1&modificationDate=1394226070000&api=v2
http://docs.appdynamics.com/download/attachments/20187207/REST_WildCardTierNode_metric-dataJSON.txt?version=1&modificationDate=1394226070000&api=v2
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/controller/rest/applications/ACM
E Book Store
Application/metric-data?metric-pa
th=Business Transaction
Performance|Business
Transactions|ECommerce
Server|*|Calls per
Minute&time-range-type=BEFORE_NOW
&duration-in-mins=15

XML

/controller/rest/applications/ACM
E Book Store
Application/metric-data?metric-pa
th=Business Transaction
Performance|Business
Transactions|ECommerce
Server|*|Calls per
Minute&time-range-type=BEFORE_NOW
&duration-in-mins=15&output=JSON

JSON

Retrieve metrics for a time range

You can fetch the data for any specified metrics for any time range.

Note that metric data REST URIs restrict the amount of data that can be returned. The maximum
is 200 metrics.

URI: /controller/rest/applications/<application-name>/metric-data

Input parameters

Parameter Name Parameter Type Value Mandatory

<application-name |
application-id>

URI Provide either the
application name or
application id.

Yes

http://docs.appdynamics.com/download/attachments/20187207/REST_WildCardBT_metric-data.xml?version=1&modificationDate=1394226069000&api=v2
http://docs.appdynamics.com/download/attachments/20187207/REST_WildCardBT_metric-dataJSON.txt?version=1&modificationDate=1394226069000&api=v2
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metric-path Query The metric expression
to get the metric
data.  
Use the pipe
character to separate
the parent and child
name elements in the
tree. 
The Pipe
delimiter must not
appear at the
beginning or at the
end of the metric
expression.

Yes



Copyright © AppDynamics 2012-2014 Page 679

time-range-type Query Possible values are: 
  BEFORE_NOW

To use the
"BEFORE_NOW"
option, you must also
specify the
"duration-in-mins"
parameter. 

 BEFORE_TIME
To use the
"BEFORE_TIME"
option, you  alsomust
specify the
"duration-in-mins" and
"end-time"
parameters. 

  AFTER_TIME
To use the
"AFTER_TIME"
option, you must also
specify the
"duration-in-mins" and
"start-time"
parameters. 

 BETWEEN_TIMES
To use the
"BETWEEN_TIMES"
option, you must also
specify the
"start-time" and
"end-time"
parameters. The
"BETWEEN_TIMES"
range includes the
start- time and
excludes the
end-time.

Yes

duration-in-mins Query Duration (in minutes)
to return the metric
data.

If time-range-type is B
,EFORE_NOW  BEFO

, or RE_TIME AFTER
_TIME

start-time Query Start time (in
milliseconds) from
which the metric data
is returned in UNIX
epoch time.

If time-range-type is A
 or FTER_TIME BET

WEEN_TIMES
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end-time Query End time (in
milliseconds) until
which the metric data
is returned in UNIX
epoch time.

If time-range-type is B
 or EFORE_TIME BET
 WEEN_TIMES

rollup Query Default is true. 
If true, value as single
data point is returned.
If false, all the values
within the specified
time range are
returned.

No

Output Query HTTP Request
parameter included as
part of the URL to
change the output
format. Valid values
are "XML" (default) or
"JSON".

No

Example - Retrieve the average response time for the past 15 minutes on the
ECommerce server.

URI Sample object output

/controller/rest/applications/ACME Book Store
Application/metric-data?metric-path=Overall
Application Performance|ECommerce
Server|Average Response Time
(ms)&time-range-type=BEFORE_NOW&durati
on-in-mins=15

XML

/controller/rest/applications/ACME Book Store
Application/metric-data?metric-path=Overall
Application Performance|ECommerce
Server|Average Response Time
(ms)&time-range-type=BEFORE_NOW&durati
on-in-mins=15&output=JSON

JSON

Example - Retrieve the multiple metrics, for the past 15 minutes, for the
ViewCart.sendItems transaction on the ECommerce server.

URI Sample object output

http://docs.appdynamics.com/download/attachments/20187207/REST_ECommerceLast15.txt?version=1&modificationDate=1394226068000&api=v2
http://docs.appdynamics.com/download/attachments/20187207/REST_ECommerceLast15_JSON.txt?version=1&modificationDate=1394226068000&api=v2
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/controller/rest/applications/ACME Book Store
Application/metric-data?metric-path=Business
Transaction Performance|Business
Transactions|ECommerce
Server|ViewCart.sendItems|*&time-range-type
=BEFORE_NOW&duration-in-mins=15

XML

/controller/rest/applications/ACME Book Store
Application/metric-data?metric-path=Business
Transaction Performance|Business
Transactions|ECommerce
Server|ViewCart.sendItems|*&time-range-type
=BEFORE_NOW&duration-in-mins=15

JSON

Example - Retrieve the average cpu used by the All Other Traffic business
transaction during the past 15 minutes on the ECommerce server.

Enter "APPDYNAMICS_DEFAULT_TX" for the All Other Traffic" transaction for the tier. See All
 for general information about the All Other Traffic businessOther Traffic Business Transaction

transaction.

URI Sample object output

/controller/rest/applications/ACME Book Store
Application/metric-data?metric-path=Business 
Transaction Performance|Business
Transactions|ECommerce
Server|APPDYNAMICS_DEFAULT_TX|Avera
ge CPU Used
(ms)&time-range-type=BEFORE_NOW&durati
on-in-mins=15

XML

Example - Retrieve snapshots for the 15 minutes after Mon, 13 Aug 2012 08:20:41
for the ACME Book Store Application.

URI Sample object output

/controller/rest/applications/3/request-snapshot
s?time-range-type=AFTER_TIME&start-time=
1344846041495&duration-in-mins=15

XML

/controller/rest/applications/3/request-snapshot
s?time-range-type=AFTER_TIME&start-time=
1344846041495&duration-in-mins=15&output
=JSON

JSON

Example - Retrieve snapshots for the 15 minutes before Mon, 13 Aug 2012 08:20:41
for the ACME Book Store Application.

http://docs.appdynamics.com/download/attachments/20187207/REST_ECommerceMultiple.txt?version=1&modificationDate=1394226068000&api=v2
http://docs.appdynamics.com/download/attachments/20187207/REST_ECommerceMultiple_JSON.txt?version=1&modificationDate=1394226068000&api=v2
http://docs.appdynamics.com/download/attachments/20187207/AllOtherREST.txt?version=1&modificationDate=1394226067000&api=v2
http://docs.appdynamics.com/download/attachments/20187207/REST_AfterTime.txt?version=1&modificationDate=1394226068000&api=v2
http://docs.appdynamics.com/download/attachments/20187207/REST_AfterTimeJSON.txt?version=1&modificationDate=1394226068000&api=v2
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URI Sample object output

/controller/rest/applications/3/request-snapshot
s?time-range-type=BEFORE_TIME&end-time
=1344846041495&duration-in-mins=15

XML

/controller/rest/applications/3/request-snapshot
s?time-range-type=BEFORE_TIME&end-time
=1344846041495&duration-in-mins=15&outpu
t=JSON

JSON

Example - Retrieve snapshots for the time range between Mon, 13 Aug 2012
08:20:41 and Mon, 13 Aug 2012 08:22:21 GMT for the ACME Book Store
Application.

URI Sample object output

/controller/rest/applications/3/request-snapshot
s?time-range-type=BEFORE_TIME&end-time
=1344846041495&duration-in-mins=15

XML

/controller/rest/applications/3/request-snapshot
s?time-range-type=BEFORE_TIME&end-time
=1344846041495&duration-in-mins=15&outpu
t=JSON

JSON

Retrieve all health rule violations in a particular business
application

URI: /controller/rest/applications/<application-name|application-id>/problems/healthrule-violations

Input parameters

Parameter Name Parameter Type Value Mandatory

<application-name |
application-id>

URI Provide either the
application name or
application id.

Yes

http://docs.appdynamics.com/download/attachments/20187207/REST_BeforeTime.txt?version=1&modificationDate=1394226069000&api=v2
http://docs.appdynamics.com/download/attachments/20187207/REST_BeforeTimeJSON.txt?version=1&modificationDate=1394226068000&api=v2
http://docs.appdynamics.com/download/attachments/20187207/REST_BetweenTimes.txt?version=1&modificationDate=1394226069000&api=v2
http://docs.appdynamics.com/download/attachments/20187207/REST_BetweenTimesJSON.txt?version=1&modificationDate=1394226069000&api=v2
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time-range-type Query Possible values are: 
  BEFORE_NOW

To use the
"BEFORE_NOW"
option, you must also
specify the
"duration-in-mins"
parameter. 

   BEFORE_TIME
To use the
"BEFORE_TIME"
option, you must also
specify the
"duration-in-mins" and
"end-time"
parameters. 

 AFTER_TIME
To use the
"AFTER_TIME"
option, you must also
specify the
"duration-in-mins" and
"start-time"
parameters. 

  BETWEEN_TIMES
To use the
"BETWEEN_TIMES"
option, you must also
specify the
"start-time" and
"end-time"
parameters. The
"BETWEEN_TIMES"
range includes the
start- time and
excludes the
end-time.

Yes

duration-in-mins Query Duration (in minutes)
to return the metric
data.

If time-range-type is B
,EFORE_NOW  BEFO

, or RE_TIME AFTER
_TIME

start-time Query Start time (in
milliseconds) from
which the metric data
is returned.

If time-range-type is A
 or FTER_TIME BET

WEEN_TIMES
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end-time Query End time (in
milliseconds) until
which the metric data
is returned.

If time-range-type is B
 or EFORE_TIME BET

WEEN_TIMES

Output Query HTTP Request
parameter included as
part of the URL to
change the output
format. Valid values
are "XML" (default) or
"JSON".

No

Retrieve all policy violations in a particular business application

This URI is maintained for compatibility with pre-3.7 versions. Use Retrieve all health rule
 for 3.7 and later.violations in a particular business application

URI: /controller/rest/applications/<application-name|application-id>/problems/policy-violations

Input parameters

Parameter Name Parameter Type Value Mandatory

<application-name |
application-id>

URI Provide either the
application name or
application id.

Yes
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time-range-type Query Possible values are: 
  BEFORE_NOW

To use the
"BEFORE_NOW"
option, you must also
specify the
"duration-in-mins"
parameter. 

   BEFORE_TIME
To use the
"BEFORE_TIME"
option, you must also
specify the
"duration-in-mins" and
"end-time"
parameters. 

 AFTER_TIME
To use the
"AFTER_TIME"
option, you must also
specify the
"duration-in-mins" and
"start-time"
parameters. 

  BETWEEN_TIMES
To use the
"BETWEEN_TIMES"
option, you must also
specify the
"start-time" and
"end-time"
parameters. The
"BETWEEN_TIMES"
range includes the
start- time and
excludes the
end-time.

Yes

duration-in-mins Query Duration (in minutes)
to return the metric
data.

If time-range-type is B
,EFORE_NOW  BEFO

, or RE_TIME AFTER
_TIME

start-time Query Start time (in
milliseconds) from
which the metric data
is returned.

If time-range-type is A
 or FTER_TIME BET

WEEN_TIMES
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end-time Query End time (in
milliseconds) until
which the metric data
is returned.

If time-range-type is B
 or EFORE_TIME BET

WEEN_TIMES

Output Query HTTP Request
parameter included as
part of the URL to
change the output
format. Valid values
are "XML" (default) or
"JSON".

No

Example - Retrieve the list of all policy violations in the ACME Book Store
for the past hour.

URI Sample object output

/controller/rest/applications/ACME Book Store
Application/problems/policy-violations?time-ra
nge-type=BEFORE_NOW&duration-in-mins=6
0&output=XML

XML

/controller/rest/applications/ACME Book Store
Application/problems/policy-violations?time-ra
nge-type=BEFORE_NOW&duration-in-mins=6
0&output=JSON

JSON

Retrieve event data

You can capture data for the event types listed in the event-types parameter.

URI: /controller/rest/applications/<application-name|application-id>/events

Parameter Name Parameter Type Value Mandatory

<application-name |
application-id>

URI Provide either the
application name or
application id.

Yes

http://www.appdynamics.com/images/docs/REST_API_3.2/Policy_Violations_Business_App_XML.txt
http://www.appdynamics.com/images/docs/REST_API_3.2/Policy_Violations_Business_App_JSON.txt
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time-range-type Query Possible values are: 
  BEFORE_NOW

To use the
"BEFORE_NOW"
option, you must also
specify the
"duration-in-mins"
parameter. 

  BEFORE_TIME
To use the
"BEFORE_TIME"
option, you must also
specify the
"duration-in-mins" and
"end-time"
parameters. 

  AFTER_TIME
To use the
"AFTER_TIME"
option, you must also
specify the
"duration-in-mins" and
"start-time"
parameters. 

 BETWEEN_TIMES
To use the
"BETWEEN_TIMES"
option, you must also
specify the
"start-time" and
"end-time"
parameters. The
"BETWEEN_TIMES"
range includes the
start- time and
excludes the
end-time.

Yes

duration-in-mins Query Specify the duration
(in minutes) to return
the metric data.

If time-range-type is B
,EFORE_NOW  BEFO

, or RE_TIME AFTER
_TIME

start-time Query Specify the start time
(in milliseconds) from
which the metric data
is returned.

If time-range-type is A
 or FTER_TIME BET

WEEN_TIMES
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end-time Query Specify the end time
(in milliseconds) until
which the metric data
is returned.

If time-range-type is B
 or EFORE_TIME BET

WEEN_TIMES

event-types Query Specify the
comma-separated list
of event types for
which you want to
retrieve event
information. See the 

 forEvents Reference
the valid event types.

Yes

severities Query Specify the
comma-separated list
of severities for which
you want to retrieve
event information. 

The severities are:

INFO
WARN
ERROR

Yes

Output Query HTTP Request
parameter included as
part of the URL to
change the output
format. Valid values
are "XML" (default) or
"JSON".

No

Example - Retrieve the list of events of type "APPLICATION_ERROR" or
"DIAGNOSTIC_SESSION" of any severity that occurred in the specified
time range.

URI Sample object output

/controller/rest/applications/ACME%20Book%
20Store%20Application/events?time-range-typ
e=BEFORE_NOW&duration-in-mins=30&even
t-types=%20APPLICATION_ERROR,DIAGNO
STIC_SESSION&severities=INFO,WARN,ER
ROR&output=XML

XML

http://docs.appdynamics.com/download/attachments/20187207/REST_EVENTS.txt?version=1&modificationDate=1394226069000&api=v2
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/controller/rest/applications/ACME%20Book%
20Store%20Application/events?time-range-typ
e=BEFORE_NOW&duration-in-mins=30&even
t-types=%20APPLICATION_ERROR,DIAGNO
STIC_SESSION&severities=INFO,WARN,ER
ROR&output=JSON

JSON

Create Events

You can create APPLICATION_DEPLOYMENT and CUSTOM events.

Application Deployment Event Integration

The AppDynamics REST API lets you integrate events of type "APPLICATION_DEPLOYMENT"
with other systems.

For example, suppose you want to create an event automatically in your AppDynamics monitored
system for every new release. To integrate these systems, use the following REST API to create
an event of type "APPLICATION_DEPLOYMENT" in your managed environment.

This is a POST request. You should receive the event ID after successful invocation of the
request.

URI: /controller/rest/applications/<application-name|application-id>/events

Input parameters

Parameter Name Parameter Type Value Mandatory

<application-name |
application-id>

URI Provide either
application name or
application id.

Yes

summary Query Provide the summary
for the event.

Yes

comment Query Provide the
comments (if any) for
the event.

Yes

eventtype Query APPLICATION_DEPL
OYMENT

Yes

Create a Custom Event

The AppDynamics REST API lets you create a custom event.

This is a POST request. You should receive the event ID after successful invocation of the
request.

URI: /controller/rest/applications/<application-name|application-id>/events

http://docs.appdynamics.com/download/attachments/20187207/REST_EVENTS_JSON.txt?version=1&modificationDate=1394226069000&api=v2
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Input parameters

Parameter Name Parameter Type Value Mandatory

<application-name |
application-id>

URI Provide either
application name or
application id.

Yes

summary Query Provide the summary
for the event.

No

comment Query Provide the
comments for the
event.

Yes

eventtype Query CUSTOM Yes

Retrieve transaction snapshots for a Business Transaction for a
time range

URI: /controller/rest/applications/<application-id>/request-snapshots

Input parameters

Parameter
Name

Parameter Type Value Mandatory

<application-id> URI Provide either
the application
name or
application id.

Yes
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time-range-type Query Possible values
are:  

 BEFORE_NOW
  
To use the
"BEFORE_NOW
" option, you
must also specify
the
"duration-in-mins
" parameter.  

  BEFORE_TIME
To use the
"BEFORE_TIME
" option, you mu

 also specifyst
the
"duration-in-mins
" and "end-time"
parameters.  

   AFTER_TIME
To use the
"AFTER_TIME"
option, you must
also specify the
"duration-in-mins
" and "start-time"
parameters.  
BETWEEN_TIM

  ES
To use the
"BETWEEN_TIM
ES" option, you
must also specify
the "start-time"
and "end-time"
parameters. The
"BETWEEN_TIM
ES" range
includes the
start- time and
excludes the
end-time.

Yes
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duration-in-mins Query Duration (in
minutes) to
return the data.

If
time-range-type
is BEFORE_NO

,W  BEFORE_TI
, or ME AFTER_

TIME

start-time Query Start time (in
milliseconds)
from which the
data is returned.

If
time-range-type
is   AFTER_TIME
or BETWEEN_TI
MES

end-time Query End time (in
milliseconds)
until which the
data is returned.

If
time-range-type
is BEFORE_TIM

or E BETWEEN_
TIMES

guids Query Array of
comma-separate
d guids for the
transaction
snapshots. If not
specified,
retrieves all
snapshots in the
specified time
range.

No

archived Query True to retrieve
archived
snapshots.
Default is false.

No
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deep-dive-policy Query Array of
comma-separate
d snapshot
policy filters to
apply. Valid
values are: 

SLA_FAILUR
E
TIME_SAMP
LING
ERROR_SA
MPLING
OCCURREN
CE_SAMPLI
NG 
ON_DEMAN
D
HOTSPOT
HOTSPOT_L
EARN
APPLICATIO
N_STARTUP
SLOW_DIAG
NOSTIC_SE
SSION
ERROR_DIA
GNOSTIC_S
ESSION
POLICY_FAI
LURE_DIAG
NOSTIC_SE
SSION
DIAGNOSTI
C_SESSION
INFLIGHT_S
LOW_SESSI
ON

No

application-comp
onent-ids

Query Array of
comma-separate
d tier IDs to filter.
Default is all the
tiers in the
application.

No
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application-comp
onent-node-ids

Query Array of
comma-separate
d node ID
filters. Default is
all the nodes in
the application

No

business-transac
tion-ids

Query Array of
comma-separate
d business
transaction ID
filters. Default is
all the business
transactions in
the application.

No

user-experience Query Array of
comma-separate
d user
experiences
filters. Valid
values are: 

NORMAL
SLOW
VERY_SLO
W
STALL
ERROR

No

first-in-chain Query If true, retrieve
only the first
request from the
chain. Default is
false.

No
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need-props Query If true, the values
of the following
snapshot
properties are
included in the
output. These
values
correspond to
the values of the
data-collector-typ
e parameter. 
If false, these
values are empty
in the REST
output. 
The default is
false. New in

.3.7.11

errorDetails
errorIDs
httpParamete
rs
businessData
cookies
httpHeaders
sessionKeys
responseHea
ders
logMessages
transactionPr
operties
transactionEv
ents
dotnetPropert
y

No  

need-exit-calls Query If true, exit calls
are included in
the result.
Default is false.

No

execution-time-in
-milis

Query If set, retrieves
only data for
requests with
execution times
greater than this
value.

No
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session-id Query If set, retrieves
data only for this
session id.

No

user-principal-id Query If set, retrieves
data only for this
user login. 

No

error-ids Query Array of
comma-separate
d error codes to
filter by. Default
is to retrieve all
error codes.

No

starting-request-i
d,
ending-request-i
d

Query If set, retrieves
data only for this
range of request
IDs.

No

error-occurred Query If true, retrieves
only error
requests. Default
is false.

No

diagnostic-snaps
hot

Query If true, retrieves
only diagnostic
snapshots. Defa
ult is false.

No

bad-request Query If true, retrieves
only slow and
error
requests. Default
is false.

No

diagnostic-sessio
n-guid

Query Array of
comma-separate
d diagnostic
session guids to
filter.

No

data-collector-na
me

Query Used with
data-collector-val
ue to filter
snapshot
collection based
on the value of a
data collector. N
ew in 3.6.1.

No
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data-collector-val
ue

Query Used with
data-collector-na
me to filter
snapshot
collection based
on the value of a
data collector. N
ew in 3.6.1.

If
data-collector-na
me is set.
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data-collector-typ
e

Query Used with
data-collector-na
me and
data-collector-val
ue to filter
snapshot
collection based
on the value of a
data collector. N

 Somew in 3.6.1.
e of the values
contain spaces.
All are
case-sensitive
and where
indicated the
spaces are
required. Valid
values are:

Error IDs
Stack Traces
Error Detail
Http
Parameter
Business
Data (This
type is a
method
invocation
data
collector.)
Cookie
Http Header
Session Key
Response
Header
Log Message
Transaction
Property
Transaction
Event
Dotnet
Property
isProtoBuf
EUM
Request
GUID
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Output Query HTTP Request
parameter
included as part
of the URL to
change the
output format. 
Valid values are
"XML" (default)
or "JSON".

No

Example - Retrieve list of transaction snapshots for the ACME Book
Store.

URI Sample object output

/controller/rest/applications/AcmeOnlineBookS
tore/request-snapshots?time-range-type=BEF
ORE_NOW&duration-in-mins=2

XML

/controller/rest/applications/AcmeOnlineBookS
tore/request-snapshots?time-range-type=BEF
ORE_NOW&duration-in-mins=2&output=JSO
N

JSON

Example - Retrieve list of transaction snapshots including the snapshot
fields that are associated with an Http Parameter data collector.

URI Sample object output

controller/rest/applications/2/request-snapshot
s?time-range-type=BEFORE_NOW&duration-i
n-mins=120&data-collector-type=Http%20Para
meter&data-collector-name=param1&data-coll
ector-value=%5B100%5D&need-props=true]

XML

controller/rest/applications/2/request-snapshot
s?time-range-type=BEFORE_NOW&duration-i
n-mins=120&data-collector-type=Http%20Para
meter&data-collector-name=param1&data-coll
ector-value=%5B100%5D&need-props=true&o
utput=JSON]

JSON

Create and modify AppDynamics users

This is an HTTP POST operation.

The create and modify user URIs are identical except for the user-id parameter, which is not
passed for the create operation. The user-id is generated by the create operation.

http://docs.appdynamics.com/download/attachments/20187207/REST_Snapshots_Data_XML.txt?version=1&modificationDate=1394226068000&api=v2
http://docs.appdynamics.com/download/attachments/20187207/REST_Snapshots_Data_JSON.txt?version=1&modificationDate=1394226068000&api=v2
http://docs.appdynamics.com/download/attachments/20187207/REST_SnapshotsDataCollector_XML.txt?version=1&modificationDate=1394226067000&api=v2
http://docs.appdynamics.com/download/attachments/20187207/REST_SnapshotsDataCollector_JSON.txt?version=1&modificationDate=1394226067000&api=v2
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A response code of 200 indicates success.

URI: /controller/rest/users

Input parameters

Parameter Name Parameter Type Value Mandatory

user-name Query user name Yes

user-id Query user id No for a create; yes
for an update

user-display-name Query display name Yes

user-roles Query comma-separated list
of roles

No

user-password Query user password Yes for create;
optional for update

user-email Query user email Yes

Include or exclude a business transaction from monitoring

This is an HTTP POST operation.

To exclude a business transaction from monitoring, set the exclude parameter to true.

To turn on monitoring for a currently excluded business transaction, set the exclude parameter to
false.

Send the list of business transactions to be excluded or re-included as xml payload, not as
parameters.
A sample business-transaction-list is:

<business-transactions>
    <business-transaction>
        <id>15</id>
    </business-transaction>
    <business-transaction>
        <id>16</id>
    </business-transaction>
</business-transactions>

Make sure the Content-Type header is set to "application/xml".

URI: /controller/rest/applications/ /business-transactions<application-name | application-id>

Input parameters

Parameter Name Parameter Type Value Mandatory
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<application-name |
application-id>

URI Provide either the
application name or
application id.

Yes

exclude Post true|false Yes

Example - Exclude business transaction 166 from monitoring.

URI

/controller/rest/applications/AcmeOnlineBookStore/business-transactions?exclude=true

This is the way the request appears in the Google Advanced REST Client:

Retrieve all controller global configuration values

These are the values that you set interactively from the Controller Settings screen in the
AppDynamics Administration console.

Access requires the "root" password, which was created for the AppDynamics admin user when
the controller was installed. See .Access the Administration Console

URI: /configuration

Input parameters

Parameter Name Parameter Type Value Mandatory

http://docs.appdynamics.com/display/PRO14S/Access+the+Administration+Console
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Output Query HTTP Request
parameter included as
part 
of the URL to change
the output format. 
Valid values are
"XML" (default) or
"JSON".

No

Example - Retrieve list of all global configuration values

URI Sample object output

/controller/rest/configuration XML

/controller/rest/configuration?output=JSON JSON

Retrieve a single controller global configuration value

URI: /configuration?name=<controller_setting_name>

Input parameters

Parameter Name Parameter Type Value Mandatory

name Query Name of the
Controller setting to
retrieve

Yes

Output Query HTTP Request
parameter included as
part of the URL to
change the output
format. 
Valid values are
"XML" (default) or
"JSON".

No

Example - Retrieve the global metrics buffer size.

URI Sample object output

/controller/rest/configuration?name=metrics.bu
ffer.size

XML

/controller/rest/configuration?name=metrics.bu
ffer.size&output=JSON

JSON

http://docs.appdynamics.com/download/attachments/20187207/REST_GlobalConfig.XML?version=1&modificationDate=1394226068000&api=v2
http://docs.appdynamics.com/download/attachments/20187207/REST_GlobalConfigJSON.txt?version=1&modificationDate=1394226067000&api=v2
http://docs.appdynamics.com/download/attachments/20187207/REST_GlobalConfigSingle.XML?version=1&modificationDate=1394226068000&api=v2
http://docs.appdynamics.com/download/attachments/20187207/REST_GlobalConfigSingle.txt?version=1&modificationDate=1394226068000&api=v2
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Configure Global Controller Settings

This is an HTTP POST operation.

URI: /controller/rest/configuration

Input parameters

Parameter Name Parameter Type Value Mandatory

name Query name of a controller
setting; to see all the
names, retrieve all the
values as described in
Example - Retrieve
list of all global
configuration values

Yes

value Query value to set Yes

Mark Nodes as Historical

This is an HTTP POST operation.

Pass as parameters a comma-separated list of one or more node ids of the nodes to be marked as
historical. You can specify up to a maximum of 25 node ids to be marked.

AppDynamics stops collecting metrics for a node that is marked as historical.

By default AppDynamics marks as historical (soft deletes) a node that has lost contact with the
Controller for the number of hours configured in the node.retention.period controller setting. The
default is 500 hours.

Information from a historical node can be retrieved until the node has lost contact with the
controller for the number of hours configured in the node.permanent.deletion.period, after which
time the historical node is permanently deleted. The default is 720 hours.

URI: /controller/rest/mark-nodes-historical?application-component-node-ids=44,45

Input parameters

Parameter Name Parameter Type Value Mandatory

application-componen
t-node-ids

Query comma-separated list
of node ids

Yes

Example - Mark nodes 44 and 45 as historical.

URI Sample object output

/controller/rest/mark-nodes-historical?applicati
on-component-node-ids=44,45

XML

http://docs.appdynamics.com/download/attachments/20187207/REST_HIstoricalNodes.txt?version=1&modificationDate=1394226067000&api=v2
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Retrieve all policy violations in a particular business application

URI: /controller/rest/applications/<application-name|application-id>/problems/policy-violations

Input parameters

Parameter Name Parameter Type Value Mandatory

<application-name |
application-id>

URI Provide either the
application name or
application id.

Yes

time-range-type Query Possible values are: 
  BEFORE_NOW

To use the
"BEFORE_NOW"
option, you must also
specify the
"duration-in-mins"
parameter. 

   BEFORE_TIME
To use the
"BEFORE_TIME"
option, you must also
specify the
"duration-in-mins" and
"end-time"
parameters. 

 AFTER_TIME
To use the
"AFTER_TIME"
option, you must also
specify the
"duration-in-mins" and
"start-time"
parameters. 

  BETWEEN_TIMES
To use the
"BETWEEN_TIMES"
option, you must also
specify the
"start-time" and
"end-time"
parameters.

Yes

duration-in-mins Query Duration (in minutes)
to return the metric
data.

If time-range-type is B
,EFORE_NOW  BEFO

, or RE_TIME AFTER
_TIME
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start-time Query Start time (in
milliseconds) from
which the metric data
is returned.

If time-range-type is A
 or FTER_TIME BET

WEEN_TIMES

end-time Query End time (in
milliseconds) until
which the metric data
is returned.

If time-range-type is B
 or EFORE_TIME BET

WEEN_TIMES

incident-status Query If OPEN, retrieve only
the policy violations
that are open. If
RESOLVED, retrieve
only the policy
violations that are
resolved.

No

Output Query HTTP Request
parameter included as
part of the URL to
change the output
format. Valid values
are "XML" (default) or
"JSON".

No

Example - Retrieve the list of all open policy violations in the ACME Book
Store for the past 1000 minutes.

URI Sample object output

/controller/rest/applications/2/problems/policy-
violations?time-range-type=BEFORE_NOW&d
uration-in-mins=1000&incident-status=OPEN

XML

/controller/rest/applications/2/problems/policy-
violations?time-range-type=BEFORE_NOW&d
uration-in-mins=1000&incident-status=OPEN&
output=JSON

JSON

Example Integrations Using the AppDynamics REST API
Python Client for the REST API
Mobile Application
Jenkins Plugin

Python Client for the REST API

REST Python Client Extension

http://docs.appdynamics.com/download/attachments/20187207/REST_OPENPV.txt?version=1&modificationDate=1394226068000&api=v2
http://docs.appdynamics.com/download/attachments/20187207/REST_OPENPV_JSON.txt?version=1&modificationDate=1394226068000&api=v2
http://appsphere.appdynamics.com/t5/Extensions/REST-API-Python-Client-Library/idi-p/917
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Mobile Application

See  for information about a monitoring application thatGoing Mobile with AppDynamics REST API
runs on a smart phone.

The code is available at: https://github.com/unixunion/appdyngauges

Courtesy Kegan Holtzhausen, thank you!

Jenkins Plugin

This plugin makes it possible to integrate data from AppDynamics into your Jenkins build.

The plugin is available at: https://wiki.jenkins-ci.org/display/JENKINS/AppDynamics+Plugin

Courtesy Miel Donkers, thank you!

Use Curl to Access AppDynamics REST APIs

You can fetch the contents of the AppDynamics REST API calls using curl. curl dumps the XML
results to standard output.

The syntax is:

curl --user <appdynamics-username>@<appdynamics-account-name:<appdynamics-password> '
<URI>'

For example, this command gets the applications on the "demo" server:

curl --user user1@customer1:secret
'http://demo.appdynamics.com/controller/rest/applications'

This command gets the tiers in application 2:

curl --user user1@customer1:secret
'http://demo.appdynamics.com/controller/rest/applications/2/tiers'

This command gets the average response time in the Ecommerce tier of the ACME Online Book
Store application over the past two hours:

http://www.appdynamics.com/blog/2012/06/26/going-mobile-with-appdynamics-rest-api/
https://github.com/unixunion/appdyngauges
https://wiki.jenkins-ci.org/display/JENKINS/AppDynamics+Plugin
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curl --user user1@customer1:secret
'http://demo.appdynamics.com/controller/rest/applications/Acme%20Onl
ine%20Book%20Store/metric-data?metric-path=Business%20Transaction%20
Performance%7CBusiness%20Transactions%7CE-Commerce-2%7CCheckout%7CAv
erage%20Response%20Time%20(ms)&time-range-type=BEFORE_NOW&duration-i
n-mins=120'
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