APPDYNAMICS

Troubleshooting

AppDynamics Pro Documentation
Version 3.8.x

Copyright © AppDynamics 2012-2014 Page 1



1. Rapid Troubleshooting . .......... . . . . . e 3

1.1 Troubleshoot Slow Response TIMES . ... 4
1.2 Troubleshoot Expensive Methods and SQL Statements ...................... 7
1.3 Troubleshoot Node Problems . ... . e 11
1.4 TroubleshOOot ErTOrS . .. ...t 13
1.5 Troubleshoot a Problem that Happened inthe Past . ........................ 16
1.6 DiagnostiC SESSIONS . . 21
L7 Call Grapns .. e 23
1.7.1 Configure Call Graphs . ... ... et 29
LB ANAlYZE .. 32
1.8.1 Scalability AnalysisS . ... ... 32
1.8.2 Correlation ANalysisS . . ... 34
1.8.3Compare Releases . ... 35
2. Troubleshoot Health Rule Violations . ......... ... . i 36
3. Troubleshoot Java Application Problems . ......... ... ... .. .. .. ... ... ... ...... 42
3.1 Troubleshoot Slow Response TimesforJdava ..............c.ciiiinnnnn... 42
3.2 Configure Diagnostic Sessions For Asynchronous Activity . ................... 59
3.3 Troubleshoot Java MemoOry ISSUES . . ..ottt ettt ee e 60
3.3.1 Troubleshoot Java Memory Leaks ............. ... .. . i, 60
3.3.2 Troubleshoot Java Memory Thrash ............. ... ... .. ... . . . 68
3.4 Detect Code Deadlocks forJava . ............uuuiiiii e 75
4. Troubleshooting Tutorials forJava .............. .. .. 77
4.1 Tutorial for Java - Business Transaction Health Drilldown .................... 77
4.2 Tutorial for Java - EXCEptioNs ... ... . 77
4.3 Tutorial for Java - SIow Transactions . ......... ...ttt 83
4.4 Tutorial for Java - Troubleshooting using Events  ................ ... ........ 86
5. Troubleshoot .NET Application Problems . ......... .. ... .. .. ... ... ........... 93
5.1 Troubleshoot Slow Response Times for NET ......... ... ..., 93
6. Troubleshoot PHP Application Problems . ......... ... .. .. ... ... ... ... ....... 104
6.1 Troubleshoot Slow Response TimesforPHP .. ... ... ... ... ... ... ... ....... 106
6.2 Troubleshoot Errors for PHP . . ... ... e 108
7. Troubleshoot Node.Js Application Problems .. ......... ... .. .. ... ... ......... 112
7.1 Troubleshoot Slow Response Times forNode.js . ..., 112
8. Troubleshoot Mobile Applications . ........... ... ... 114
8.1 Troubleshoot Slow Network Requests from Mobile Applications ............... 114
8.2 Troubleshoot Mobile Application Crashes . ......... ... . ..., 115

Copyright © AppDynamics 2012-2014 Page 2



APPDYNAMICS

Rapid Troubleshooting

® Troubleshooting Scenarios

¢ How AppDynamics Indicates Problems

® How to Start Troubleshooting

Troubleshooting
Scenarios

For common troubleshooting
scenarios see:

® Troubleshoot Slow
Response Times
Troubleshoot Errors

Troubleshoot per Platform

Troubleshoot Java Application Problems
Troubleshoot .NET Application Problems
Troubleshoot PHP Application Problems
Troubleshoot Node.Js Application Problems

Troubleshoot Health Rule Violations
Troubleshoot Expensive Methods and SQL Statements
Troubleshoot Mobile Applications

How AppDynamics Indicates Problems

The dashboards show you when problems occur and you need to take action. For example the Tra
nsaction Scorecard monitors business transactions and categorizes their performance according

to thresholds.

Transaction Scorecard
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How to Start Troubleshooting

When AppDynamics indicates a problem you can easily go right into troubleshooting mode.

®* From the left navigation menu click Troubleshoot.
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Servers Troubleshoot your Application
Events
End Usar Experience

v Troublashoot 0[ Slow Response Times

Troubleshoot slow transactions, database queri|

Response Times

: Violations ErrOrS .
‘ J Troubleshoot errors or exceptions and drill dowr

ﬁ Health Rule Violations

®* From the All Applications dashboard click the Troubleshoot link.

ACME Book Store Application |'

Events End User Experience  Alert & Respond  Troubleshoot  An
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Troubleshoot Slow Response Times

Troubleshoot per Platform
® How You Know When

Response Times are Slow

e Basic Troubleshooting Troubleshoot Slow Response Times for Java

Techniques Troubleshoot Slow Response Times for .NET
¢ Slow and Stalled _
Transactions Troubleshoot Slow Response Times for PHP
* To Troubleshoot Slow Response Times for Node.js

troubleshoot
slow and Troubleshoot Slow Network Requests from Mobile
stalled Applications
transactions

® Slow Database and
Remote Service
Calls
® To troubleshoot slow database and remote service calls
® | earn More

How You Know When Response Times are Slow

There are many ways you can learn that your application's response time is slow:

® You received an email or SMS alert from AppDynamics (see Alert and Respond). The alert
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provides details about the problem that triggered the alert.

® Someone reported a problem such as "it's taking a long time to check out" or "the app timed
out when | tried to add an item to the cart."

® A custom dashboard shows a problem.

®* An AppDynamics dashboard shows a problem. In AppDynamics, look at:

® Business Transaction health metrics in the Transaction Scorecard pane. The bar
charts show slow or stalled transactions (as based on health rules) as compared to
normal.

® The Response Time graph. If you see spikes in the graph, the problem is slow
response time.

® Events in the Events List. Scroll the list and look for red or yellow icons related to
performance health rules based on response time.

® Traffic flow lines in a flow map. If you see yellow or red flow lines the problem is likely
to be slow response time.

® Business Transaction Health status in the Business Transaction Health pane. If you
see yellow or red bars, there are health rule violations that may affect response time.

® Tier icons in the flow map. If the icon is yellow or red there is a problem with one or
more nodes that may affect response time.

® Health rule status in the Server Health pane. If you see red or yellow, the problem
reflects a server health rule violation that may affect response time.

Basic Troubleshooting Techniques

At any time you can click Troubleshoot -> Slow Response Times and the Slow Response Times
window opens showing two tabs. You can drill down into transaction issues in the Slow
Transactions tab, and into database or remote services issues in the Slowest DB & Remote
Services tab.

Slow and Stalled Transactions

There are many reasons why a business transaction may be slow or stalled. The Slow Response
Times tab helps you find the root cause whether that be resource or thread contention, deadlock,
race condition, or something else.

By default AppDynamics considers a slow transaction one that lasts longer than 3 times the
standard deviation for the last two hours and a very slow transaction 4 times the baseline for the
last two hours.

By default AppDynamics considers a transaction that lasts longer than 45 seconds (4500
milliseconds) to be stalled.

You can configure these thresholds to better match your environment. See Thresholds and Config
ure Thresholds.

To troubleshoot slow and stalled transactions

1. Click Troubleshoot -> Slow Response Times.
You can also access this information from tabs in the various dashboards.

2. Click the Slow Transactions tab if it is not selected.
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® In the upper pane AppDynamics displays a graph of the slow, very slow, and stalled
transactions for the time period specified in the Time Range drop-down menu. If the load is
not displayed, you can click the Plot Load checkbox at the upper right to see the load.

® In the lower pane AppDynamics displays the transaction snapshots for slow, very slow, and
stalled transactions.

3. In the lower pane, click the Exe Time column to sort the transactions from slowest to fastest.

Slow Transactions Slowest DB & Remote Service Calls
w Load 3.0m oalls v | Plot Load
- - " e
| /
Slow
Vary Sl
- - i Stalls 1 1.0 7
300 PM  5:00PM  7:00PM  5:00PM 11:00PM 1:00 AM 3:00 AM 5:00 AM 7:00 AM  9:00 AM  11:00 AM  1:00 PM
Slow Transaction Snapshots [m}
Y : N »
Show Filters More Actions Gonfigure Showing 580 snapshots Fetch mora
Time Exa Time (ms) v URL Business Transaction Tiar Mode
54058 fappdynamicspilotViewCartladd TaCart. action ViewCart add TaCart T Moda_B000 e
54066 fappdynamicspilotr sartladd ToCart.action ViewCart add ToCart l Mode_B000
54062 sartladd ToCart.action ViewCartadd ToCart f Mode_ 00D
54061, tappdynamicspil CartladdToCartaction _____ ViewCartaddToCart | Mode

To drill down to the root cause of the slow or stalled transaction, select a snapshot from the list
and click View Transaction Snapshot. See Transaction Snapshots.

Slow Database and Remote Service Calls

Although AppDynamics does not instrument database and remote service servers directly, it
collects metrics about calls to these backends from the instrumented app servers. This allows you
to drill down to the root cause of slow database and remote service calls.

To troubleshoot slow database and remote service calls

1. Click Troubleshoot -> Slow Response Times.
You can also access this information from tabs in the various dashboards.

2. Click the Slowest DB & Remote Service Calls tab if it is not selected.

® In the Call Type panel, you can select the type of call for which you want to see information,
or select All Calls.

® The Call panel displays the average time per call, number of calls, and maximum execution
time (Max Time) for the calls with the longest execution time.

® In the lower panel, you can see details or correlated snapshots for the selected call.
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Slow Transactions Slowest DB & Remote Service Calls
Call Type 4 These are the calls with largest observed individual execution time (Max Time) during the specified time range.
el Call Avg. Time per Number of Ca Max Time Snapshots
Call (ms) (ms)
»0 AllCalls SELECT COUNT(1) COUNT FROM ITEM IT1, ITEM IT2 7521.5 1501 31124 n View snapshots
@ JosC ORDERSERVICE.CREATEORDER 1596.8 5196 20013 n\/iew snapshots
o S INSERT INTO ORDERREQUEST ( ITEM_ID, NOTES ) VALUE¢ 950.4 5759 10002 Il View snapshots
GET POOLED CONNECTION FROM DATASOURCE 2380.7 234 9883 n View snapshots
SELECT ITEM.ID, NOW(), SLEEP(1/3), NOW() FROM ITEM Wt 333.9 5759 339 n\/iew snapshots
ORDERQUEUE 110 1 110 No snapshots
DB TRANSACTION COMMIT 11.8 1987 79 n View snapshots
DB TRANSACTION COMMIT 11.8 76 26 n View snapshots
INSERT INTO CART (ITEM_ID, USER_ID) VALUES (?, ?) 15.9 28 25 No snapshots
Call Details Correlated Snapshots
SELECT COUNT(1) COUNT FROM ITEM IT1, ITEM IT2

3. Sort by Average Time per Call to display the slowest calls at the top of the list.

4. To see transaction snapshots for the business transaction that is correlated with a slow call, you
can:

® Click the View Snapshots link in the right column to display correlated snapshots in a new
window.

® Select the call and click the Correlated Snapshots tab in the lower panel to display
correlated snapshots at the bottom of the screen.

Call Details Correlated Snapshots

Time Exe Time (r URL Business Transaction Tier Node
[ =] 03/27/14 4:49:37 PN 9868 fappdynamicsp Fetch Catalog E-Commerce E-Commerce-N...
03/27/14 4:50:11 P\ 10246 fappdynamicsp Fetch Catalc E-C EsCommerce-N...

o ppey P Business Transaction: Fetch Catalog
n 03/27/14 4:50:13 PN 10440 fappdynamicsp Fetch Catalog E-Commerce E-Commerce-N...
n 03/27/14 4:50:59 PN 10518 fappdynamicsp Fetch Catalog E-Commerce E-Commerce-N...
L IR .= 03/27/14 4:51:22 P 11392 /appdynamicsp Fetch Catalog E-Commerce E-Commerce-N...

5. Click the Exe Time column to sort the transactions from slowest to fastest.

To drill down to the root cause of the slow call, select a snapshot from the list and click View
Transaction Snapshot. See Transaction Snapshots.

Learn More

® Transaction Snapshots
® Configure Thresholds

Troubleshoot Expensive Methods and SQL Statements

Expensive Method Invocations and SQL Statements

If a part of your application is showing performance degradation and you're not sure where to start
looking for the root cause,
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one approach is to search and compare multiple snapshots together. You can do this to find the
most expensive method invocations and SQL statements.

To troubleshoot by comparing multiple snapshots

1. Select the application dashboard and click the Transaction Snapshot tab.

2. Click the All Snapshots tab.

- L | N NWTraders
WWTraders
- ‘ * Dashboard Top Business Transactions Transaction Snapshots Transaction Analysis
Business Tran ]
All Snapshots Slow and Error Transactions Diagnostic Sessions Periodic Callection
Servers
Je - - v
App Servers ' [ ia t .
Show Filters View Transaction Snapshot  Anslyze  More Actions  Configure
Time Exe Time (ms) URL
° 02/01/13 2:04:13 PM 8 fconsumer/logout.aspx

F @ O E EEE

End User Experience
ot (<}

sponse Times

Configure

W [ f

Instrumentation

Policies
Alerts

Transaction Thresholds

lines

02101113 2:03:43 PM
02/01/13 2:03:38 PM
020113 20315 PM
02101113 2:02:46 PM
02/01/13 2:0Z:41 PM
02/01/13 2:02:38 PM
02/01/13 2:02:38 PM
02/01/13 2:02:36 PM
020113 20221 PM
02101413 220212 PM
02/01/13 20211 PM
020113 2:01:41 PM
02/01/13 2:01:38 PM
02/01/13 2:01:36 PM
02/01/13 2:00:38 PM
02/01/13 2:00:32 PM
02/01/13 2:00:25 PM
020113 1:5212 PM
02/01/13 1:58:38 PM
02/01/13 1:58:12 PM
020113 1:57:41 PM

2780 fconsumer/misc.aspx

2480 fconsumer/misc.aspx

16 fconsumer/UpdateOrders.aspx
224 fconsumer/misc.aspx

2476 fconsumer/misc.aspx

2490 fconsumer/misc.aspx

221 fconsumer/misc. aspx

2021 fconsumer/misc.aspx

96 fconsumer/ProductFetch. aspx
2 fconsumer/login.aspx

1 fconsumer/login.aspx
2430 lconsumerimisc.aspx

2443 fconsumer/misc. aspx

2588 lconsumer/misc.aspx

224 lconsumerimisc.aspx

226 fconsumer/misc. aspx

122 fconsumer/SaveOrder.aspx
4 lconsumerilogout.aspx
1094 fconsumer/misc.aspx

7 fconsumer/logout.aspx

229 lconsumerimisc.aspx

3. Sort the snapshots in a way that makes sense to you, such as by tier and by business

transaction.

4. Select a few snapshots. You can compare up to 30 snapshots at a time.

5. Click Analyze -> Identify the most expensive calls/SQL statements in a group of

Snapshots.
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e demol.appdynamics.com/controller/#locatio

APP_DASHEOARD&timeRange=last_15_minutes.BEFORE_NOW.-1.1359753853688 15&application=14

- « (9] NWTraders

NWTraders
_ ‘ h Dashboard Top Business Transactions Transaction Snapshots Transaction Analysis

Business Trans:
All Snapshots

rvers ) § g

Slow and Error Transactions Diagnostic Sessions Periodic Collection

s AN -~

sumer Web Show Filters View Transaction Snapshot Analyze More Actions Configure

rvic Time

-hine Agent 02/01/13 1:56:42 PM
02/01/13 1:50:32 PM
02/01/13 1:50:35 PM
02/01/13 1:50:35 PM
02/01/13 1:50:38 PM

b 02/01/13 1:50:41 PM

02/01/13 1:50:43 PM
02/01/13 1:57:41 PM

App P 0201113 Z0Z:46 PM
Events 02/01/13 1:56:40 PM
End User 0201713 1:52:32 PM

Troubleshoot 02/01/13 1:52:36 PM
w Res 02/01/13 1:52:39 PM
0201713 1:52:42 PM
02/01/13 2:03:43 PM
02/01/13 1:54:36 PM

02/01/13 1:54:37 PM

figure

Instrumentation 02101/13 1:54:40 PM

02/01/13 1:54:43 PM
02/01/13 Z2:03:38 PM

w Trans Threshalds 20113 15552 BM

Baselines 02/01/13 202:38 PM

O o 7 P

ARIAAIAS 42808 PR

Exe Time

2501 Identify the most expensive calls / SQL statements in a group of Snapshots
248 Iconsumer/misc.aspx
248 Jconsumer/misc.aspx
2426 lconsumer/misc.aspx
2419 Iconsumer/misc.aspx
2447 Jconsumer/misc.aspx
2457 lconsumer/misc.aspx
229 Iconsumer/misc.aspx
224 Jconsumer/misc.aspx
2028 lconsumer/misc.aspx
3863 Iconsumer/misc.aspx
222 Jconsumer/misc.aspx
2245 lconsumer/misc.aspx
239 Iconsumer/misc.aspx
2780 Jconsumer/misc.aspx
226 lconsumer/misc.aspx
2081 Iconsumer/misc.aspx
2481 Jconsumer/misc.aspx
2464 lconsumer/misc.aspx
2480 Iconsumer/misc.aspx
268 /consumer/misc.aspx
221 /consumer/misc.aspx

Aansa S i

Depending on how many snapshots you chose, it may take more time to process the results.
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M

ods SQL Statements

[SELED

Most Expensive Methods / SQL Statements

Displaying up to the top 25 most expensive methods and SQL statements from the following requests:

Time Exe Time (ms) ¥ URL Business Transaction Tier Node

02/01/13 1:52:32 PM 3863 lconsumer/misc.aspx Checkout Consumer Web Consumer Web-AMAZCONA-TUISE1N-NWTraders-0-1-0
02/01/13 1:54:37 PM 2881 lconsumer/misc.aspx Checkout Consumer Weh Consumer Web-AMAZONA-TUISETN-NWTraders-0-1
02/01/13 220343 PM 2780 leonsumer/misc. aspx Checkout Consumer Web Consumer Web-AMAZONA-TUISETN-NWTraders-0-1-0
02/01/13 1:56:42 PM 2501 leonsumer/misc. aspx Checkout Consumer Web Consumer Web-AMAZOMNA-TUISETN-NWTraders-0-1-0
02/01/13 1:54:40 PM 2481 lconsumer/misc.aspx Checkout Consumer Web Consumer Web-AMAZONA-TUISETN-NWTrader:
02/01/13 20338 PM 2480 lconsumer/misc.aspx Checkout Consumer We Consumer Web-AMAZCONA-TUISE1N-NWTraders-0-1-0
02/01/13 1:54:43 PM 24584 lconsumer/misc.aspx Checkout Consumer Web Consumer Web-AMAZCONA-TUISE1N-NWTraders-0-1-0
02/01/13 1:50:43 PM 2457 leonsumer/misc.aspx Checkout Consumer Wab Consumer Web-AMAZONA-TUISETN-NWTraders-0-1-
[Z1 02/01/13 1:50:41 PM 2447 Jconsumer/misc.aspx Checkout Consumer Wab Consumer Web-AMAZONA-TUISETN-NW Traders-0-1-0
Expensive Methods (137) Expensive 3QL (21)

The following methods were the most expensive methods invoked

Class and Method Total Exe. Time(ms) Avg. Exe. Time(ms) v  Call Count
System.Data.SqlClient.SqlCommand: ExecuteMon Query 32343 15401 21
System.ServiceModel Dispatcher. RequestChannelBinder:Request 773 36.8 21
SNIReadSync 26 13.0 2

System.Web Services.Protocols. SoapHttpClientProtocol: Invoke a1 11.6 7

System.ServiceMaodel. Channels.RequestChannel:Request 244 87 28

System.ServiceMaodel Dispatcher RequestChannelBinder:Request 174 83 21

System.ServiceMaodel. Channels.RequestChannel:Request 189 6.8 28

Hittp Handler - System.Web Script. Services.ScriptHandlerFactory+HandlerWrapper. ProcessRequest 47 67 7

System.ServiceMadel Channels.SecurityChannelFactory™1+SecurityRequestChannel:Request a3 6.6 14

System.ServiceMadel Channels.SecurityChannelFactory™1+SecurityRequestChannel:Request a0 6.4 14

! WCF Service - System.ServiceMadel Dispatcher.SyncMethodinvoke rinvoke 74 5.3 14

System.Messaging.MessageQueue:Sendinternal 16 23 7

! WCF Service - System.ServiceMadel Dispatcher.SyncMethodinvoke rinvoke 12 1.7 7

Hitp Handler - ASP.misc_aspx:ProcessRequest 2 0.1 20

! WCF Service - System.ServiceMadel Dispatcher.SyncMethodinvoke rinvoke 1 0.0 21

System.ldentityMode|. Selectors. Security TokenProvider: GetToken a 0.0 14

misc:Page_Load q 0.0 20

System.ServiceMaodel Security.lssuanceTokenProviderBase 1:DoNegotiation a 0.0 14

System.ServiceMadel Security. SecuritySessionClientSettings™1+ClientSecuritySessionChannel: OnOpen a 0.0 14

System.Reflection. Runtime Methodinfo:invoke a 0.0 28

System.Data.SqlClient. TdsParserStateObjectReadSni a 0.0 2

P system. ServiceModel. Channels. ServiceChannelProxyv:ExecuteMessade a 0.0 14

6. The Expensive Methods and SQL Statements window shows the most expensive method
invocations sorted by total time. You can also sort by average execution time or call count.

7. You can click on a snapshot to see its details.

8. Select two snapshots for the same business transaction and select Analyze -> Compare
Snapshots to directly compare them.

Gomparing the following two snapshots

Snapshot 1 - Taken at 3:20:34 PM on 02101113 View Snapshot 2 - Taken at 3:20:29 PM on 02/01/13 View

Excution tine: 284ms Exocution time: 230 ms

Oceurrad on transactior Oceurred on transaction: Checkout

Methods Invoked in Both Snapshots
Learn More
Copyright © AppDynamics 2012-2014 Page 10
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® Transaction Snapshots
Troubleshoot Node Problems

® To Access the Node Problem Viewer
Node Problem Viewer
Filter Options for Node Problem Analysis
® Baseline to Use
® Data to Analyze
® Analysis Type
® | earn More

AppDynamics categorizes the ten items that deviate the most from the baseline performance as
node problems.

You can analyze node problems from the Node Problems viewer.

The Machine Agent must be installed on the machine hosting the node that you are
troubleshooting.

To Access the Node Problem Viewer

To access the Node Problems viewer do one of the following:
® |n the Node dashboard, from the Actions drop-down menu click Analyze Node Problems.
or

® In the left navigation panel of the Snapshot viewer, click NODE PROBLEMS.

Node Problem Viewer

The right panel of the Node Problem viewer displays the metrics that deviate the most from their
baselines for the specified time range.

The left panel of the Node Problem viewer lets you filter the types of data reported as node
problems.

If accessed from the Snapshot viewer, the Node Problem viewer displays node problems for the
time range of the snapshot. If accessed from the Node dashboard, it uses the time range set in the
Node dashboard. You can edit the time range in the Node Problem viewer and then apply the new
time range. You can also define and save a custom time range.

The selection of metrics displayed depends on the configured filter options.

The following Node Problem viewer shows a transaction that took over 10 seconds (10069 ms) to
execute.

Copyright © AppDynamics 2012-2014 Page 11
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Call Drill Down. Exe Time: 10088 ms Timestamp: DBOT12 T:32:03 AM BT: fstorefcheckout Request: adb&3dd -Ofa-150ddali3f238

SUMMARY Search Fllters 1 From [gmoz [ 728AM | v |To geomnz G T4TAM (¢ | O v
CALL GRAPH Compars whh Damaling Thast Mairacs 66 1 most SO RN ae thad th baseling, Daily Trand - Last 30 doys, (by stardsn devistions) in i 0

HOT 85078 Basaoling: Daily Trend - Lasd 30 days v Whairk :‘."lj:""' E 1 Dwr Trom E

SOL CALLS What typa of data should be analyzed

JMX Matrics ([Connection Posls, Throad Pools, at) | =

HTTP PARAMS

COCKIES Analysis Type

Search for Data Higher than Baseling * || sorver pono TSI JME B4 g 13253 i
I : - _
ERROR DETAILS : 1.1, 1= |

Analyre Node Problems B1ED|Ern wiil
7:26 AM 7-32 AM TiIH AM T:44 AM

HARDWARE | MEM
ServerComponent T51|JMX T35
HODE PROBLEME M b Cond

o 1]
Wb Conair
Funtima: ilp-172.20.1.132- _
ADDITIONAL DATA
TiZ6AM 7-32AM T:3EAM T:4d AM
. | _

BiEDIRequest Coum

7126 AM T:32AM Ti38 AM 7:44 AM
12 166 1

12

7:26 MM 7:32AM T:38 AM T:44 AN

Expodt to PDF Sarver ponent T5I|JME 231 [ 151 O

It shows that the request count was 62 standard deviations from its normal baseline and that the
DB connection pool was 1.6 standard deviations above its hormal baseline. It maxed out at 30
concurrent connections.

The Hot Spots tab for this snapshot shows the details of the connection pool latency.

SansrjCompoenantTSUME 30 12 168 LF:
|JOBE Conneciion =
Pool g xbetC IR E | ki m .

Aclive

Call Drill Down. Exa Time: 10088 ms Timestarnp: 0807112 7:32:03 AM BT: Istore/chackout Request: cdbB3dd 1 -Ba83-4011-0Mb4-159ddad31238
BURAMARY This screen displiys all of the method calls in the Call Gragh sorled by ime
) ™ & Maihad Tiss i Estuimal
HOT SPOTS Transaction: getConnection I
SOLCALLS Trananction: geiConn eclion i

HTTE PARAMS
COOKIES

A Transaction: getConnection: 732 117 e (sl i3 f
USER DATA

GEATrananction; gl C o eclion 7332 45 ms | soif) oA
ERROR DETAILS

1tg. adapber gsa. GSATransacton: getConnection: 72 Fri 14
HARDWARE ¢ MEK
ir an, GEATrananction: geiConn ection; 713 BE mis (sl
ODE PROBLEMS
NODE PROBLEMS 1bg. adapbar g=a. GSA Transaction: geConnaction: 712 240 ms (sally 24

In this case, the Node Problems viewer reveals how excessive web requests saturated the DB
connection pool.

Filter Options for Node Problem Analysis

You can filter the following options in the Filter Options panel of the Node Problem viewer:

® Baseline to Use
® Data to Analyze
® Analysis Type

Copyright © AppDynamics 2012-2014 Page 12
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Baseline to Use

Specify which baseline to use to define node problems:

No baseline

All data - Last 15 days

Daily Trend - Last 30 days (default)
Weekly Trend - Last 6 months
Monthly Trend - Last year

For information about baselines, see Behavior Learning and Anomaly Detection.

Data to Analyze

Select the type of data to analyze from the drop-down menu. AppDynamics analyzes the ten items
that deviate the most from the baseline performance for the specified type.

Analysis Type
Specify whether to display problems with values that are:

® higher than baseline
® |ower than the baseline
® higher and lower than baseline

For example, if you are only interested in CPU that is too high, set the Analysis Type to Higher for
Hardware Resources. On the other hand, if you want to monitor the load on your machine
continuously because low CPU usage would also be a problem, set the Analysis Type to Higher
and Lower.

Learn More

® Behavior Learning and Anomaly Detection
Troubleshoot Errors

® Error Transactions and Exceptions
® To Troubleshoot Error Transactions
® To Troubleshoot Exceptions
® |earn More
Identifying and troubleshooting errors in your
application.

Error Transactions and Exceptions
Metrics on errors are collected in addition to normal business transaction metrics.
An error is defined as one of the following:

®* An unhandled exception in the context of a business transaction.
For example:
® Business transaction entry point -> some code -> some exception thrown -> business

Copyright © AppDynamics 2012-2014 Page 13
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transaction finished -> exception caught. In this case AppDynamics reports the
exception.
® Business transaction entry point -> some code -> some exception thrown -> exception
caught inside a business transaction -> business transaction finished. In this case
AppDynamics does not report the exception.
@ If a business transaction experiences an error, it is counted as an error transaction and
not as a slow, very slow or stalled transaction, even if the transaction was also slow or
stalled.

® Any error that is logged with a severity of Error or Fatal using Log4j or java.util.logging (in
Java), and Log4Net/NLog (in .NET) even if occurs outside the context of a business
transaction. Depending on the signature of the method being called, you might not see an
exception stack trace:
® |ogger.log(Level. ERROR, String msg, Throwable e) - stack trace available
® |ogger.log(Level. ERROR, String msg) — no stack trace here

® Any exception that occurs during an exit call, for example while calling SQL, a web service,
or a message queue server.

An application server exception is a code-logged message outside the context of a business
transaction.

There is not a one-to-one correspondence between the number of errors and the number of
exceptions. For example, a business transaction may experience a single code 500 error in which
several exceptions were logged as the transaction passed through multiple tiers.

Transaction

| ] f - y f - |
l Tier 1 Tier 2 | Tier 3
Error Logged Logged Logged
~ ERTEption Exception EXcepion |

You can configure the types of errors that AppDynamics detects as well as the types of exceptions
to ignore. See Configure Error Detection.

See the Supported Environments and Versions, such as Supported Environments and Versions
for Java document for your app agent to determine if the loggers you use are recognized by
default by AppDynamics. If you expect to see errors from a custom logger you first need to
configure AppDynamics to recognize the logs. See Custom Logger Definitions.

To Troubleshoot Error Transactions

1. Click Troubleshoot -> Errors in the left navigation panel.
The error viewer opens.
2. Click the Error Transactions tab if it is not already selected.

3. From the time range drop-down menu select the time range for
which you want to view information about error transactions.
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A graph of the error transactions displays at the top of the viewer.
You can get an exact count of the errors per minute at a particular
point in time by hovering with your pointing device on the line in the
graph.

To the right of the graph is a summary of the load and the error
transactions.

Check the Plot check box if you want the graph at the top of the
viewer to show the load over the selected time period. Clear this
check box is clear, if you want the graph to show only the error
transactions .

4. The error transaction snapshots are listed in the lower part of the
viewer. To filter this list click Show Filters and select the filter
criteria.

5. To examine the root cause of an error, select the snapshot from
the list and click View Transaction Snapshot. See Transaction
Snapshots for information about examining snapshots.

6. To identify the most expensive calls or queries, select a snapshot
from the list and click Analyze and then click Identify the most
expensive calls / SQL statements in a group of snapshots.

The Most Expensive Methods / SQL Statements viewer opens.

7. In the lower panel click the Expensive Methods tab to view the
methods with their total and average execution times and call
counts. Click the Expensive SQL tab to view the queries with their
counts and execution times.

"

Troubleshooting Case Studies
Errors

This two-minute interactive
video traces the typical steps
of identifying the cause of an
error in your application.

To Troubleshoot Exceptions
1. Click Troubleshoot -> Errors in the left navigation panel.
2. Click the Exceptions tab if it is not already selected.

The total exception count, HTTP Error Codes and Error Page Redirects for the selected time
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range are reported in the upper panel. You can get an exact count of the errors per minute at a
particular point in time by hovering with your pointing device on the line in the graphs.

The exceptions list is displayed in the lower panel.

® To filter the exception list, enter the filter term in the search text box on the upper right.
For example, to see only HTTP errors - and to see the breakdown of HTTP errors by code
type - type HTTP in the search box. The list of HTTP errors by code is displayed.

® To see only errors with performance data, clear the Show Exceptions with O count
checkbox.

3. To view details of a particular exception, select the exception the list in the lower panel and click
View Details.
The exception detail window displays.

4. To view transaction snapshots for an exception:

a. In the exception detail window, click the Occurrences of this Exception tab.

b. Select a snapshot from the list.

c. Click View Details.

d. in the snapshot flow map that displays, click Drill Down. See Transaction Snapshots.
5. To view a stack trace for an exception:

a. In the exception detail window, click the Stack Traces for this Exception tab.

b. Click an exception in the left panel.

The right panel displays the stack trace for the selected exception.

Learn More

® Troubleshoot Errors
® Configure Error Detection
® Transaction Snapshots

Troubleshoot a Problem that Happened in the Past

Set the Time Range

Drill Down to the Problem
Changing Other Time Windows
Baselines

Learn More

It's not uncommon to want to investigate an issue that occurred in the past. For example, over the
weekend there was a spike in stalled requests. The issue resolved, so there was no emergency,
but, come Monday morning, you want to look back at what happened, and what was going on at
the time in general in your system.

Set the Time Range

Use the Time Range dropdown menu to set the display to cover the timeframe needed.
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last 1 week

Last & Minutas (auto-refrash) {resolution: 1 min.)

Last 15 Minutes autc-refresh) (resolution; 1 min.)
Last 20 Minutes (resclution: 1 min. )
Last 1 Hour {rasolution: 1 min.)
Last 2 Hours (resolution; 1 min,)
Last 3 Hours (resalution: 1 min.)
Last 4 Hours {rasalution: 1 min.)
Last & Hours (resolution; 10 min.)
Last 12 Hours (resolution: 10 min.)
Last 1 Day (resclution: 10 min.)
Last 3 Days (resclution; 1 haour)
Last 1 Week (resoluticn: 1 hour
Last 2 Waaks {rasolution: 1 hour
Last 1 Month (resclution: 1 hour)
Last 2 Months (resclution: 1 hour)
Last & Months (resclution: 1 haur)
Last 1 Year (resolution; 1 hour)
Custom

Manage Custom Time Ranges

Drill Down to the Problem

1. Click Troubleshoot->Slow Response Times

2. Select the Slow Transactions tab.

Slow Transactions

Slowest DB & Remote Service Calls

T\l St spike W{\L/—\_._/\/\;

4/8/14 475714 4/10/14

P T WS . pa— PP T

3. Drag your mouse to select the the range where the problem occurred - in the example, the
spike in stalls.
A Time Range popup appears.

AT / ; '
[ "‘W\M Time Range: 04/07/14 3:54:28 PM - 04/08/14 5:50:54 AM »
I | ’

" | 1| View Snapshats in Selected Time Range
.IJVJ Drill Down Into ected Time Range
Set as Global Time Range
ey L :
4/8/14 445/ 14

4. Select Drill Down Into Selected Time Range.
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The Time Range Drill Down Workbench appears.
Time Range Drill Down Workbench

Acme Online Book Store

Application

Dashboard Transaction Analysis

5~

Periodic Collection

All Snapshots

Y !

Showr Filters More Actions Configure
Time Exe Time (ms) URL Business Transaction
o % 04/07/14 11:04:02 PM 46257 lappdynamicspilotViewltems. action Fetch Catalog
o % 04/07/14 11:04:01 PM 45370 lappdynamicspilotViewltems. action Fetch Catalog
o % 040714 11:0211 PM 46906 lappdynamicspilotViewltems. action Fetch Catalog
o % 04/07/14 11:02:07 PM 50171 lappdynamicspilotViewltems. action Fetch Catalog
o % 04/07/14 10:57:28 PM 10753 lappdynamicspilotViewCart!sendltems. action Checkout

5. Select the Transaction Snapshots tab and the Slow and Error Transactions tab.
Those stalled transactions all seem to be for the Fetch Catalog business transaction.

ey

Ay sl i,

oty

6. Click the Exe Time column to find the very slowest of the stalled transactions and click View

Transaction Snapshot.
,v Dashboard

Transaction Snapshots Transaction Analysis

Top Business Transactions

All Snapshots Slow and Error Transactions Diagnostic Sessions Periodic Collection

) 4 oo | K-

Show Filters Wiew Transaction Snapshot Analyze

Time Exe Time (m:¥ Business Transaction

0 % 04/07/14 9:34:05 PM 145048 lappdynamicspilot/Viewltems.action Fetch Catalog

0 % 04/07/14 9:33:59 PM 143873 lappdynamicspilotViewltems. action Fetch Catalag

0 % 04/07/14 9:34:03 PM 143607 lappdynamicspilotViewltems. action Fetch Catalag

0 % 04/07/14 9:34:20 PM 140380 lappdynamicspilotViewltems. action Fetch Catalag
04/07/14 9:33:25 PM 140192 lappdynamicspilotViewltems. action Fetch Catalag

PRy Sy iy . Py P e o A

= i el m——
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The Transaction Snapshot Flow Map appears.

USER EXPERIENCE EXECUTICN TIME TIMESTAMP BUSINESS TRANSACTION REQUEST GUID
o STALL 145048 ms 04/07/14 8:34:.05 PM Fetch Catalog c401acdb-doel-4dBd-aB57-57387 1f9c514

m Snapshot Execution - Waterfall View List Wiew {

Transaction Snapshot Flow Map »

prapr

__ JDBC 145028 ms(100 %) 1

E-Commerce -’

20 ms (0 %)

b
m
o
o
a
]

-

-y J— P S T R— A pa— . P -
SRR i Al gl -

Call Drill Down. 145048 ms 04/07.14 9:34:05 PM BT: Fetch Catalog GUID: c401acdb-dce0-4d8d-aB57-573871f9c5f4

SUMMARY Execution Time: 145048 ms. Node Node_8000. Timestamp: 04/07/14 9:33:44 PM. B3 his is a Partial call
PARTIAL CALL GRAPH Set as Root Reset Root  (?) Show Filters w ,O 4
HOT SPOTS Name Time (ms) Exit Calls / TI'*
SQL CALLS VH java.lang Thread:run 678 0 ms (self) | ow
HTTP PARAMS YE StrutsiclionProxy:execute 50 0 ms (self) | ow
COOKIES V Struts Action - ViewItems: getAllltems: 45 0 ms (self) I 0% ‘
USER DATA Y. Proxy For Spring Bean - itemServiceTarget:getAllltems 0 ms (self) | 0% 'r
ERROR DETAILS V. Proxy For Spring Bean - itemServiceTarget:invoke 0 ms (self) I 0%
HARDWARE J MEM Y. Spring Bean - itemServiceTarget.getAllitems: 16 0 ms (self) | 0w
MODE PROBLEMS V. Spring Bean - itemPersistence: getAllltems:33 0 ms (self) | % 1
EETIERL BET . Spring Bean - oracleQueryExecutor executeOracleQuery: 22 145038 ms (soi) [OOEEM  JDEC 4

| POINTS P oy - —a — L

— bngp

A slow database call was at the root of the problem.

Changing Other Time Windows

You can use the mouse select time range method in many places throughout the Ul. For example,
in KPI listings in various dashboards:

¢ Drill into Load from the top level dashboard
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Load 382,473 i 89 ; min Response Time (ms) 520 s average

130 y.+) anon
Time Range: 04/09/14 10:56:00 AM - 04/10/14 §:48:00 AM
2 110
- View Snapshots in Selected Time Range
3. 90 4 o - : s E_rill Down Inta Selected Time Range
= 'l f

Sel as Global Time Range
70 "
4/8/14 4/9/14 4/10/14 4/8/14 4/9/14
B s B AP B e Pkl b . o s

® Select snapshots occurring during a particular range in End User Response Time from the
Web EUM dashboard

End User Response Time 2,308 s average JavaScript
100

o 4800

"

B 200 Time Range: O04/07/14 5:16:29 PM - 04/08/14 1:08:04 AM

8 500 View Snapshots in Selected Time Range

j' ” Set as Global Time Range

(]

S 240 |

1 Ve

You can even use it in the Metric Browser:

Time Range: 04/08/14 2:56:03 PM - 04/08/14 10:47:56 PM
| napshots in i cted Time Range

n Into Selected Time Range

Global Time Range

Baselines
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Whether or not some event in the past has been defined as an issue often depends on the baselin
e being used in the evaluation of that event. To understand how baselines work and what impact
they can have, see Behavior Learning and Anomaly Detection.

Learn More

® KPI Graphs
® Rapid Troubleshooting

Diagnostic Sessions

® Triggering a Diagnostic Session
® On-demand Diagnostic Sessions
® To Start a Diagnostic Session for a Business Transaction Manually
® Automatic Diagnostic Sessions For Slow and Error Transactions
® To Configure Diagnostic Session Thresholds
® Accessing a Diagnostic Session
® To View a Diagnostic Session
® Learn More

This topic explains what a diagnostic session is and how to capture diagnostic session on a
transaction.

A diagnostic session captures detailed data about the processing of a transaction as transaction
snapshots over a defined period of time. This data includes full call graphs.

Diagnostic sessions can be triggered manually through the user interface or configured to start
automatically when thresholds for slow, stalled, or error transactions are reached. If the diagnostic
session is triggered manually, the diagnostic session collects snapshots on all the nodes that the
selected business transaction passes through. If the diagnostic session is triggered to start
automatically, the diagnostics session collects snapshots on the triggering node.

Triggering a Diagnostic Session

You can manually trigger a diagnostic session when you need one or configure them to start up
automatically.

On-demand Diagnostic Sessions

On-demand diagnostic sessions must be started manually.

To Start a Diagnostic Session for a Business Transaction Manually

1. Display the dashboard for the business transaction that you want to analyze. See Business
Transactions List.
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2. Click Actions -> Start Diagnostic Session or right-click on the selected business transaction
and then click Start Diagnostic Session.

3. Specify the snapshot collection duration at the bottom of the Start Diagnostic Session window.

Start Diagnostic Session - Viewltems getAllltems

Etart @ Diag nostic Sesskon on the folksdang Busingss Tonsachons

Collacd Tranancion Snapabols for 41 Srapshot il

minutes Marsao 5 =
L L

Cancel Start Magnostic Session

AppDynamics will start collecting transaction snapshots for that business transaction.

Automatic Diagnostic Sessions For Slow and Error Transactions

AppDynamics provides default thresholds to detect slow, very slow, stalled and error transactions.
You can configure settings for triggering diagnostic sessions for these transactions.

To Configure Diagnostic Session Thresholds
1. In the left navigation pane, click Configure -> Slow Transaction Thresholds.

2. For configuring thresholds for business transactions click the User Transaction Thresholds ta
b. For thresholds for background tasks, click the Background Tasks Thresholds tab.

3. In the thresholds tree list, select the scope of the threshold, either:

® Default Thresholds
or
® |ndividual Transaction Thresholds

4. In the right panel configure thresholds for when diagnostic sessions will be started.

Here you can set a trigger based on the percentage of requests that exceed the Slow Request
threshold. For performance reasons you may not want to trigger a diagnostic session each time a
threshold is exceeded.

5. Configure diagnostic session duration and collection frequency. This includes:

* Number of shapshots to collect over a specified time period
®* Number of unsuccessful attempts per minute
® Wait period between sessions

For performance reasons you want to limit the duration and frequency of diagnostic sessions to
the minimum required time to obtain the maximum amount of information for troubleshooting
purposes.

When there are ongoing performance problems you do not want a diagnostic session to run
continuously. You can set a wait period between sessions and increase the time as needed.
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Accessing a Diagnostic Session
You can access a diagnostic session from the transaction snapshot list.

To View a Diaghostic Session

1. Navigate to the transaction snapshot list.
See To View Transaction Snapshots.

2. Select a transaction snapshot from the list and either double-click it or click View Dashboard.

3. Click the Diagnostic Sessions tab.

4. From the list select a diagnostic sessions and click View Diagnostic Session.

From there you can double-click a transaction snapshot to dive deeper.

Dimgnostic Session Datails

Businass Transachon n viar. ssndit View Dashbaard During Disgneaiic Sassion
Typa Abnoimal Sow Rada

Duration: & sinules (fom OTEE 110040 AM fo OS82 11 1448 AL

Exe Tima {ms) LFL Tiar

ORIRIZ 111299 AR 100419 sppdy s micapl ot iawCariisendibems. action

Iil OB12 111200 AM 1 Dad Vol i ks ot B T b el e Ibems. ction ECommarce Sanrver
| OFIRIZ 111254 A 100 mppdy ke pllod Viawe o il send liema. action
|

OS2 111304 AMA s ] ]y ik pd bok PV we i e seend lhems. mohion

Learn More

® Transaction Snapshots
® Actions
® Diagnostic Actions

Call Graphs

® Call Graphs
® To view call graphs
® To Filter and Search for a Class Name in a Call Graph
® Diagnosing the Root Cause of Problems Using Call Graphs
® Troubleshoot Problems using Call Graphs
® Understanding Data Captured in Call Graphs
® Class/Method Names and Time spent
® External Calls Invoked by a Method
® Viewing Call Graph Hot Spots
® Advanced Options
® Classes displayed in the call graphs
® Packages and Namespaces excluded from the call graph
® Configure instrumentation
® |earn More

This topic describes call graphs for code-level diagnostics.
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Call Graphs

A call graph lists the methods in a call stack and provides information about each call. Call graphs
help you diagnose performance issues and optimize the flow of a complex business transaction.

AppDynamics call graphs provide the following information:

Call information: This includes the total execution time, the node name for the call graph,
and the time stamp for the start of execution.

Method execution sequence: An easily readable method execution sequence with the
class names and the method names of each method.
® Application component information: Application component information such as
Servlet names, Struts Action classes, EJB names, Spring Bean IDs and proxies,
message listeners, etc. POJOs are represented by class name, unless the POJO is a
special type of component such as a struts action invoker. The class name is available
for all call graph elements including those having logical class names.
® Code line number: The line number of the element in the source code, if available.

Time distribution for each method: The time distribution for each method along with the
percentage of the total time in the call graph.

Exit call information: Links to more information about exit calls such as JDBC, JMS, and
Web Services.

Application component summary information: Summary information for each elementin
the call graph.

In addition you can:

Filter the call graph list using criteria such as application components, time, or all or part of
the name.

Select an element of the list and set it as the root of the list to drill down into large call
graphs more efficiently.

Export the call graph to PDF to share the information with other team members.
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Call Drill Down. Exe Time: 10012 ms Timestamp: 08/03/12 12:01:07 PM BT: Checkout Request: e845bc9d-2530-41d7-02e6-25055fde5962

SUMMARY Execution Time: 10012 ms. Mode Inventory-Node-8002. Timestamp: 08/03/12 15 N:07 PM. Filter ?
e
CALL GRAPH [ : L Business Show Fillers » |
. transaction Time (ms) Exit Calls
HOT SPOTS Total Node
Axis2 Weby eXxecution st name name ns {self) 0%
Make 2 ms (self) | E]
SQL CALLE — ——y
s selected [|ERwehse HUME |pis recaivers AbstraclinOutsyncMessageRecaiver acaive:39 (LR (]
r call the
b (L t of 1"."a'cb Service - org.apache.axis2.rpe.receivers. RPCMessage ReceiverinvokeBusinessLogic: 118 | o% E]
root o
COOKIES the tree Y.Sprmq Bean - orderService createOrder 16 | o% @
USER DATASSS———— Y.mey For Spring Bean - orderService Target createCrder Time of | 0% @
ERROR DETAILS Y-F‘rmc‘_.- For Spring Bean - orderServicaTargetinvoke each and IR Exit point [ ]
s % of total callto
; Wy ¢ MEM v § Jing Bean - orderServiceTarget createCrder:22 - 05
HARDWARE | MEM A = E I i external @
NODE PROBLEMS Method ng Bean - orderDao:createCrder:33 | o% service E]
P " =
tom.appdynamics.inventory. QueryExecutor:execute SimplePS:61 0% y
ADDITIONAL DATA sequence l / a
and mcom.appd'gnamics.idbc.l\ﬂF‘roparoStcltomom:mocutoouor',-:-ls R JDGC EJ
details !
vy
Summary
Make a of the line
item

| Export to PDF — PDF to
- share
[{=]

1. There are two kinds of call graphs: full and partial. Full call graphs capture the entire call
sequence and are captured periodically for general monitoring purposes. Partial call graphs
capture the call sequence from the point at which the call sequence has been determined to be
slow or have errors, and thus may not include the initial steps in the sequence.

To view call graphs
1. From a dashboard, click the Transaction Snapshots tab.
2. Do one of the following:

® Click All Snapshots to see all snapshots.
® Click Slow and Error Transactions to see snapshots for slow and error transactions.
® Click Periodic Collection to see snapshots collected periodically.

2. Select a particular transaction snapshot and click View Transaction Snapshot.

3. Click the Drill Down icon to see the call graph for the snapshot.
By default the originating call graph in a business transaction, generated by the entry point on the
entry point tier, displays.

To Filter and Search for a Class Name in a Call Graph

The call graph is displayed when you click on the drill down option on the snapshot. You can
filter and search for a particular class name on the call graph. To do this, use the search box
available on the left side of the call graph.

Diagnosing the Root Cause of Problems Using Call Graphs
Troubleshoot Problems using Call Graphs

You can use call graphs to troubleshoot the problems in the flow
map. Drill down into each tier using the Drill Down option. If there is
only one invocation, AppDynamics displays the call graph.

When there are multiple invocations for that tier which participated in
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the transaction, the Action -> Drill Down menu displays a list of all
call graphs for the node. Each call graph represents a call into the
node. For example, if JVM A makes two remote calls to JVM B, then
JVM B will have two call graphs.

Understanding Data Captured in Call Graphs
Class/Method Names and Time spent

Call graphs represent the sequence of execution of code on the
application server. Each row represents a method call and the tree
represents the execution sequence.

The total time spent in the call graph is displayed on the top left
corner of the call graph.

Execution Time: 10066 ms. Mode ECommerce-Node-8004. Timestamp: 08/31M12 7:11:30 AM.

-
[}

The Time (ms) column in the call graph shows the time spent in each
method.

External Calls Invoked by a Method

If a method invokes external calls outside of the app server, such as
a JDBC query or a Web Service call, there is a link to the call in the
call graph.

The following example shows the details of a JDBC call that include
the query, the execution time of the query, the number of times that
the application code iterated over the query results (ResultSet
Count) and the time in milliseconds that the application code spent
iterating over the results (ResultSet Time).

Exit Calls and Async Activities at OrderDaclmpl.createOrder
Type Details Count Time (ms) % Time  From To

JOBC salact item. ld, nowi), sleap(1/2), now() from il 1 334 1.0 E-Commearce INVENTORY-MySQL [

JDBC Exit Call

Execution Time: 334 ms From: E-Commerce Too INVENTORY-MyEQL DB

If the detail screen has a Drill Down link, you can get a call graph for
the calls downstream from the original call.

Viewing Call Graph Hot Spots

The most expensive methods are listed in the Hot Spots section of
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the transaction snapshot.

Advanced Options

Classes displayed in the call graphs

The sequence of Java method invocations in a call graph can
include hundreds of classes. These classes are categorized as:

® Application classes

® AppServer/Container/Middleware classes (For example:
Tomcat runtime classes, Websphere runtime classes, etc.)

® JDBC Driver/External infrastructure library classes (For
example: Oracle Driver classes, Axis Web Service runtime
classes, Hibernate classes, etc.)

® Third party utility libraries (For example: Apache commons
libraries)

® Java/J2EE core libraries

Adding all of these classes together in a call graph is
counterproductive for troubleshooting. The only mandatory classes

required, are the classes from first category- the Application classes.

You might require the other classes only in certain situations. To
make the call graph more readable and to avoid the overhead of
processing the timing information for all the non-application classes,
other classes are not shown in the call graph.

Packages and Namespaces excluded from the call graph

A call graph can have a list of packages (Java) or namespaces
(.NET) that are not displayed. To access this list, click on the
message for "Some packages/namespaces have been excluded
from the Call graph” message.
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The PHP and Node.js agents do not support call graph exclusion.

Configure instrumentation

You can right-click on any item in a call graph and select Configure
Instrumentation for this Class/Method.

Configure Instrumentation

What type of Instrumentation Configuration would you like o create for RemParsistence.getitemBy|D?

Type Information Point

Information Point &

Custom Exit Paint

Object Instance Tracking - Define Custom Class to Track

IMemary Intensive Data Structures - Define Caches / Custom Memory Structures to Track

POJO Custom Business Transaction Match Rule :|
Methed Invocation Data Collector

The Configure Instrumentation window presents a drop-down menu
form which you can select the type of configuration that you want to
create for the method.
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This short interactive video
traces the typical steps of
identifying the cause of
communication issues
between tiers in your
application.

Learn More

Configure Call Graphs

Configure Code Metric Information Points

Configure Custom Exit Points for Java

Configure and Use Obiject Instance Tracking for Java
Configure Memory Monitoring for Java

POJO Entry Points

Configure Data Collectors

Tracing Multi-Threaded Transactions (Java)

Configure Call Graphs

® Call Graph Settings
® To access call graph configuration screens
® Call Graph Granularity
Packages or Namespaces to Exclude from Call Graphs
® To exclude specific packages or namespaces from call graphs
® To Include Specific Sub-packages (Sub-namespaces) or Classes from the
Excluded Packages
® SQL Capture Settings
® To Configure SQL Bind Variables
Slow Transaction Snapshot Collection
Aggressive Slow Snapshot Collection (Java only)
®* To Enable / Disable Aggressive Slow Snapshot Collection
® | earn More

This topic describes how to configure call graphs.

Call Graph Settings

The Call Graph Settings window lets you configure thresholds that affect performance, which
packages or namespaces to include in call graphs, and how much detail about SQL statements to
capture.
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To access call graph configuration screens

1. In the left navigation pane, click Configure -> Instrumentation.
2. Click the Call Graph Settings tab.

3. Click the sub tab for the framework you are configuring.

Whenever you create or modify a call graph setting in these screens, click the Save Call Graph
Settings button to save your configuration.

Call Graph Granularity
You can control the granularity for call-graphs using following settings:

® Control granularity for Methods: To ensure low performance overhead, choose a
threshold in milliseconds for method execution time. Methods taking less than the time
specified here will be filtered out of the call graphs.

® Control granularity for SQL calls: You can also specify a threshold for SQL queries. SQL
gueries taking more than the specified time in milliseconds will be filtered out of the
call-graphs. Also see App Agent for Java Performance Tuning.

Packages or Namespaces to Exclude from Call Graphs

A call graph can potentially contain hundreds of methods. You can exclude packages for Java or
namespaces for .NET with classes that you do not want to monitor.

For Java, some packages are excluded by default. These are visible in the Excluded Packages
list. The packages that are excluded by default cannot be removed. However, you can include a
particular sub-package from an excluded package. See To Include Specific Sub-packages
(Sub-namespaces) or Classes from the Excluded Packages.

To exclude specific packages or namespaces from call graphs
1. Click Add Custom Package Exclude (Java) or Add Custom Namespace Exclude (.NET).
2. Enter the name and description of the package or namespace to exclude.

3. Click Add.
To Include Specific Sub-packages (Sub-namespaces) or Classes from the Excluded Packages

1. Click Add Always Show Package/Class (Java) or Add Always Show Namespace/Class (.NE
T).

2. Specify the subpackage/class or namespace/class and a description to include in the call graph
at all times.

3. Click Add.

SQL Capture Settings

Often the SQL Calls section does not display the raw values in a SQL query, as shown in the
following query:

INSERT INTO ORDERREQUEST ( ITEM_ID, NOTES ) VALUES (2, ?)
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Replacing the literals in a query with parameter markers in this way is called normalizing the
query.

Normalizing a query prevents display of sensitive data, such as social security numbers or credit
card numbers, which are potential query parameters. Normalizing queries also helps to organize

SQL data by flattening the parameter values for the query so that the statistics from different
executions of the query can be aggregated and compared against one another.

However, during troubleshooting, you may want to display the values of the bind variables.

Note that SQL passed in as a string is not redacted.

To Configure SQL Bind Variables

1. In the Call Graph Settings tab, scroll down to the SQL Capture Settings section.
2. Select one of the following:

® Capture Raw SQL: Select this option to see raw SQL data (this captures raw SQL data
along with the parameter values). Raw SQL data includes prepared statement bind variables
or raw statements. By default, the private SQL data and queries that take less than 10 ms
are not captured.

®* Filter Parameter values: Select this option to filter certain parameter values from the
captured SQL.
SQL Capture Settings

Capture Raw SQL - This will capture raw SQL statements with parameter values included. For example "select * from user where user_SSN = '111-11-11117% "

@ Filter Parameter Values - This will filter out all parameter values from the captured SQL. For example "select * from user where user_S5N =7, "

3. Click Save Call Graph Settings.

Slow Transaction Snapshot Collection

AppDynamics captures the full execution path of a request after its execution time exceeds the
business transaction threshold for slow requests. Before a request becomes problematic (slow,
stalled or error), AppDynamics captures partial call graphs that do not show the invocation stack
from before the request started to slow.

Aggressive Slow Snapshot Collection (Java only)

For Java only, you can configure more aggressive snapshot collection to capture the full execution
path of requests before thresholds are crossed.

By default the agent disables aggressive snapshot collection to minimize overhead. Enable it when
you start to experience performance problems in order to diagnose the root cause.

This configuration affects snapshot collection at the application level. You can also enable and
disable this feature at the node level using the enable-hotspot-snapshots node property. For
information about setting node properties see App Agent Node Properties.

To Enable / Disable Aggressive Slow Snapshot Collection

1. Select the application for which you want to enable or disable aggressive snapshot collection.
2. In the left navigation panel click Configure -> Instrumentation.
3. Click the Call Graph Settings tab. and then the Java Call Graph Settings sub-tab.
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4. At the bottom of the Call Graph Settings screen, in the Slow Transaction Snapshot Collection
section, check the Enable Aggressive Slow Snapshot Collection checkbox to enable aggressive
collection. Clear the checkbox to disable aggressive collection.

5. Click Save Call Graph Settings.

Learn More

® Call Graphs
® App Agent for Java Performance Tuning
® Transaction Snapshots

Analyze

AppDynamics provides tools to help you analyze patterns and discover relationships between
different metrics and performance data over time. See:

Scalability Analysis

® Scalability Analysis Comparisons
® To access Scalability Analysis
® To use scalability data

® Learn More

Scalability problems in a distributed environment can cause remote communication overhead.
Examples of scalability problems include:

® Increased inter-tier time when tiers are newly separated
® Increased inter-tier time in conjunction with chattiness
® Qver-sized payloads with network saturation

Scalability Analysis Comparisons

You can compare:

® Response Time vs Application Load
You can compare average response time versus calls per minute for a business application,
a business transaction, a tier, or a node.

® CPU Utilization vs Application Load
You can compare CPU % usage versus calls per minute for a business application, a tier, or
a node.
To compare CPU % usage, a standalone or embedded machine agent must be installed on
the node machine.

The following graph shows Response Time vs Load at the application level for the past three days.
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Acme Online Book Store EUMZ  » Analyze » [EETETELTIT SR ELEE ? Q\} last 3 days I
Response Time vs Load GPU Utilization vs Load View |4 5
Select Analysis Level ? EHE Acme Online Book Store EUMZ Response Time (ms) vs Load(j, — Best FitLine (Hide)
C Analyze Re: a00

.H- Application
> Business Transactions

> IZII:I Servers 800

700

o 500

To access Scalability Analysis

In the left navigation pane for an application click Analyze -> Scalability Analysis.

To use scalability data

1. Select the time range to be covered by the analysis from the Time Range menu.
Modifying the time range in this window does not modify the time range settings in other parts of
the UI.

2. Click either the Response Time vs Load tab or the CPU Utilization vs Load tab, depending
on which analysis you want to perform.

3. In the left panel of the scalability viewer either:

® Select Application for analysis at the application level.
or

* Navigate to the business transaction, tier, or node that you want to analyze.
4. Browse the graph and explore:

® You can change between a scatter plot view and a side-by-side graph view.

View | :‘&g

ills per Minute  yiaw Side by Side Graphs

® You can toggle the Best Fit Line in the scatter plot view. The Best Fit Line is calculated using
the Quadratic Least Squares algorithm.

® You can hover over data points to view metrics at particular times.

® Double-click on a data point to open its metrics in the Metric Browser.
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® Click the tab header Analyze Response Time Vs Load or Analyze CPU vs Load to update
the graph.

® You can export the data as a comma-separated values file:
lime (ms) vs Load — Bast Fit Line (Hida)

Export the data for these metrics as a C5V file.

.

/

Learn More

® |nfrastructure Metrics
® Metric Browser

Correlation Analysis

® To perform correlation analysis between two metrics
Learn More

Correlation analysis lets you compare two metrics on different axes to see how one metric
correlates with the other.

To perform correlation analysis between two metrics
1. In the left navigation pane, click Analyze -> Correlation Analysis.
2. Click Select X Axis Metric.

3. From the metric browser navigate to the metric that you want to graph on the X axis and
double-click the metric.

4. Click Select Y Axis Metric.

3. From the metric browser navigate to the metric that you want to graph on the Y axis and
double-click the metric.

The graph is displayed when metrics for both the axes are selected.
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Learn More

® Metric Browser
Compare Releases

® Entities to Compare
® Metrics to Compare

® To Compare Releases
® Learn More

You can compare metrics for two different time periods on a split screen.

This feature is particularly useful for comparing different versions of a release.

Entities to Compare
You can compare summary metrics:

® for the entire application
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® for a specific business transaction
® for a specific tier

® for a specific node

Metrics to Compare

The metrics you can compare are:

¢ Summary Key Performance Indicators (KPIs)
Displays the KPI summaries from the dashboards for the selected entity
(application/business transaction/tier/node).

® Transaction Snapshots
Displays the transaction snapshots for the selected entity.

® Graphical Flow
Displays flow graphs for the selected entity.

® KPI Trend Graphs
Displays the KPI summaries from the dashboards for the selected entity
(application/business transaction/tier/node).

Select which sets of metrics you want to compare from the View drop-down menu.

cnmpam Releases _

Wiew: | Key Performance Indicators -

_ Key Performance Indicators I
Transaction Snapshots

SUMMT Flow Map

4 Load All Business Transactions

4 Load, Response Time, Errors

To Compare Releases

1. In the left navigation pane, click Analyze -> Compare Releases.

2. Set the time ranges to compare from the Time Range drop-down menus in both panes.
3. Select the entities to compare in the Select What to Compare panel.

4. Select the metrics that you want to compare from the View drop-down menu.

5. Click Compare.

Whenever you change the entities or the metrics, click Compare to refresh the display.

Learn More

® Dashboards
® Transaction Snapshots
®* Time Ranges
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Troubleshoot Health Rule Violations

® Health and Health Rules

® Troubleshoot Heath Rule Violations
® To find all health rule violations
® To troubleshoot a health rule violation
® To see health rule status in the Ul

® | earn More

Health and Health Rules

"Health" throughout the AppDynamics Ul refers to the extent to which the component being
monitored is operating within the acceptable limits defined by health rules. Health rules allow you
to automate pro-active monitoring and problem mediation in your managed environment. By
default, AppDynamics provides a set of basic health rules, which you can extend, add to, or
remove as your needs dictate.

A health rule violation exists when the conditions that define the rule are true. For example, you
might have defined a health rule condition that states that a CPU%Busy rate of more than 90% on
any node is a critical condition. If the rate on a node then goes over 90%, the health rule is said to
"violate" and the AppDynamics Ul displays a notification of that violation.

Because there is a set of default health rules, you may see health rule violations reported for your

application even if you have not set up your own health rules. If you see violations reported for the
APPDYNAMICS_DEFAULT_TXT business transaction, these are for default health rule violations

in the All Other Traffic business transaction. If you are not interested in monitoring these business

transactions, you may want to examine your business transaction setup. See Organizing Traffic as
Business Transactions.

For general information about health rules, see Health Rules. For information on setting up your
own health rules, see Configure Health Rules.

Troubleshoot Heath Rule Violations

To start troubleshooting health rule violations, you can:

® Get a list of all the health rule violations by clicking Troubleshoot -> Health Rule
Violations.
¢ Click on a particular health rule violation you see displayed in the UI.

You can access the list of health rule violations in your application for the selected time range.

To find all health rule violations

1. In the left navigation pane, click Troubleshoot -> Health Rule Violations.
The list of health violations displays.
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Health Rule Violations

Y J\ View All Health Rule Violations in the Time Range

Viewing 54 of 54 Health Rule Violations O b
@ View Only Health Rule Violations Open Now .

Show Filters Configure '-I
Status Health Rule Description Start Time End Time Duration & Affects )

ﬂ Open Business Transaction response time  Appdynamics has detected a problem with Business 03720014 - Ongoing (1 QLl.v_rLUgin.nmmbcrLo-_.nn
. X Transaction UserLogin.memberLogin. 1:58:55 PM hour, & {
Business Transac.:tlnn Performance Business Transaction response time is much higher than minutes) !
(load, response time, slow calls, etc) normal continues to violate with critical {
All of the following conditions were found fo be viclating :I
For Busi Tr ion UserLogin berLogin ]

View

ﬂ Open Business Transaction response time  Appdynamics has detected a problem with Business 03720014 - Ongoing {1 Q\’lo‘,\-ltcms.gota‘\lllloms 1
_ _ i tion Vi .getAlll . 1:58:55 PM hour, 5 |
Business Transaction Performance Business Transaction response time is much higher than minutes) {

(load, response time, slow calls, etc) normal continues to violate with critical

All of the following conditions were found to be viclating

For Busi T on Viewl getAllltemns: 4

(

View {

|

Open Error-All Appdynamics has detected a problem with Error Rates 0320014 - Ongoing (5 u com.singularity.inconsistency. |

com.sing ity.ir i y.R ptionHan 9:18:55 AM hours, 46 i

Error Rates {exceptions, retumn codes dler - minutes) (

etc) com.singularity.ee.agent.appag ervices.tr :
onitor.error.a.

Error-All continues to violate with warning.

View ]

L

ﬂ Open Mode-Jvm Appdynamics has detected a problem with Tier 031914 - Ongoing @ECummcrce Server_rename  {
ECommerce Server_rename. 6:10:55 PM (20 hours, !

Node Health - Hardware, JVM, CLR Node-Jvm continues to violate with ritical 54 minutes) ]

(cpu. heap, disk 0. etc) All of the following conditions were found to be violating :

For Node Node_8000 : 1

1) condition 1 q

View ‘

u Open test Appdynamics has detected a problem with Business 031914 - Ongoing c-'appd-,-namlcspllul' i
Transaction lappdynamicspilot/. 6:02:55 PM (21 hours, 2 |

Business Transaction Performance test continues to violate with critical minutes) i

(load, response time, slow calls, €lc)  a) of the following conditions were found to be violating b

For B T 1 lappdy icspilot! - {

2. Select View All Health Rule Violations in the Time Range or View Only Health Rule
Violations Open Now.

It is possible that health rule violations that were reported are no longer open because remedial
action has been taken or performance has improved on its own.

3. To see the filters click Show Filters. To hide them click Hide Filters.

With the filters showing in the left filters panel you can select the health rule violations that you
want to troubleshoot. You can view all health rule violations or expand the nodes in the tree to
select by health rule type (such as business transaction health rules or node health rules) or
affected entity (such as business transaction, tier or node).
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You can filter health rule violations by entering the name of the health rule in the search field on
the upper right.

The health rule violations are displayed in the right panel, with their status, description, start time,

end time and duration (if ended), and the affected entity.

To troubleshoot a health rule violation

Once you have located the violation you are interested in, you can get more information in three
ways:

® To see the health rule definition that was violated for a specific violation, find the health rule

violation in the list and in the Health Rule column, click the link to the health rule
configuration. The Edit Health Rule window for the specific definition appears.

® To see the dashboard for the entity, such as a business transaction or a node, affected by
the violation, click the link to the entity in the Affects column. The Transaction Flow Map

appears.

® To troubleshoot a specific health rule violation, select the health rule violation row from the

list and click Health Rule Violation Details in the top bar.

The Health Rule Violation Event window displays a summary of the violation and any actions that
were executed to respond to it.
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Health Rule Violation Event — B8 =
Summary Actions Executed
Type
¥ Wiolation State  Resolvad
Health Rule &l BT-1 Curation 9 minutes
From: 01/24/13 10:05:55 PM To: 01/24/13
Health Rule Type  Business Transaction Performance (load, 10:15:85 PM

rasponsa tima, slow calls, ate)

Affects n /BasicSample/ 1. pojosarylat
Mo Actions Exacutad

View Dashboard During Health Rula Violation What does this mean?

Actions Executed

Dascription

Health rule violation status changed from Mone to Open (Critical level) for health rule 'B8T-1' of type Business Transaction Parformance Al of the following conditions
wara evaluated for each node ontier8086 for business transaction performance /BasicSampla/ 1, pojosarviet and 1 nodes ware found to be violating threshold s, For
Mode node BOBE 1) condition 1The condition 1 observed value 450 was greater than the threshold 10 for the last 2 minutes.

You can click the View Dashboard During Health Rule Violation in the details window to view
the dashboard at the time the violation occurred. The time range in this and all other dashboards is
set to the time range of the health rule violation. From the dashboard you can get an overall
picture of the application at the time of the violation. If you select the Transaction Snapshots tab
you get a list of relevant snapshots which allows you to drill down to the root cause of the problem.
See Transaction Snapshots for more information.

To see health rule status in the Ul

Across the Ul, health rule status is color-coded: green is healthy; yellow/orange is a warning
condition; and red is a critical condition. If you see a health rule violation reported in the Ul, you
can click it to get more information about the violation.

Here are the health summary bars on the dashboards:

Business Transaction Health

2 critical, O warning, 4 normal

Mode Health

1 eritical, 0 warning, 0 normal

There is a health column in the business transaction list:
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View Dashbosrd Mo Actions  Yiew Options

Marme Health Sarver
Tima (ms)

E Viewltams, getallitems o 19
E ViewCart sandltems 756
E UsarLogOut, mambarLogOut o 10
= UsarLogin, mambarLogin i T

In the Events panel on the dashboards, health violations are displayed as events.

Events

Health Rule Violations Started 2
Business Tr:myﬁﬂn Health 3 0
Mode Health 1
Ermor Rates 1

Code Problems LN ~ ]

Application Changes L

To see a summary of the violation, click a health rule violation from the Events list, then select the
violation you are interested in from the list that appears. Click View Event Details in the top bar
and the Health Rule Violation Started window appears. It displays detailed information and a link
to the appropriate dashboard at the time of the violation. If any Policy actions were executed in
response to the violation, they are also displayed.

Health Rule Violation Started - Critical

Summary Actions Executed (0)
Event Type o Health Rule Violation Started - Critical Violation State  Open
Health Rule Slow Requests Duration  Ongoing (& minutes)

From: 03/06/13 4:48:55 PM To: -
Health Rule Type  Business Transaction Performance (load,
response time, slow calls, etc)
Affects E Supplier Search Mo Actions Executed  What does this mean?

View Dashboard During Health Rule Violation

Diescription
Health rule violation status changed from Mone to Open (Critical level) for health rule 'Slow Requests' of type Business Transaction Performance.

Al of the following conditions were evaluated for each node onE-Commerce for business transaction performance Supplier Search and 1 nodes were found to be
violating thresholds.

For Mode E-Commerce-Node-8004:
R N B e W T Uy e P e

Learn More

® Health Rules
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Configure Health Rules

Organizing Traffic as Business Transactions
Policies

Alert and Respond

Transaction Snapshots

Troubleshoot Java Application Problems
Troubleshoot Slow Response Times for Java

®* How Do You Know Response Time is Slow?

®* Troubleshooting Steps

Step 1 - Slow or stalled business transactions?
Step 2 - Slow DB or remote service calls?
Step 3 - Affects 1 or more nodes?

Step 4 - Backend problem?

Step 5 - CPU saturated?

Step 6 - Significant garbage collection activity?
Step 7 - Memory leak?

Step 8 - Resource leak?

None of the above?

How Do You Know Response Time is Slow?

There are many ways you can learn that your application's response time is slow:

® You received an email or SMS alert from AppDynamics (see Alert and Respond). The alert
provides details about the problem that triggered the alert. If the problem is related to slow
response time, start troubleshooting at Step 1.

® Someone reported a problem such as "it's taking a long time to check out” or "the app timed
out when | tried to add an item to the cart."
The problem is slow response time related to one or more business transactions. Start
troubleshooting at Step 1.

® A custom dashboard shows a problem. If the problem is related to slow response time, start
troubleshooting at Step 1.

® You are looking at the Application Dashboard for a business application, shown below:
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ACME Enterprises Compare last 4 hours
Dashboard Top Business Ti i T T Analysis
Application Flow Map Events

Health Rule Viclations Started 16

14 calls / min, 1 ms Databases and Remole Services 16 Hl
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D

] Dortner Partal 52 calle ) min. 332 e 2PPEY ~MySQLi 0 eritical, 0 warning, 54 normal
22 callsimin, 1.ms N
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nventory Server N
Transaction Scorecard

®- 16 callsimin, 1 ms S

—— 2 JOBC backends Nermal 97.6% 33.3k

ECommerce Sgrver 774 callsimin, 28020.50 ms I st 0%
&2 Calls/min, 2 ms e ) .
Very Slow 07% 235
Active MQ-CustomerQueue Stalls 17% 574
Errors [ ] 156% 53k

5 L 32cals dmin. 6
m. 32 callsimin, 32alls / min, 8 ms Exceptions

16 calls/min, 10 ms 2 JDBC backends Exceptions 5,326 total 22 /min
Active MQ-OrderQueue () HTTP Error Codes 0 total <1 /min
Error Page Redirects 0 total =1 /min

Order Processing Server Oracle - 10.0.0
Service Endpoints
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) ol i
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28
w26

1. Look at the traffic flow lines in the flow map, the Business Transaction Health pane, the
Transaction Scorecard pane, and the Response Time graph. If you see problems (yellow or
red lines, spikes in response time), the problem is slow response time, and is probably
related to your AppDynamics business application. Start troubleshooting at Step 1.

2. Look at the Tier icons in the flow map. If you see yellow or red, you have a problem with one
or more nodes, which may or may not result in slow response time. Start troubleshooting at
Step 3.

3. Look at the Events pane. If you see red or yellow, the problem reflects a change in
application state that is of potential interest, which may or may not result in slow response
time. See Tutorial for Java - Troubleshooting using Events.

4. Look at the Server Health pane. If you see red or yellow, the problem reflects a server health
rule violation, which may or may not result in slow response time. See Tutorial for Java -
Server Health.

Need more help?
® Application Dashboard
* Flow Maps
Troubleshooting Steps

The following steps help you determine whether your problem is related to your business
application or to your hardware or software infrastructure. Each step shows you how to display
detailed information to help you pinpoint the source of the problem and quickly resolve it.
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Step1-
Slow or
stalled
business
transaction
s?

Are there any slow or stalled business transactions?
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~ How do | know?
How do | know if business transactions are slow or
stalled?

1. Click Troubleshoot -> Slow Response Times
You can also access this information from tabs in the
various dashboards.

Compare last 4 hours

= ) ACME Enterprises.

Application Flow Map v

Glick here to start

33,639 140 s Response Time (ms) 2,028 Emors  159%  54Kww 22

A i o

Slow Response Times

Slow Transactions.

rorrPPPPPPPRPODD

000000000000

® In the upper pane AppDynamics displays a graph of
the slow, very slow, and stalled transactions for the
time period specified in the Time Range drop-down
menu. If the load is not displayed, you can click the
Plot Load checkbox at the upper right to see the load.

* In the lower pane AppDynamics displays the
transaction snapshots for slow, very slow, and stalled
transactions.

If you see one or more slow transaction snapshots on this
page, the answer to this question is Yes. Otherwise, the
answer is No.

No — Go to Step 2.

Yes — You have one or more slow or stalled transactions, and
need to drill down to find the root cause.
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1. In the lower pane of the Slow Transactions tab, click the

Exe Time column to sort the transactions from slowest to
fastest.

. Select a snapshot from the list and click View
Transaction Snapshot. You see the Transaction Flow
Map. Choose the Flow Map tab if it is not already
selected.

Transaction: 3fe6d1c6-9706-4dbf-81f3-6d6016c460a6 —-B%

USER EXPERIENCE ~ EXECUTION TIME TIMESTAMP. BUSINESS TRANSACTION REQUEST GUID Archive |
() NORWMAL 80 ms 04/07714 10:42:54 AM WViewCart sendltems 3feBd1c6-6708-4dbl-51{3-6d6016c460a6

Flow Map Snapshot Execution - Waterfall View List View

Transaction Snapshot Flow Map v

Joueue (]
-
AgiieTIQ-CusiomerQueue
~
~
-
//
Click on any IMS 1 msi1.L36] 0BG 11 @
Drill Down icon 2ms (asyne) ms (asypo) —

Oracle - 10.0.0

to see Call Graph - _—~
- ey - |

7 —
v " Order Processing Server
32 ms“s%) Al 3 ms(33%) _ (EEe o
w,.,———/"”'” Active MQ-OrderQueue
- JDBC 2 ms(2.2 %)

—

m ce Bms(B7%)
ECommerce Server T @
24 ms (26.7 %) =
. APPDY-MySQL DBLOCALHOST

JDBC 22 ms(24.4 %)
Inventory Server g

2 JDBEC

=

ackends

Close

3. Click a Drill Down icon to display a call graph for a

problematic part of the transaction. Once you are in the
call graph you can look for methods that have a
significant response time. In this example, the
executeQuery method is responsible for 54.5% of
response time.

Call Drill Down. 22 ms 04/07/14 10:42:55 AM BT: ViewCart.senditems GUID: 3fe6d1c6-9706-4dbf-81f3-6d6016¢460a6

SuMMARY Execuion Time: 22 ms. Node Node_8002. Timestamp: 04107114 10:42:55 AM
CALL GRAPH Setas Root Show iers v O

ea
— v 3 i Websarice Sorit opost ~

v Web serve -

HTTP PARAMS

CooKiES

EM

ADDITIONAL DATA This query is taking
54.5% of the
execution time

recuteOiery 45
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4. Click the Information icon in the right column to see more
details. Provide this information to the personnel
responsible for addressing this issue.

executeQuery:45

Mame: com.appdynamics.jdbc. MPrepareStatement: executeluery

Type: POJO

Class: com.appdynamics.jdbc. MPrepareStatement

Method: executeQuery

Line Mumber: 45

Execution Time CPU Time

Self Time:  12ms s

Total Time: 12 ms S CPU: 0 ms, Block: 0 ms, Wait: 10 ms
Exit Calls

Made 1 JDBC exit call(s).

Close

If there are multiple slow or stalled transactions, repeat this
step until you have resolved them all. However, there may
be additional problems you haven't resolved. Continue to S
tep 2.

Need more help?

® Transaction Snapshots

Step 2 -
Slow DB or
remote
service
calls?

Is there one or more slow DB or remote service call?
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~ How do | know?
How do | know if | have slow DB or remote service calls?

1. Click Troubleshoot -> Slow Response Times, then click
the Slowest DB & Remote Service Calls tab if it is not
selected.

Slow Transactions

Slowest DB & Remote Service Calls.

« These are the calls with largest observed individual execution time (Max Time) during the specified time range

Call Type
call Mg.Tme | NumberofCa| MaxTime | Snapshots
per Call (ms)
O CIEs SELECT COUNT{1) COUNT FROM ITEM [T, ITEM T2 137455 57 157726 v
JOBC ORDERSERVICE CREATEORDER as60 22 10050
s WSERT IO OROERREGUEST (ITER 10, KOTES JVALUES (7, 7) 5027 670 oun
o8 ORDERQUEUE 130 1 130
HrTe DELETE FROM GART 0 807 60
INSERT INTO GART (ITEN_ID, USER_ID} VALUES (7, 7) 0s Tz 80
INSERT INTO ORDERS (QUANTITY, CREATEDON, TEMID) VALUES 0.5 5180 61
DB TRANSACTION COMMIT 04 75 38
PREPARED STATEMENT BATCH 04 6200 38
SELECT ITEMO_.ID AS 100_0_, ITEMO_QUANTITY AS QUANTITYO_ O 0.4 5654 a7

Call Details Correlated Snapshots
SELECT COUNT(1) COUNT FROM ITEM IT1, ITEM IT2

If you see one or more slow calls on this page, the answer to
this question is Yes. Otherwise, the answer is No.

No — Go to Step 3.

Yes — You have one or more slow DB or remote service calls,
and need to drill down to find the root cause.
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1. Inthe Call Type panel select the type of call for which you
want to see information, or select All Calls.

2. Sort by Average Time per Call to display the slowest calls
at the top of the list.

3. To see transaction snapshots for the business
transaction that is correlated with a slow call, you can:

® Click the View Snapshots link in the right column
to display correlated snapshots in a new window.

® Select the call and click the Correlated Snapshots
tab in the lower panel to display correlated
snapshots at the bottom of the screen.

4. Select a snapshot from the list and click View
Transaction Snapshot. Choose the Flow Map tab if it is
not already selected, then click a Drill Down icon to
display a call graph for a problematic part of the

USER EXPERIENCE  EXECUTION TIME TIMESTAMP. BUSINESS TRANSACTION REQUEST GUID Archive
NORMAL 90 ms 0407714 10:42:54 AM ViewGart senditams 3fe6d1c6-6706-4dbF-8113-6d6016c460a6

m Snapshot Execution - Waterfall View List View

Transaction Snapshot Flow Map v

Jourve (]

Active MQ-CustomerQueue

IMS 1 ms{11%]

2 ms (async)

v — Grder Pracessing Server
32 ms (856 %) aMs 3ms(3s%)  (TEE

m_ B Active MQ-OrderQueue
- . JDBC 2 ms(2.2%)

JDBC 11 ms fasypc) -
- Oracle - 10.0.0

L -
Web Sevice 6 ms(B.7 %)
ECommerce Server
A,
24 ms (26.7 %)

APPDY-MySQL DB-LOCALHOST

i JDBC 22 ms(24.4 %)
Server o

2 JDBC backends

Close

5. Once you are in the call graph you can look for methods
that have a significant response time. In this example, an
Oracle query is responsible for 99.7% of response time.
Provide this information to the personnel responsible for
addressing this issue.

SUMMARY

CALL GRAPH

HOT SPOTS

saL caLLs

HTTP PARAMS

COOKIES

USER DATA

ERROR DETAILS

HARDWARE | MEM

NODE PROBLEMS

ADDITIONAL DATA
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If there are multiple slow calls, repeat this step until you have
resolved them all. However, there may be additional problems
you haven't resolved. If any of the tier icons on the flow map
show yellow or red, continue to Step 3. Otherwise, you have
isolated the problem and don't need to continue with the rest of
the steps below.

Need more help?

Business Transaction Dashboard
Business Transaction Monitoring
Business Transactions List
Transaction Snapshots

Step 3 -
Affects 1 or
more
nodes?

Is the problem affecting all nodes in the slow tier?
~ How do | know?

How do | know if the problem is affecting all nodes?

® In the Application or Tier Flow Map, click the number
that represents how many nodes are in the tier. This
provides a quick overview of the health of each node
in the tier. The small circle icon indicates whether the
server is up with the agent reporting, and the larger
circle icon indicates Health Rule violation status.

0 Dashboard Top Business Transactions Transaction Snapshots Transaction Analysis

Application Flow Map v

41423 calls / min, 5 ms

E-Commerce-Hode-2000
1951 calls / min, 0 ms:

Nodet

®°
P °o -
E-Commarce-Node-2004 . 3 d
-l L—@
$°o

Order Pracessing

Active MQ-OrderQueue

If all the nodes are yellow or red, the answer to this
guestion is Yes. Otherwise, the answer is No.

Yes — Go to Step 4.

No — The problem is either in the node's hardware or in the
way the software is configured on the node. (Because only
one node is affected, the problem is probably not related to
the code itself.)
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In the left navigation pane, click Servers -> App Servers
-> <slow tier> -> <problematic node> to display the

Node Dashboard (flow map).

) ACME Book Store Application b Servers

RPN curcows [ Harchere B by W am e

Node Flow Map +

203 cz 34 ms¥
s 203 callsimin, 164 A& c2lls / min 164357 g 64 caligimin, 5 ms
- > ‘ > a2
A Active MQ-OrderQuet 5'
JOBE~1087 callsimin, 1 ms o |

er / External Node_8000

187 tetal 1 Ui
tolal <1 Jmin

0 tetal <1 /i

Explain this View
Load 73,243 cans 203 /min
Q2

3 200

180
10:00 AM 12,00 P 2:00PM 10:00 AM 12,00 M

o
2:00 M 10:00 AM 12:00 M 2:00 M

® Click the Dashboard tab to get a view of the overall

health of the node.

® Click the Hardware tab; if the problem is
hardware-related, contact your IT department.

® Click the Memory tab; sort on various column headings to
determine if you need to add memory to the node,
configure additional memory for the application, or take
some other corrective action.

You have isolated the problem and don't need to continue
with the rest of the steps below.

Need more help?

®* Node Dashboard

Step 4 -
Backend
problem?

Are the nodes in the slow tier linked to a backend (database or
other remote service) that might be causing your problem?
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~ How do | know?

How do | know if the nodes are linked to a backend

(database or other remote service) that might be causing
my problem?

® Display the Tier Flow Map. If any nodes are linked to a
backend, links to those backends are displayed in the
flow map.

Q Acme Online Boc tore » Servers » App Servers b SR

‘ b Dashboard Modes (3) Events Slow Response Times Errors

Tier Flow Map

Backend
41824 calls / min, 5 ms
i‘ ﬂe_‘LME lgk? calls/min, 4 ms (async)
¥ -
- — &

c-Lommerce Active MQ-OrderQueue

If a backend or the line connecting to a backend is
yellow or red, the answer to this question is Yes.
Otherwise, the answer is No.

No — Go to Step 5.

Yes —

® Click the line connecting to the backend to see an
information window about the backend. (The
contents of the information window vary depending
on the type of backend.) Use the various tabs to
find the source of the issue, or contact the team
responsible for that backend.

Inventory to Oracle - 10.0.0

- Ox
Overview  SionestDB & Remte Senice Calls | Businss Transacton Greakcoun ot 15 minutan w |
o o
+ Response Time vs Baseline
e B
sas
Baseina s
w Response Time
=20
.
oo R
360 o < o i \
S . \
SO e o —__— D \ 4
200 -
Gazew  awsen  mwen masem  asmiem  as3ew  assew asem
w Calls
1300
1100 p— - .
895 __ g y —— y
calls /min 23 N - T //
700 \ y -
13,421 s s — -
Sa3PM admPM aaTEM desEm amieM asmem 4ssed 4s7eN
v Errors
o
mors fm 40
O o=

0
4:00 PM
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If the backend is a database, right-click the database icon.
You have a number of options that let you see the
dashboard, drill down, etc. If you have AppDynamics for
Databases, choose Link to AppDynamics for Databases.
You can use AppDynamics for Databases to diagnose and
resolve any backend issues, or work with your internal
DBASs to troubleshoot the database, which is not
instrumented in AppDynamics.

INVENTORY-MySQL DB

View Backend Dashboard

pPDynamics for Databases |+
APPDY-MySQL DB-EC2-54-242-91

Hide Backend

Settings.

Global Settings...

XE-Oracle DE-DEMOY o1t Adobe Flash Player 117.700.203..

Active MQ-OrderQueue

You have isolated the problem and don't need to continue
with the rest of the steps below.

Need more help?

¢ Backend Monitoring
¢ Configure Backend Detection for Java
* AppDynamics for Databases

Step 5 -
CPU
saturated?
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Is the CPU of the JVM saturated?
~ How do | know?

How do | know if the CPU of the JVM is saturated?

1. Display the Tier Flow Map.
2. Click the Nodes tab, and then click the Hardware tab.
3. Sort by CPU % (current). Show me how.

- -« ()  Acme Online Book Store » S
" Dashboard Nodes (3) Events
Health Hardware Memory
Mame CPU % {current)
B Hodat o

J E-Commerce-Node-8004 ]
| E-Commerce-Node-8000 ]

If the CPU % is 90 or higher, the answer to this
question is Yes. Otherwise, the answer is No.

Yes — Go to Step 6.

No — The issue is probably related to a custom
implementation your organization has developed. Take
snapshots of the affected tier or node(s) and work with
internal developers to resolve the issue.

You have isolated the problem and don't need to continue
with the rest of the steps below.

Need more help?

® Monitor JVMs

Step 6 -
Significant
garbage
collection
activity?
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Is there significant garbage collection activity?

~ How do | know?
How do | know if there is significant garbage collection
activity?

® Display the Tier Flow Map.

® Click the Nodes tab, and then click the Memory
tab.

® Sort by GC Time Spent to see how many
milliseconds per minute is being spent on GC,;
60,000 indicates 100%. Show me how.

MaxHeap  JVMCPUBumt...| GC Time Spent (msimin)
I E-Commerce-Node-8000 287 1712 59349 808
J £ Commerce-Node-5004 £ 12 o o

§ Nodet

If GC Time Spent is higher than 500 ms, the answer to
the question in Step 5 is Yes. Otherwise, the answer is
No.

Yes — Go to Step 7.
No — Go to Step 8.

Need more help?

* Memory Usage and Garbage Collection

Step 7 -
Memory
leak?
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Is there a memory leak?
~ How do | know?

How do | know if there is a memory leak?

1. From the list of nodes displayed in the previous step
(when you were checking for Garbage Collecting
activity), double-click a node that is experiencing
significant GC activity.

2. Click the Memory tab, then scroll down to display the
Memory Pool graphs at the bottom of the window.

3. Double-click the PS Old Gen memory pools. Show
me how.

If memory is not being released (use is trending
upward), the answer to this question is Yes. Otherwise,
the answer is No.

Yes — Use various AppDynamics features to track down
the leak. One useful tool for diagnosing a memory leak is
object instance tracking, which lets you track objects you
are creating and determine why they aren't being released
as needed. Using object instance tracking, you can
pinpoint exactly where in the code the leak is occurring.
For instructions on configuring object instance tracking, as
well as links to other tools for finding and fixing memory
leaks, see Need more help? below.

No — Increase the size of the JVM. If there is significant GC
activity but there isn't a memory leak, then you probably
aren't configuring a large enough heap size for the
activities the code is performing. Increasing the available
memory should resolve your problem.

Whether you answered Yes or No, you have isolated the
problem and don't need to continue with the rest of the
steps below.

Need more help?

® Troubleshoot Java Memory Leaks
® Troubleshoot Java Memory Thrash
® Configure and Use Object Instance Tracking for Java
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Step 8 -
Resource
leak?
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Is there a resource leak?
~ How do | know?

How do | know if there is a resource leak?

1. In the left Navigation pane, go to (for example) Analyz
e -> Metric Browser -> Application Infrastructure
Performance <slow tier> -> Individual Nodes ->
<Problematic node> -> JMX -> JDBC Connection
Pools -> <Pool nhame>

2. Add the Active Connections and Maximum
Connections metrics to the graph.

3. Repeat as needed for various pools your application is
using.

If connections are not being released (use is trending
upward), the answer to the question in Step 7 is Yes.
Otherwise, the answer is No.

Yes — To determine where in your code resources are
being created but not being released as needed, take a
few thread dumps using standard commands on the
problematic node. You can also create a diagnostic action
within AppDynamics to create a thread dump; see Thread
Dump Actions.

No — Restart the JVM. If none of the above diagnostic
steps addressed your issue, it's possible you're simply
seeing a one-time unusual circumstance, which restarting
the JVM can resolve.

Need more help?

® Diagnostic Actions
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None of the
above?

If slow response time persists even after you've completed the
steps outlined above, you may need to perform deeper
diagnostics.

If you can't find the information you need on how to do so in the
AppDynamics documentation, consider posting a note about
your problem in a community discussion topic. These
discussions are monitored by customers, partners, and
AppDynamics staff. Of course, you can also contact
AppDynamics support.

Need more help?

® AppDynamics Pro Documentation

® Community Discussion Boards (If you don't see
AppDynamics Pro as a topic, click Sign In at the upper
right corner of the screen.)

Configure Diagnostic Sessions For Asynchronous Activity

Automatic Diagnostic Sessions For Asynchronous Activity

Diagnostic sessions are triggered based on the performance metrics for a business transaction.
The average response time of a business transaction does not include the execution time of its
asynchronous activity. If you have asynchronous processing in your application, it might be
possible for the originating transaction to execute within normal bounds even though the
asynchronous activity takes longer than normal. To diagnose an issue like this, you can create a
custom health rule based on the average response time (or other performance metric) of the
asynchronous activity and use that health rule to set up a policy that triggers a diagnostic session
on the transaction. The general steps to do this are described in the following example that uses a

metric for an async thread task.

1. Create a custom health rule based on the asynchronous metric, such as average response
time. The metrics for thread tasks are visible in the metric browser under the Thread Tasks
node for transactions with asynchronous activity. Each thread task has an individual node
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(usually its simple class name). Remember to select Custom as the type for the health rule.

Metric Browser - Async

Backends

Bl

B i End User Experience

Mobile

=l

Senvice End Points

* il
B0 Owerall Application Performance
¥ .1 | Business Transaction Performancs
P .1 ' Business Transaction Groups
¥ i | Business Transactions

vifp REST

v D Createdd

F o Individual Modes

B Iy | Thread Tasks
i Average Elock Time (ms)
il Averags CPU Used (ms)
I Average Request Size

Il Awverags Responss Time (ms)

Average Wait' Time (ms )

2. Create a policy that is based on the baseline of the asynchronous metric of interest, for
example, the average response time.
3. Configure the policy to trigger a diagnostic session on the affected business transaction.

Troubleshoot Java Memory Issues
Troubleshoot Java Memory Leaks

Memory Leaks in a Java Environment
AppDynamics Java Automatic Leak Detection
® Automatic Leak Detection Support
® Conditions for Troubleshooting Java Memory Leaks
Workflow to Troubleshoot Memory Leaks
® Monitor Memory for Potential JVM Leaks
® Enable Memory Leak Detection
® Troubleshoot Memory Leaks
¢ Select the Collection Object to Monitor
® Use Content Inspection
® Use Access Tracking
Learn More
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Memory Leaks in a Java Environment

While the JVM's garbage collection greatly reduces the opportunities for memory leaks to be
introduced into a codebase, it does not eliminate them completely. For example, consider a web
page whose code adds the current user object to a static set. In this case, the size of the set grows
over time and could eventually use up significant amounts of memory. In general, leaks occur
when an application code puts objects in a static collection and does not remove them even when
they are no longer needed.

In high workload production environments if the collection is frequently updated, it may cause the
applications to crash due to insufficient memory. It could also result in system performance
degradation as the operating system starts paging memory to disk.

AppDynamics Java Automatic Leak Detection

AppDynamics automatically tracks every Java collection (for example, HashMap and ArrayList)
that meets a set of criteria defined below. The collection size is tracked and a linear regression
model identifies whether the collection is potentially leaking. You can then identify the root cause
of the leak by tracking frequent accesses of the collection over a period of time.

Once a collection is qualified, its size, or number of elements, is monitored for long term growth
trend. A positive growth indicates that the collection as potentially leaking!

Once a leaking collection is identified, the agent automatically triggers diagnostics every 30
minutes to capture a shallow content dump and activity traces of the code path and business
transactions that are accessing the collection. By drilling down into any leaking collection
monitored by the agent, you can manually trigger Content Summary Capture and Access Tracking
sessions. See Configure Automatic Leak Detection for Java

You can also monitor memory leaks for custom memory structures. Typically custom memory
structures are used as caching solutions. In a distributed environment, caching can easily become
a prime source of memory leaks. It is therefore important to manage and track memory statistics
for these memory structures. To do this, you must first configure custom memory structures. See
Configure and Use Custom Memory Structures for Java.

Automatic Leak Detection Support

Ensure AppDynamics supports Automatic Leak Detection on your JVM. See JVM Support.

Conditions for Troubleshooting Java Memory Leaks

Automatic Leak Detection uses On Demand Capture Sessions to capture any actively used
collections (i.e. any class that implements JDK Map or Collection interface) during the Capture
period (default is 10 minutes) and then qualifies them based on the following criteria:

For a collection object to be identified and monitored, it must meet the following conditions:

® The collection has been alive for at least N minutes. Default is 30 minutes, configurable with
the minimum-age-for-evaluation-in-minutes node property.

® The collection has at least N elements. Default is 1000 elements, configurable with the mini
mum-number-of-elements-in-collection-to-deep-size node property.

®* The collection Deep Size is at least N MB. Default is 5 MB, configurable with the minimume-si
ze-for-evaluation-in-mb property.
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The Deep Size is calculated by traversing recursive object graphs of all the objects in
the collection.

See App Agent Node Properties and App Agent Node Properties Reference by Type.

Workflow to Troubleshoot Memory Leaks

Use the following workflow to troubleshoot memory leaks on JVMs that have been identified with a
potential memory leak problem:
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Dev_8001

’v Dashboard Hardware Memory

Heap & Garbage Collection Automatic Leak Detection

Heap

Garbage Collection - Time Spent

- Minor Collecti

- Major C

Memory Pools

e Evants Siow Response Timas

Oject Instance Tracking

Start On Demand Capture Session

This will start a session to track Collections (Hashmap, etc) which are currently being accessed.

Session Duration | 10 minutes (max 60)
Minumum Collection Age | 2 minutes

Only long lived Collections that are in the heap for this amount of time will be monitored,

" Dashboard Hardware Memory VM JMX Events ‘Slow Response Times Ermors. Analysis >

Heap & Garbage Collaction Automatic Leak Detection Obyect Instance Tracking Custom Memary Structures
Automatic Leak Detection How does this work? EIL
Drill Dgwn | Mors Actions v | | Start On Dsmand Captura Sassion showing 1of 1 ctjects | O
lass g Cellection Size Potentially Leaking Object Creation Time JvM Start Time Qbject Instance ID Stal.. | Collection Size Trend
java. bl concurrent Cancur 2615 e ez 050813 5:38:37 PM 050813 5:32:04 PM 51
rentHashMap

Monitor Memory for Potential JVM Leaks
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Use the Node Dashboard to identify the memory leak. A possible memory leak is indicated by a
growing trend in the heap as well as the old/tenured generation memory pool.

Node_8002 last 6 hours

ACME Book Store Application

Dashboard Hardware Memory Events

¥ Heap
Average Utilization Current Utilization Current Usage 70 MB
15 0/0 15 9/0 Current Committed 127 MB
Max Available 455 MB
last & hours Current Usage nar
Fres Free 385 MB
Heap Utilization % | Show Major Garbage Collections
60
40 AR
'I'_ 37AM 11:49 AM 12:01 PM 12:13PM 12:25PM 12:37PM 12:49PM 1:01PM  1:13PM 1:25PM 1:37PM 1:45PM 2:01PM 2:13PM 2:25PM 2:37PM 2:45PM 3:01PM 3:13PM  3:25PM
Heap: [J] Current Usage {MEB Max (MB)
160
120
B0
40
I‘l 37AM 11:49 AM 12:01 PM 12:13 PM 12:25PM 12:37PM 12:45PM 1:01PM 1:13PM 1:25PM 1:37PM 1:49PM 2:D1PM 2:13PM 2:25PM 2:37PM 2:4GPM™M 3:01 PM 3:13PM 3:25PM

An object is automatically marked as a potentially leaking object when it shows a positive and
steep growth slope.

‘ ! Dashboard Hardware Memory JVIM JME Events Slow Response Times Errors Transaction Snapshots Transaction Analysis ==
Heap & Garbage Collection Automatic Leak Detection Object Instance Tracking Custom Memory Structures
Automatic Leak Detection How does this work? on off
Drill Down More Actions v Start On Demand Capture Session Showing 1 of 1 objects 0O
Class Collection Size Potentially Leaking  Object Creation Time JWM Start Time Object Instance 1D Stat.. Collection Size Trend
java.util.concurrent. Concur 2615 o e 0S5/08/13 5:38.37 PM 05M08/13 5:32:04 PM a1
rentHashMap

The Automatic Memory Leak dashboard shows:
® Collection Size: The number of elements in a collection.

® Potentially Leaking: Potentially leaking collections are marked as red. You should start
diagnostic sessions on potentially leaking objects.

¢ Status: Indicates if a diagnostic session has been started on an object.

® Collection Size Trend: A positive and steep growth slope indicates potential memory leak.

# of Elements in a Collection

Class |Collection Size |Potentially Leaking | Object Creation Time | JWh Start Time | Object Insta... | Status | Collection Size Trend

! T

Leak Indicator Diagnostic Session Indicator

©Tip: To identify long-lived collections compare the JVM start time and Object Creation Time.
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If you cannot see any captured collections, ensure that you have correct configuration for detecting
potential memory leaks.

Enable Memory Leak Detection

Before enabling memory leak detection, identify the potential JVMs that may have a leak. See Det
ect Memory Leaks.

Memory leak detection is available through the Automatic Leak Detection feature. Once the
Automatic Leak Detection feature is turned on and a capture session has been started,
AppDynamics tracks all frequently used collections; therefore, using this mode results in a higher
overhead. Turn on Automatic Leak Detection mode only when a memory leak problem is identified
and then start an On Demand Capture Session to start monitoring frequently used collections and
detect leaking collections.

‘ ¥ Dashboard Hardware Memory JVM JMX Events Slow Response Times Errors Transaction Snapshots Transaction Analysis
Heap & Garbage Collection Automatic Leak Detection Object Instance Tracking Custom Memory Structures
Automatic Leak Detection How does this work? on
Drill Down More Actions v Start On Demand Capture Session Showing 1 of 1 objects O
Class Collection Size Potentially Leaking Object Creation Time JWM Start Time Object Instance 1D Stat.. Collection Size Trend
java.util. concurrent Concur 2615 Yes 05/08/13 5:28.37 PM 05/08/13 5:32:04 PM 51
rentHashMap -

Turn this mode off after you have identified and resolved the leak.

To achieve optimum performance, start diagnosis on an individual collection at a time.

Troubleshoot Memory Leaks

After detecting a potential memory leak, troubleshooting the leak involves performing the following
three actions:

® Select the Collection Object that you want to monitor
® Use Content Inspection
® Use Access Tracking

Select the Collection Object to Monitor

1. On the Automatic Leak Detection dashboard, select the name of the class that you want to
monitor.

2. Click Drill Down on the top left-hand side of the memory leak dashboard.
Alternatively right-click the class name and click Drill Down.

(D /4 IMPORTANT: To achieve optimum performance, start the troubleshooting session on a
single collection object at a time.
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| ohd Dashboard Hardware Memory ] amx Events Siow Respanse Times Erors Transaction Snapshols Transaclion Analysis
Heap & Gartage Collaction Automatic Leak Datection Jbject Instance Tracking CGustom Memory Structures
Automatic Leak Detection How doss this work? Automatically Discovered Collection: java.util.concurrent. ConcurrentHashMap

Driljown | More Actions v Start On
Overview | Size Content Inspaction Access Tracking
k

Collection Sizn Patent

java.util concurrant Concur 2615

randiashiap e Class  java.util.concurrent. ConcurrentHashhap
Object Creation Time  05/08/13 5:38:37 PM °

JVM Start Time  05/08/13 5:32:04 PM

Object Instance ID 20247707 Potentially Leaking

Collection Size Explain Collection Size | Show Major Garbage Collections

3000
2800
2600
2400
2200
2000
1800

5:46 FM 5:47 PM 5:48 FM 5:45 FM 5:50 FM 5:51 PM 5:52 PM 5:53 FM 5:54 PM 5:55 PM 5:56 PM 5:57 PM 558 PM 5:58 PM 6:00 PM

(close)

Use Content Inspection

Use Content Inspection to identify which part of the application the collection belongs to so that
you can start troubleshooting. It allows monitoring histograms of all the elements in a particular
collection.

As described above in Workflow to Troubleshoot Memory Leaks, enable Automatic Leak
Detection, start an On Demand Capture Session, select the object you want to troubleshoot, and
then follow the steps listed below:

Click the Content Inspection tab.

Click Start Content Summary Capture Session to start the content inspection session.
Enter the session duration. Allow at least 1-2 minutes for data generation.

. Click Refresh to retrieve the session data.

. Click on the snapshot to view details about an individual session.

s wNpE

(i) Exporting Troubleshooting Information
You can also export the troubleshooting information into Excel files using the Export button
under Content Summary.
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Click the
Content

Click the SnaPShOt Automatically Discovered Collection: java.util. ArrayList
to view details
about an individual

session.

Access Tracking

Overview | Size Content Inspection

Content Summary

Export |

Classname

java.util. HashMapSEntry
Click Refresh to
retrieve session
details.

©

Click to start the
content
summary
capture session

Refresh
Query for the latest available Gontent
mmaries

Start Content Summary Capture Session

| Start Content Summary Capture Session | This will start a session to capture a summary of all objects retained

Start 3 session to captu summary of the mithe Heepiby 12 ehject
contents of this Collectio

Content Summaries will be reported once a minute, for the duration of
this session.

J

. Session Duration | 10 minutes (max 60)

Cancel {73

Enter the session
duration.

Inspection tab

@Allow at least 1-2

minutes for data
generation

Count

Deep Size: 31,356,936 bytes 28.9 MB
|| Hide java.util* | O

size (bytes)
465 196,752
2 40,992
3450 27,600
1150 18,400

Use Access Tracking

Use Access Tracking to view the actual code paths and business transactions accessing the

collections object.

As described above in Workflow to Troubleshoot Memory Leaks, enable Automatic Leak
Detection, start an On Demand Capture Session, select the object you want to troubleshoot, and

then follow the steps listed below:

Select the Access Tracking tab
Click Start Access Tracking Session to start the tracking session.

Click Refresh to retrieve session data.
Click on the snapshot to view details about an individual session.

aprpLOdE

(i) Exporting Troubleshooting Information

Enter the session duration. Allow at least 1-2 minutes for data generation.

You can also export the troubleshooting information into Excel files using the Export button

under Content Summary.
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Click the Access
Tracking tab

Click the snapshot
to view details
about an individual

Automatically Discovered Collection: java.util. ArrayList

Overview | Size

Content Inspection

Accass Tracking

05/08/13 6:00:02 PM

Code Paths and Busi Tr

H Session Time
sesslon.
Code Path Occurrences
Java.util.coneurrent.concurrenthashmap. put{coneurrenthashmap java) 155
at com. appdynami memory. collectior put(c 1leakv java:114)
at com.appdyr memory. callectior I java:&g)

@ at java.util.concurrent.thr ker.runtaskitr itor.java:886)
thr ker.runithr java:908)
Click Refresh to
retrieve session
details.

Troubleshooting
information

Click to start the
access tracking
session

Ref)

Query for data from the most recent Access
racking Sessions

Start Accoss Tracking Session | - [
This will start a session to track what code is accessing this

collection (geti), puti), etc)

Qccurrences

This will start a ssssion {5ack code
@ accessing this Callection (get(), puti), etc) Data will be reported at the snd of the session

ession Duration | 10 minutes (max 60)

Cancel ol
ction during this session

Enter the session
duration.

@ Allow at least 1-2
minutes for data
generation

(close)

Learn More

® App Agent Node Properties
® Monitor JVMs
® Metric Browser

Troubleshoot Java Memory Thrash

Memory Thrash and Object Instance Tracking
Prerequisites for Object Instance Tracking
® Specifying the Classpath
Workflow for Detecting and Troubleshooting Memory Thrash
Analyzing Memory Thrash
® To analyze memory thrash problems
® To verify memory thrash
® Troubleshooting Java Memory Thrash Using Allocation Tracking
® To use allocation tracking

Memory Thrash and Object Instance Tracking

Memory thrash is caused when a large number of temporary objects are created in very short
intervals. Although these objects are temporary and are eventually cleaned up, the

garbage collection mechanism may struggle to keep up with the rate of object creation. This may
cause application performance problems. Monitoring the time spent in garbage collection can
provide insight into performance issues, including memory thrash. For example, an increase in the
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number of spikes for major collections either slows down a JVM or indicates potential memory
thrash Use object instance tracking to isolate the root cause of the memory thrash. To configure
and enable object instance tracking, see Configure and Use Object Instance Tracking for Java.

AppDynamics automatically tracks the following classes:

® Application Classes
® System Classes

The Object Instance Tracking feature maps a histogram of every object in the JVM. The Object
Instance Tracking dashboard not only provides the number of instances for a particular class but
also provides the shallow memory size (the memory footprint of the object and the primitives it
contains) used by all the instances.

Node_8001 last 15 minutes
Dashboard Hardware Memory Jv JMX Events Slow Response Times ==
Heap & Garbage Collection Automatic Leak Detection Object Instance Tracking Custom Memory Structures
Object Instance Tracking How doas this work? on Configure Custom Classes to Track
v VIEW: o/ Top Application Classes Top System / Core Java Classes Custom Classes All Showing 31 of 56 objects
Class Current Instance Count  Shallow Size (... Status  Instance Count Trend
org.apache.catalina.loader ResourceEntry 7,084 340,032 o~
org.apache.catalina.LifecycleListener(] 1,667 29416
org.apache.catalina.LifecycleEvent 1,456 46,502
org.apache.catalina.Container[] 1,456 20,440
org.apache.activemg. command. Messageld 1,014 40,560
javax.management. ObjectMameSPrope rty 268 20,832
org.apache.xerces. xni.QName 824 26,368

W Object Instance Tracking - Diagnostic Events (1)

Type Summary Time

Memary Instance Tracking is [enabled] 04/28/14 1:17:32 PM

Prerequisites for Object Instance Tracking

Object Instance Tracking can be used only for Sun JVM v1.6.x and later.
If you are running with the JDK then tools.jar will probably be setup correctly, but if you are
running with the JRE you must add tools.jar to JRE_HOME/lib/ext and restart the JVM for
this feature to start working. You can find the tools.jar file in JAVA_HOME/lib/tools.jar.

® |n some cases In some cases you might also need to copy libattach.so (Linux) or attach.dll
(Windows) from your JDK to your JRE.

®* Depending on the JDK version, you may also need to specify the classpath as shown below
(along with other -jar options).

Specifying the Classpath

When using a JDK tool, set the classpath using the -classpath option. This sets the classpath for
the application only. For example:

On Windows
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java -cl asspath <conpl ete-path-to-tools.jar>; UCLASSPATHY -j ar nyApp.j ar
OR

On Unix

java -classpath <conpl ete-path-to-tools.jar>: $CLASSPATH -jar mnyApp.j ar

Alternatively, you can set the CLASSPATH variable for your entire environment. For example:

On Windows

SET CLASSPATH=%LASSPATHY% %J AVA HOVE% | i b\t ool s. j ar

On Unix

CLASSPATH=$CLASSPATH: $JAVA HOWE/ |l i b/tool s.jar

Workflow for Detecting and Troubleshooting Memory Thrash

The following diagram outlines the workflow for monitoring and troubleshooting memory thrash
problems in a production environment.

(i) To monitor memory leaks, on the node dashboard, use the Memory -> Automatic Leak
Detection subtab. See Troubleshoot Java Memory Leaks.

Copyright © AppDynamics 2012-2014 Page 70



APPDYNAMICS

Dev_8001

[ A4 Dashboard Hardware

Heap & Garbage Collecti

» Hoap

Memory

Automatic Leak Detection

» Garbage Collection - Time Spant
» Garbage Callection - Minar Collections
» Garbage Collection - Major Collections

» Memory Pools

Memory JMX Events Slow Respons;

Automatic Leak Detection Object Instance Track Custom Memary &

Heap & Garbage Collection Automatic Leak Detection Object Instance Tracking Custom Memary Structures

VIEW: |/ Top Application Classes | | Top System  Core Java Classes | Custom Classes | All

Object Instance Tracking How does this work?

| Drill Down H More Actions v

Class & (Current Instance Count Shallow Size (bytes)  Status Instance Count Trend

org.apache.activemq,command ActiveMQMapMessage 799 147,016 I I |

Number of Instance of this Class | Show Major Garbage Collections

1400

| 4

Major Garbage Collection

1200

1000

|Occurrad at: Tue May 6 12:44:00 GMT-0400 2014

12:25PM 12:33 PM 12:41 PM 12:49 PM 12:57 PM 1:05PM 1:13PM 1:21PM 1:29PM 1:37 PM  1:45PM  1:53PM  2:01 PM  2:09 PM  2:17 PM

Approximate Memory Used by all Instances (bytes), using Shallow Size Explain Shallow Size

240000
200000
160000
120000
80000
40000
(]

12:27 PM 1:45PM  1:23PM  1:31PM  1:39PM  1:47 PM 1:55PM 2:03PM 2:11PM 2:19PM

12:35PM 12:43 PM 12:51 PM 12:59 PM  1:07 PM

Close
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Object Instance Tracking - com.ctc.wstx.sr.ValidatingStreamReader

Overview Allocation Tracking

Session Time Code Paths and creating of this Class 05/06/14 2:13:14 PM
05/06/14 2:13:14 PM Code Paths Export

Code Path Occurrences

com.ctc wstx.sr.Validati init>(Validati java:124)
at com.cte. wstx.sr. Validati idati idati Java:145)

at com.cte.wstx.stax p . deC P y java:547)
at com.ctc. wstx. stax WstinputFactory. create SRWstxinputFactory java:5e9)

at com.clc.wstx.stax WsbxinputFactory. create SR{WstxInpulFactory.java:645)

at com.cl.wstx.stax Wstxin putFactory. create XML actory.java:319)
al org.apache. axiom, om, ulil, StAXUtils. create XMLStreamR eader( SIAXUlils java: 180

at org.apache axis2 builder SOAPBuilder processDocumentiSOAPBuilder java:d1)

at org apache axis2 transport TransportUtils.createSOAPMessage (TransportUtils java:130)
at org.apache.axis2 transport. http. HTTPT processHTTPF iTTPT:

Rofrosh Business Transactions creating instances of this Class
Query for data from the most recent Allocation  Transaction Name Qccurrences
[occnaiseaziong Unknown transaction 550
Start Allocation Tracking Session

This will start a session to track instantiations
of this Class

Analyzing Memory Thrash

To analyze memory thrash problems

Once a memory thrash problem is identified in a particular collection, start the diagnostic session
by drilling down into the suspected problematic class.

1. Select the class name to monitor and click Drill Down at the top of the Object Instance
Tracking dashboard.

Or right click the class name and select the Drill Down option.

() For optimal performance, trigger a drill down action on a single instance or class name at
atime.

After the drill down action is triggered, data collection for object instances is performed every
minute. This data collection is considered to be a diagnostic session and the Object Instance
Tracking dashboard for that class is updated with this icon B , to indicate that a diagnostic
session is in progress.

T N SOy S v N
Heap & Garbage Collection Automatic Leak Detection Object Instance Tracking Custom Memary Structures

Object Instance Tracking How does this work?

VIEW: | Top Application Classes

Al

Top System / Core Java Classes Custom Classes

Drill Down More Actions v

Instance Count Trend

4 Current Instance Count Shallow Size (bytes)  Status

ivemq.command. ActiveMOMapMessage 799 147,016

B

Click to start a
diagnostic session

Saw tooth pattern
indicates potential
memory thrash problem

Indicates a diagnostic
session in progress
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The Object Instance Tracking dashboard indicates possible cases of memory thrash.

The following provides more detail on the meaning of each of the columns on the Object Instance
Tracking dashboard.

# of Instances Diagnostic Session Indicator
Class Current Instance Sount Shallowr Size (bytes) Status Instance Court Trend
Approximate Memory Used by All Instances in a Class Memory Thrash Indicator

Prime indicators of memory thrash problems are:

® Current Instance Count: A high number indicates possible allocation of large number of
temporary objects.

® Shallow Size: A large number for shallow size signals potential memory thrash.
® Instance Count Trend: A saw wave is an instant indication of memory thrash.

If you suspect you have a memory thrash problem at this point, then you should verify that this is
the case. See To verify memory thrash.

To verify memory thrash

1. Select the class name to monitor and click Drill Down at the top of the Object Instance
Tracking dashboard.
2. On the Object Instance Tracking window, click Show Major Garbage Collections.

The following Object Instance Tracking Overview provides further evidence of a memory thrash
problem.
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Object Instance Tracking - org.apache.activemg.command.ActiveMQMapMessage

R —

Number of Instance of this Class « Shiw Major Garbage Collections

1400

‘ i 'l

Major Carbage Collection

1200

1000
Crocurred ats Tue May & 1254400 GMT=0400 2014

400
200

o
12123 FM 12133 PM 12141 PM 12149 PM 12/37T PM LIDSPM L1133 FPM LI21PM LI29PM LI37TPM 143 PWM LIS3PM 2,01 PM 2109 FM 2117 PM

Approximate Memory Used by all Instances (bytes), using Shallow Size Explain Shallow Size

EEERE

o
12:27 PM 12:35 PM 12:43 PM 12:51 PM 1i59 PM 0T P 1115 PM 1123 PM LIG1PM 1139 PM 14T PM LSS PM 2003 PM 2511 PM 218 PM

Close

If the instance count doesn’t vary with the garbage collection cycle, it is an indication of potential
leak and not a memory thrash problem. See Troubleshoot Java Memory Leaks.

Troubleshooting Java Memory Thrash Using Allocation Tracking

Allocation Tracking tracks all the code paths and those business transactions that are allocating
instances of a particular class.

Allocation tracking detects those code path/business transactions that are creating and throwing
away instances.

To use allocation tracking

1. Using the Drill Down option, trigger a diagnostic session.

2. Click the Allocation Tracking tab.

3. Click Start Allocation Tracking Session to start tracking code paths and business
transactions.

Enter the session duration and allow at least 1-2 minutes for data generation.

Click Refresh to retrieve the session data.

Click on a session to view its details.

Use the Information presented in the Code Paths and Business Transaction panels to
identify the origin of the memory thrash problem.

NoaA

Copyright © AppDynamics 2012-2014 Page 74



APPDYNAMICS

Trigger a R
diagnostic session

org. | ActiveM
@ Session Time Code Paths and Business Transactions creating instances of this Class 05/06/14 2:13:14 PM “

050814 21314 PM Coda Paths Export

Click the session
time to view
individual session
details

Code Path Occufrences

550

Troubleshooting
information, Code

Paths and Business
Refresh Business Transadticns creating instances of this Class

—— Transactions.
“n from the mast recent Allocation —— Start Allocation Tracking Session x
ssions

Unknown traf P -
This will start a session to track what code is creating instances of
this object.

0)
at org.apache. axi porthitp HTTPTransportUtils processHTTPPostRequestiHT TP TransportUtils java:272)

Click Refresh
to retrieve
session data.

Start Allocation Tracking Session

is will start a session to track igstantiations
this Class

Session Duration | 10

@

minutes {max 60}

Click Start Allocation
Tracking Session to
start tracking code
paths and business
transactions.

Enter the session
duration. Allow at
least 1-2 minutes
for data generation.

Detect Code Deadlocks for Java

® Code Deadlocks and their Causes
® Finding Deadlocks using the Events
List
® To Examine a Code Deadlock
® Finding Deadlocks Using the REST
API
® | earn More

() Read areal-life story about how
AppDynamics helped identify code
deadlocks and reduce the risk to
revenue!

By default the agent detects code deadlocks. You can find deadlocks and see their details using
the Events list or the REST API.

Code Deadlocks and their Causes

In a multi-threading development environment, it is common to use more than a single lock.
However sometimes deadlocks will occur. Here are some possible causes:

® The order of the locks is not optimal
® The context in which they are being called (for example, from within a callback) is not correct
* Two threads may wait for each other to signal an event

Finding Deadlocks using the Events List

Select Code Problems (or just Code Deadlock) in the Filter By Event Type list to see code
deadlocks in the Events list. See Filter and Analyze Events. The following list shows two
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deadlocks in the ECommerce tier.

T J_I‘ - E O“ Viewang Zevents O
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Cloar Criteria Sgarch Typa Summary Time v Business T Tier Moda Podicy
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» = Policy Vielations
wt| Plicy Wiolilen Siemted
Policy ‘Viclalion changed from Warning o Criical
Policy ‘Wislation changed from Critical to Waming
Podicy ‘Wiodation Ended
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b | Moda Heallh - Hasdwara, JVM, CLR Policos (5]

" Show Transactians
3 Ermors
v o Code Probloss
w| Coda Deadioch
| Rasourca Pool Limit Reached

To Examine a Code Deadlock

1. Double-click the deadlock event in the events list.
The Code Deadlock Summary tab displays.

Summary Datails Commants (0)

iy u-l'l'lh- al

Type Code Deadieck

Tome D912 £1E49 PM
nary  JVM deadlock delocbed

2. To see details about the deadlock click the Details tab and scroll down.

Summary Dakalls Coemmania (0)

Capy 1o Clipbloard

11 Mame[t1 [Thread ID§SEE]
Deadlocind on Lock[lava ng SningdisIte1255] held by sread [12) Thread IDEEs]
Theead stack [
com. appd yramics. Deadlocking Thread . g Deadiocking Thread_java: 34
com. appd yramics. Deadiscking Thread. fi Deadlocking T hread javacz8 )
coim, e ynamics, Deadiociin g Thrend, runiDeadiccking Theead jaeac20)
1

i2 Mama 2] Thread ID{BEH]
Deadiocked on Lock|java bng . Siningid 140ac33) hedd by Shread [EX] Thread ID{970]
Thireamd stack [
coim, appd ynamics Deadiociing Thresd, giDeadiocking Thread jaam:24)
i, Sy P mica Daad ook s G THirasd. [V Dasdlockin g Thiesd jiva 285
com. appdyramics. Deadlockn g Thread . run(Deadlocking Theesd e 20)
1

13 Mama[l3]Thraad ID{H70]
Deadiocked on Lock[java bng Sirngded 1 7aT50 hakd by theesd {1] Thread |D{BEE]
Thread stack [

Finding Deadlocks Using the REST API
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You can detect a DEADLOCK event-type using the AppDynamics REST API. For details see the
example Retrieve event data.

Learn More
® Use the AppDynamics REST API
Troubleshooting Tutorials for Java

Tutorial for Java - Business Transaction Health Drilldown

Business Transaction Drilldown

Download MP4 version: BTHealthDrilldown.mp4
Download QuickTime version: BTHealthDrilldown.mov

Tutorial for Java - Exceptions

The Exceptions

Drill Down into the HTTP Error Code Exception
Drill Down into the AxisFault Exception

Drill Down into the Logger Exception

See How Exceptions are Configured

Learn More

The Exceptions

An exception is a code-logged message outside the context of a business transaction. Common
exceptions include code exceptions or logged errors, HTTP error codes, and error page redirects.

Exceptions display in the Exceptions pane of many dashboards.

Exceptions

Exceptions 790 total T /min
HTTP Error Codes 3,664 total 2 Jmin
Error Page Redirects 0 total =1 /min

Click Exceptions to quickly see a list, ordered by frequency.
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Q ACME Book Store Application » Troubleshoot  » last 1 day
Error Transactions Exceptions
Exceptions 790 wia 1 tmin HTTP Error Codes 3,664 wia 3 imin Error Page Redirects [V —— <1 min
- = i
£ 1.8 340 E
- ] g
e £ 20 £o
) < LM |||'l ﬂ |l'
= 1 | 5 — | =
5:00 PM 10:00 PM 3:00 AM 8:00 AM 1:00 PM 5:00 PM 10:00 PM 3:00 AM  B:00 AM 1:00 PM 5:00 PM 10:00 PM 3:00 AM B:00 AM 1:00 PM
Export Data = Show Exceptions with 0 count  Wiewing 5 of 5 Exceptions O [m]
MName Summary Exceptions / min Exception count Tier
o Page Mot Found : 404 HTTF error code : 404 4 3,664 l, ECommerce Server
. org.apache. axis.AxisFault © Contaxt message: = Sary
AxisFault - 24 ECommerce Server
o Hiskan http:flocalhost:BO0 2 cart'service s/OrderSe rvice?wsd ? l' Rk
§ . P java.lang.reflect InvocationTargetException caused
o ImocatlonTﬁrgetExcepFlon. by 262 l' Inventary Server
InventoryServerExce ption ’
o Logdd Error Messages Logdd Ermor Messages - 262 l. Inventory Server
e MullPointerException java.lang.MullPointerException = 4 l. ECommerce Server

A A et S Al P b0 o B AN s o e B NI et el P

Drill Down into the HTTP Error Code Exception

Notice the spike in the HTTP Error Codes graph, and that the "Page Not Found: 404 error" is the
most frequent.

To find out more about the 404 error, click the row.

Q) ACME Bo ore Application » Troubleshoot » Errors b [EEET RG] R G last 1 day II

Tier l., ECommarce Server Errors Par Minute
Marme  Page Mot Found : 404 40
Summary  HTTP error code : 404 30
20
10
i [ .r\..l

5:00PM  B:00PM  11:00PM 2:00AM 5:00 AM  B:00AM  11:00 AM  2:00 PM

Showing traffic details from 1001212 215 AR to 1071212 5:03 PM. Fetch more.. o [m|
Url Mode Count

fappdynamicspilotimages/errorBox/e rror-kopt.jpg Mode_&000 a3

lappdynamicspilot/css/errorbos. css Mode_8000 5

fappdynamicspilot’!JserLogin. membearLogin Mode_2000 3

fappdynamics pilot/Viewltems Mode_8000 1

fconsumer/ProductFetch.aspx Mode_8000 15

{UserLogin.memberLogin Mode_ 8000 1

fappdynamics pilotViewltems. getallitems Mode_8000 1560

Jappdynamics pilot/UserLogOut. me mberLogOut Mode_&000 2064

The list of URLs shows pages that have 404 errors. The memberLogOut and getAllltems URLs
have the most 404 errors. You can provide this information to the web team to determine why
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those pages have so many 404 errors.

Drill Down into the AxisFault Exception

In the Exceptions tab, click the AxisFault row. A list of error snapshots shows the affected URL,
tier, and node.

hoot » Errors v EEEVEEETITE 3 last 1 day l

Tier l. ECommarce Server Errors Per Minute
Mame  AxisFault 1.8 i
Summary  org.apache.axis.AxisFault © Context message: 12 |

- M ” f\ﬂ }\ ’ .ﬁ]—\ ﬁf\ H | ﬂ,ﬁ, | m /rll M /\ ,/\ﬂ _H /\_ | ﬂﬂ _|'I

6:00PM  S5:00PM 12:00 AM 3:00AM 6:00 AM  S:00AM  12:00PM 3:00 PM

Occurrences of this Exception Stack Traces for this Exception jm}
Show Filters: jel
Time Type Summary BT, Tier, Node
© 101812 10:37:50 PM  Error Transaction Snapshot B checkout &
URL: o X l. ECommerce Server
fappdynamicspilotViewCartlsendlte
ms. action I Mode_2000
© 101912121253 AM  Error Transaction Snapshot B checlout
IURL: o X l. ECommerce Server
fappdynamicspilotViewCartlsendlte
ms. action I Mode_8000

© 101812111745 PM Error Transaction Snapshot & checkout
ECommerce Server

—t I s A MWDWM‘WM

Click a row and then click the Stack Traces for This Exception tab to drill down further. Then click
on one of the exceptions to see the stack trace.

hoot » Errorzs ¢ VAT 9 last 1 day II

Tier l., ECommearce Server Errars Par Minute
Mame  AxisFault 1.8 i
Summary  org.apache.axis.AxisFault . Context message: 12 |

hitp:Mocalhost: BO0 2 cart/services/OmderService?wsd|

< Ih Il TR

6:00PM  5:00PM 12:00AM 3:00AM 6&:00AM  S:00AM 12:00PM  3:00 PM

Occurrences of this Exception Stack Traces for this Exception a
Exception 0o org.apache.axis.AxisFault:
org.apache.axis.AxisFault: org.apache.axis. AxisFault : ~
h is AwisFault: at com.appdynamicspilot- webserviceclient. Soapltils.raise PO Soapltils.java: 34)
org.apache.asis Axiskault: at com.appdynamicspilot. service. CartService. check Outi CartService java:40)
at

com.appdynamicspilot service. CartService $5FastClassByCGLIBSSdiSbEe a.invoke{<generated =)
at net.sf.calib.proxy MethodProxy.invoke(Method Proxy . java: 149)
at
org.epringframewark. aop framework. CglibZAopProxy$CalibMethodInvocation.invokeJoinpoint{ Cglib
28opProxy.java:g94 )
at
org.springframework. aop framework. Reflective MethodInvocation. proceedi Reflective Methodlnvocati
on.java:148)
at
org.springframework.transaction.interce ptor. TransactionInterceptor.invoke (TransactionInte rceptor.j
ava:106)
at
org.springframework. aop framework. Reflective Method Invocation. proceed| Reflective MethodIinvocati

Pt IR e B p P At LT IANE Tttt A el o ety g o | P PNt i, ]
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Share the stack trace with the development team to solve the problem.

Drill Down into the Logger Exception

In the Exceptions tab, click the Log4J Error Messages row. A list of error transaction snapshots

shows the affected URL, business transaction, tier, and node. You can see a graph of the
errors-per-minute data.

ACME Book Store Application » Troubleshoot » Errors  » [EEGTENE G GTE] ST RS & last 1 day
>

Tier l, Inventory Server Errors Per Minute

Mame  Logdd Error Messages 1o |

| 11 1 |
_ 0.8 | | | | | | | 1| ! f l
Summary  Logdd Error Messages ‘ ‘ ‘ |H ‘ | ” ”
o || 1 H I | H H_| H ! |
0 | | | | | | | || | .| | | Il| | | | | |

6:00 PM  5:00PM 12:00 AM 3:00 AM  6:00AM  S:00AM  12:00PM  3:00 PM

QOccurrences of this Exception Stack Traces for this Exception (]
Show Filters »
Tirme Type Sumrmary BT, Tier, Mode
© 101912121217 AM  Error Transaction Snapshot B checkout e
URL: /cart/zservices/OrderService l' Inventory Server
I Mode_2002
© 101812 71449 PM Error Transaction Snapshot B checkout
UFRL: icart/zervices/OrderService l' Inventory Server
I Mode_8002
© 101912 34502 PM Error Transaction Snapshot B checkout

URL: /cart/services/OrderService

l, Inventory Server

BT e i SRR L PRI Ry L SR RV N

Click on a row to see the flow map for the error transaction snapshot.
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Transaction: Sbabea62-c629-4bf-bcdT-e2855118a1be

USER EXPERIENCE

EXECUTION TIME

TIMEST.
10181212

L © ERROR 30 ms
Transaction Snapshot Flow Map »
iclosa)

BUSINESS TRANSACTION
Checkout

REQUEST GUID
SbaSeabz-c628-4bf1-bod 7-e285511Balbe

3ms (10 %)

/
Inventory Server
J

ECommerce Server

The icons for both tiers have a Drill Down button. Click the Drill Down button on Ecommerce tier;
also says "Start", indicating that the transaction started on this tier.

The Call Drill Down shows the summary of the error message.

Call Drill Down. Exe Time! 17 AM BT: Checkout GUID: 5baSeab:

ms Timestamp: 10/1

NODE PROBLEMS

ADDITIONAL DATA

Export to PDF

iclose)

Business Transaction
URL

Session D

User Principal
Process 1D

Thread Name

Thread ID

Transaction Thresholds

Request GUID

SUMMARY User Experiznce °ERROR
SQL CALLS Execution Time 30 ms
CPUTime 0Oms 0%
HTTP PARAMS
Transaction Timestamp 101812 121217 AM (server) 10/19/12 121217 AM (agent)
COOKIES Summary [Error] - com.appdynamicspilot.webserviceclient.SoapUtils::There was an exception in checking out5 : AxisFault: Exception occurred
while trying to invoke service method createOrder http:illocalhost:8002/cart/services/OrderService ?wsdl : AxisFault: Exception
USER DATA occurred while trying to invoke service method createOrder -
ERROR DETAILS Error  Exception Message: Exception occurred while trying to invoke service method createOrder
Tier [l ECommerce Server
HARDWARE / MEM
Mode | Mods_8000

n Checkout

Jappdynamics pilotViewCart!sendltems. action

gl
o

C1EFEDNBSAASCCB44ATBBADETEAL 3382

Mo User Principal el

anT

hitp-8000-Processor! 7

42

Slowe: 3.0x of standard deviation [1792.2704] for moving average [585.2495] for the last [120] minutes.
Wery Slow: 4.0x of standard deviation [1722.2704] for moving average [585.2495] for the last [120] minutes.
Configure

SbaSeat2-cE20-4bf1-bod T-e2855118a1be

it
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You can use the Export to PDF button at the lower left to send this information to your colleagues.

Go back to the flow map and click the Inventory tier Drill Down button. You see the Call Drill
Down of the Inventory tier error message.

Call Drill Down. Exe Time: 3 ms Timestamp: 10/19/12 12:12:17 AM BT: Checkout GUID: 5babeab2-c629-4bf1-bcd7-22855118a1be

SUMMARY

SOL CALLS

HTTF PARAMS
COOKIES

USER DATA
ERROR DETAILS
HARDWARE | MEM
NODE PROBLEMS

ADDITIONAL DATA

Export to PDF

(close)

User Experience
Execution Time

CPU Time

Transaction Timestamp

sSummary

Error

Tier

Node

Business Transaction
URL

Session D

User Principal
Process 1D

Thread Mame

Thread ID

Transaction Thresholds

Request GUID

©ERROR

ams

Oms 0%

102121217 AM (server) 10018012 12:12:17 AM (agent)

[Error] - org.apache.axis2.rpc.receivers.RPCMessageReceiver::Exception occurred while trying to invoke service method create Order @
InvocationTargetException com.appdynamics.inventory.OrderService : Error in creating order5 -

Exception Message: null
com.appdynamics.inventory.OrderService : Error in creating order5

. 'nventory Server
I Mode_8002
E Checkout
Jeart’sarvices/OrderService O
(not found)
Mo User Principal yel
B153
http-8002-Processor1d
46
Slow: 2.0x of standard deviation [1382.8871] for moving average [286.60384] for the last [120] minutes

Very Slow: 4.0x of standard deviation [1322.997 1] for moving average [296.60364] for the last [120] minutes.
Configure

SbaSeafZ-c628-4bf1-bcd 7-e2855118a1be

Compare the two error messages.

See How Exceptions are Configured

AppDynamics provides application-level default configurations for detecting exceptions. In the left
navigation pane click Configure -> Instrumentation -> Error Detection.
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= | ) ACME Book Store Application » ... » NS UTIELTEGEN]
* bt Transaction Detection Backend Detection Error Detection Diagnostic Data Caollectors Call Grd
Java - Error Detection .MET - Error Detection

App Servers
Save Error Configuration

b EComme

Mode_8000

Node_B003 M Error Detection Using Logged Exceptions or Messages

v Define where AppDynamics will look for log messages or exceptions to detect errors

| Detect errors logged using java.util.logging (Java 1.6 is required) Configure AppDynamics to look for logged errors o
method invocation. This can be used if you use a

»" | Detect errors logged using Logdj e I P T T
Events
Mame

End User Experi »" | Detect errors by looking at messages logged with ERROR ar higher
Troubleshoot

»"| Mark Business Transaction as error

Slow Response Times

Errors
Add Custom Logger Definition

« Define exceptions or log messages to ignore when detecting error Transactions

Ignored Exceptions Ignored Messages
Ignore these exceptions when detecting errors Ignore these logged messages

Slow Transaction Thresholds

Learn More

® Troubleshoot Errors
® Configure Error Detection

Tutorial for Java - Slow Transactions

To begin troubleshooting, click Troubleshoot -> Slow Response Times:
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A, Help  Logoutusert
E 3 | N ACME Book Store Application KN Compare last 15 minutes
‘ A Dashboard Top Business Ti T T Analysis
A y Map v W EE X m  Events
Application Changes 12
Datab: Click Here to start Business Transaction Health
troubleshootin
Remote Services Al
slow response e lomin, 22 me 0 critical, 0 warning, 8 normal
Events i
Troubleshoot mes Server Health
ow Response Times scatsiminsms |
o ) . 0 critical, 0 warning, 4 normal
Errors
Acive WG-Orderauese )
Policy Violations Transaction Scorecard
| Normal N 100.0% 108
Y
Configure } Slow 00% 0
| ' Very Slow 0.0% 0
2 seovmsotos | Stalls || 00% 0
e Erors | 0.0% 0
Exceptions
Exceptions 4 total 1 /min
HTTP Error Codes 0 total <1/min
Error Page Redirects 0 total <1 /min
Explain this View Not comparing against Baseline data
Load 108 cais 27 Jmin Response Time (ms) 197 s average Errors 0% 0 totar 0 Jmin =]
Z 200
£
8 s g 3
: o S
ERY 2 80 3
3w | E
Custom Dashboards 0 = 0 A
331PM 3:34PM 3:37PM  3:40PM  3:43PM 331PM  3:34PM 3:37PM  3:40PM  3:43PM 331PM 3:34PM  3:37PM 3:40PM  3:43PM
To troubleshoot slow business transaction URLS, select the Slow Transactions tab and use the
A, Help  Logoutusert
® 4 ()  ACME Book Store Application » Troubleshoot » LR Tl R X last 15 minutes
ACME Book Store Application Slow Transactions Slowest DB & Remote Service Calls
Busin actions
@ 500 W Load 1,802 calls  Plot Load
Serve E
i 400
Normel I 5% 15k
= 200 Slow 0.0% 0
% 100 5 Very Slow 02% 4
£, Click on a slow g |
q Stalls 00% 0
3:35PM 3:36PM 3:37PM 3:38PM 3:39PM 3:40PM 3:41PM 3:42 P UHL to Dn" :46 PM  3:47PM  3:48 PM  3:49 PM
e down on a
Slow Response Times Slow Transaction Snapshots business u}
Errors . . transaction
E— Y UVoON N R £
%y Vioa Show Filters. More Actions  Configure Showing 4 of 4 snapshots
D Time Exe Time (ms URL Business Transaction Tier Node
RO 00/28/12 3:50:03 PM 10047 iewCar action ViewCart.sendltems ECommerce Server  Node_8003
09/28/12 3:49:53 PM 10019 icspilot/ViewCar action ViewCart.senditems ECommerce Server  Node_8003
[2] 09/28/123:49:43PM 10018 i iewCar action ViewCart.senditems ECommerce Server  Node_8000
[2] 09/28/123:49:33PM 10020 iewCar action ViewCart.senditems ECommerce Server  Node_8000

Custom Dashboards

Once you select the URL you will see a visualization of the transaction. You can drill into a call

graph by clicking the drill-down icon.
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" a Heln 1 oaout usert
Transaction: 3423b3eb-5b11-44¢9-bf8c-903dd51chb8e8 P o
USER EXPERIENCE  EXECUTION TIME TIMESTAMP BUSINESS TRANSACTION REQUEST GUID Archive | &
VERY_SLOW 10047 ms 09/28/12 3:50:03 PM ViewCart.senditems 3423b3eb-5b11-44c9-bf8c-903dd51ch8es
13 mMs (V.1 %)
Transaction Snapshot Flow Map v woinog

T UMS 5ms(0 %)

——
‘m\ 8k

~pes o .
ce Sener —

N . T~ 4
Click on a drill / K\ T~ 0
down icon to see Web Senvice Z/ms(0 %) X J cueve ]
call graph p \\ Active MQ-OrderQueue

/ \ 2
/ .
JDBC\ 1 ms(0 %)
\ 10ts
25ms (02 % \
—— A N\
[ @ oo | AN
\ \\
Inventory Séqver
\ N\
N\ N\
N\
JDBC 10001 ms(99.5 %) \
N\
\\ \ '
\\ APPDY-MySQL DB

2 JDBC backends

(close)

Once you are in the call graph you can look for methods that have a significant response time. For
example, the executeQuery method is responsible for 99% of response time:

[ a Heln | oaout usert
Transaction: 3423b3eb-5b11-44c9-bf8c-903dd51cb8e8 P
Call Drill Down. Exe Time: 10026 ms Timestamp: 09/28/12 3:50:03 PM BT: ViewCart.sendltems GUID: 3423b3eb-5b11-44c9-bf8c-903dd51ch8e8 - 0O x I
SUMMARY Execution Time: 10026 ms. Node Node_8002 Timestamp: 09/28/12 3:50:03 PM [=]This is a Partial Call Graph
PARTIAL CALL GRAPH | Setas Root ) Show Filters v 0
HOT SPOTS Name Time (ms) Exit Calls / Threads
v Elljava.lang. Thread:run:680 oms(self)y | 0% @
SQL CALLS
v R HTTPSenviet:service:729 oms(selfy | 0% @
HTTP PARAMS
v B HTTPSenlet:service 647 Oms(selfy | 0% @
COOKIES v Bl Axis2 Webservice ServietdoPost: 116 oms(sel) | 0% ®
USER DATA v [ Web Service - org.apache axis2.receivers, iver-receive:39 oms(self)y | 0% @
1
ERROR DETAILS v [ Web Senvice - org.apache.axis2.rpe.receivers. RPC ogic:116 oms(self) | 0% ®
HARDWARE / MEM v @l Spring Bean - orderService:createOrder:16 oms(self)y | 0% @
NODE FROBUEMS v [@Proxy For Spring Bean - orderServiceTarget:createOrder oms(selfy | 0% [
v @ Proxy For Spring Bean - orderServiceTargetiinvoke 0%
ADDITIONAL DATA BlProwy For sping 9 oms (self) | @
v (@ Spring Bean - orderService Target.createOrder:22 oms(selfy | 0% @
v @ spring Bean - orderDao:createOrder:33 18ms (self)y | 0.2% @
vBcom ics.inventory.Q i 61 oms(selfy | 0% ®
» B com jdbe. Query:41 10005 ms (total)  [SSIEIA JDBC ®

We find a very
slow JDBC
query

Export to PDF

(close) * Some packages have been excluded from this Call Graph

From the Troubleshoot -> Slow Response Times page, you can also select the Slowest DB &
Remote Service Calls tab:
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&, Help  Logoutuser]
ACME Book Store Application » Troubleshoot 1 I EENIEES (TIFS X ast 15 minutes
a <« k licati blesh I i % [ i
CME Book Store Applica
il sy v ] Slow Transactions Slowest DB & Remote Service Calls
Business Transactions
500 W Load 3,956 calls | Plot Load
© 400
2 Normal [ 00.4% 3.9k
= 300
:i 200 Slow 00% 0
Remote Services 3 100 Click here to see slow Very Slow 06% 22
Events T JDBC and Remote Stalls 1 00% 0
3:40PM  3:41PM 3:42PM 3:43PM 3:44PM 3 S0PM 3:51PM 3:52PM 3:53PM 3:54 PM
System calls
Slow Response Times Slow Transaction Snapshots t
Errors v Ay
Pol lat Y \ 2
olicy Violations i
ey s Show Filters More Actions  Configure Showing 26 of 26 snapshot
Ana
Time Exe Time (ms URL Business Transaction Tier Node
Configure
onfigure [5] 09/28/123:5651PM 10017 action ViewCart.senditems ECommerce Server  Node_8003
[2] 09/28/123:56:41PM 10019 iewC action ViewCart.senditems ECommerce Server ~ Node_8000
[£] 09/28/123:56:30 PM 10017 action ViewCart.sendltems ECommerce Server ~ Node_8000
[2] 09/28/123:55:44PM 10020 iewC action ViewCart.senditems ECommerce Server ~ Node_8003
[£] 09/28/123:55:34PM 10015 action ViewCart.sendltems ECommerce Server ~ Node_8000
[2] 09/28/123:5524PM 10023 iewC action ViewCart.senditems ECommerce Server ~ Node_8000
[£] 09/28/123:5507PM 10020 action ViewCart.sendltems ECommerce Server  Node_8003
[2] 09/28/123:5457PM 10021 iewC action ViewCart.senditems ECommerce Server  Node_8003
[Z] 09/28/123:5447PM 10016 action ViewCart.sendltems ECommerce Server ~ Node_8000
[2] 09/28/123:54:37PM 10017 iewC action ViewCart.senditems ECommerce Server  Node_8000
[£] 09/28/123:5402PM 10018 action ViewCart.sendltems ECommerce Server  Node_8003
[2] 09/28/123:53:52PM 10023 iewC action ViewCart.senditems ECommerce Server  Node_8003
[£] 09/28/123:53:42PM 10018 action ViewCart.sendltems ECommerce Server  Node_8000
[2] 09/28/123:53:32PM 10017 iewC action ViewCart.senditems ECommerce Server ~ Node_8000
ustom Dashboards
[Z] 09/28/123:53:14PM 10018 action ViewCart.sendltems ECommerce Server  Node_8003
A, Help  Logoutuserl
L | ()  ACME Book Store Application » Troubleshoot » [ CR IS TP % last 15
Slow Transactions Slowest DB & Remote Service Calls
You can Call Type 4 These are the calls with largest observed individual execution time (Max Time) during the specified time range.
filter by o call Avg.Time  Numberof Ca MaxTime  Snapshots
per Call (ms) (ms)
»00 All Calls
ORDERSERVICE.CREATEORDER 114.8 2532 10028 BN View snapshots
@ Josc INSERT INTO ORDERREQUEST ( ITEM_ID, NOTES ) VALUES ( '3, 'AUDACITY OF HOPE OF O 105.9 2524 10001 IR View snapshots
Events © s DELETE FROM CART 64 No snapshots
T GET POOLED CONNECTION FROM DATASOURCE 329 Click on No snapshots
T e—— GET POOLED CONNECTION FROM DATASOURCE 232 shapshot icons No snapshots
INSERT INTO INBOUND_INVENTORY ( ORDERIDS, NOTES ) VALUES ( ?,?) 1 to see the Bl View snapshots
You can see DB TRANSACTION COMMIT 13 snapshot list No snapshots
all SIF’W SELECT THIS_ID AS ID1_0_, THIS_TITLE AS TITLE1_0_, THIS_IMAGEPATH AS IMAGEPATH1_ 12 No snapshots
queries and ORDERQUEUE 038 1238 12 Il View snapshots
system calls
SELECT THIS_ID AS 1D0_0_, THIS_EMAIL AS EMAILO_0_, THIS_PASSWORD AS PASSWORDI( 10 1 10 No snapshots
Call Details Correlated Snapshots
ORDERSERVICE.CREATEORDER
Custom Dashboards
c

For more information on resolving issues related to slow transactions, see Troubleshoot Slow

Response Times for Java.
Tutorial for Java - Troubleshooting using Events

® Troubleshooting with Events
® How to Set up the Events List
®* How to Know Something is Not Quite Right
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®* How to Investigate

Investigating Errors

Investigating Stalled Business Transactions
Investigating Slow Business Transactions
Investigating Application Server Exceptions
Investigating Code Deadlocks

Investigating Application Change Events

Troubleshooting with Events
How to Set up the Events List
1. From the left navigation pane, click an application and then click Events.

(%) You can also access the Events window by clicking Events on the right side of the
application dashboard.

2. In the Events window, use the filter criteria to pick which events you want to monitor. Click Sear
ch.
3. Set the time range.

4. Look for issues and anomalies.

How to Know Something is Not Quite Right

You see:

Red (critical, policy violation)
Purple (warning, stall)
Orange (warning, very slow)
Yellow (warning, slow)

How to Investigate

You drill down to the root cause of the problem in different ways depending on the type of event.

Investigating Errors
You can troubleshoot application issues by drilling down into errors.

1. In the Events window click an Error.

fappdynamics pllot™iewCart send tems, action — 01/€

€ Error
F.. I k . i LS oy i '""|.:._r_-.|_:.||||:-.-|-‘I' e A

2. In the Transaction Flow Map click the Drill Down icon. If there are multiple drill down icons,
select the one with the transaction that takes the most time.
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47 ms (100 %)

% Drill Down B

START Drill Down into Call
E-Commerce

Web Service l"

9 ms (19.1 %)

Inventory

3. In the Call Drill Down window click the Summary tab.

Call Drill Down. Exe Time: 47 ms Timestamp: 01/0713 1:58:32 PM BT: Checkout GUID: Ocdcf690-e6a1-4cdd-8d2f-e53069

SUMMARY Uszer Experience
S0OL CALLS Execution Time
CPU Time
HTTP PARAMS
Transaction Timestamp
COCKIES Summary
USER DATA
ERROR DETAILS St
Tier
HARDWARE { MEM
Mode
NODE PROBLEMS Business Transaction
ADDITICNAL DATA URL
Session 1D

User Principal
Process D
Thread Mame
Thread ID

Transaction Thresholds

Request GUID

°ERROR

47 ms

O0ms 0% .

01/07/13 1:58:32 PM (server) 010713 1:58:32 PM (agent)

[Errar] - com.appdynamicspilot.webserviceclient.SoapUtils::There was an e
invoke service method create Order hitp:/flocalhost:8002icartiservices/Ordée
method createQOrder - 4

Exception Message: Exception occurred while trying to invoke service mct:L
| E-Commerce .
| E-Commerce-Node-8000

E Checkout
fappdynamicspilot™iewCart!lsendltems. action o
BFOE4F18355CB2B4056E27TCBFEABTDED O
Mo User Principal ol

7366

http-8000-Processor1 2

46

Slow: 350 ms.

Very Slow: 700 ms.

Configure

Ocdcfédi-ebal-d4cdd-Bd 2-e53bED3d0556

4. Use the Summary information to troubleshoot issues. This information can also be exported to

PDF.

Investigating Stalled Business Transactions

You can troubleshoot business transactions by drilling down into stalled business transactions.

1. In the Events window click a Slow Requests - Stalled row.
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o Slow Requests - Stalled  fappdynami... 010713 15741 F Add tol

e & A i : _— pm ;
0 o N P T . .

2. In the Transaction Flow Map click the Drill Down icon.

54112 ms (100 %)
Dl'i Donwmi

Drill own into Call

APPDY-MySQL DB

E-Commerce

3. In the Call Drill Down window click the Summary tab.

User Experience
Execution Time

CPU Time

Transaction Timestamp
Summary

Tier

Mode

Business Transaction

Stack Dump

Q) sTALL i
54136ms i
Oms 0% .'
01/07/13 1:57:41 PM {server] 01/07/13 1:57:41 PM (agent) ) p

Request took higher than the stall threshold of [45000] ms - ;
. E-Commerce i

| E-Commerce-Node-8000
g /dd to cart

Thread Name:http-8000-Processor2d
1D:51

Time:Mon Jan 07 21:58:26 UTC 2013
State:TIMED_WAITING

Priority:5

java.lang.Thread.sleepiNative Method)

com.appdynamicspilat. action. CartAction.add ToCart{ CartAction.java: 109) {
sun.reflect. GeneratedMethodAccessor163.invoke (Unknown Source) ;
sun.reflect. DelegatingMethodAccessorimpl.invoke (DelegatingMethod Accessorlmpl.java: 25)
java.lang.reflect. Method.invoke (Method java: 597 ) 1
com.opensymphony. xwork2. DefaultActionInvocation. invoke Action{DefaultActionlnvocation java: 4@
com.opensymphony. xwork2. DefaultActioninvocation. invoke Action Only( DefaultActionlnvocation. ja
com.opensymphony. xwork2. DefaultActioninvocation. invoke | Defaulthctionlnvocation. java: 229)  +
u:u:um.u:upensymphnny.:l.r.'urkz.interceptur.DefauIt'.".-'orkflu:uu'.'lnterceptur.u:IoIntercept[Default'."Ju:urklel.r._"

L faam snen sy nobiony, xwork2 St ercaptoebied g R lba d ntarce ptor. ipte™ saiiMgthod it arlotes=g of

4. Use the Summary information to troubleshoot business transaction issues. This information can

also be exported to PDF.

Investigating Slow Business Transactions

You can troubleshoot business transactions by drilling down into slow or very slow business

transactions.

1. In the Events window click a Slow Requests - Very Slow or Slow row.
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Slow Requests - Very Slow lappdynamicspilot™iewCart! sendltems. action L

Slowe Reaussts.- "'.."E.h"-ﬂll:l'.'-' ‘appdynamics pilotiewCart! sgndltems. agtion.. O

2. In the Transaction Flow Map click the Drill Down icon. If there are multiple drill down icons,
select the one with the transaction that takes the most time.

292 ms (2.8 %) JDBC 10034 ms(95.9 %) '
N Y
Web Service 16 ms(0.2 %) I JDBC 31m5[0'4 )
nventory

83 ms (0.8 %)

' 3
[ @ oo | JOBC 3 ms(0 %)
) » INVENTORY-MySQL DB
START ’

AR s 0 %)

APPDY-MysQL DB

If there is more than one call from the originating Tier, you will see the Select a Call window. In
this case, proceed to step 3. Otherwise, skip to step 4.

3. In the Select a Call window click the slowest call.

Select a Call to Drill Down into

Multiple calls were made to this Tier as part of this Transaction.

Show: | AllCh

Exe Time (ms) Summary Exit Calls
10032 ms [Web Service] call from E-Commerce 7 JDBC calls (10003 ms, max, 1429.0 ms. avg.)
299 ms [Web Service] calhrom E-Commerce T JDBC calls (17 ms. max, 2.4 ms. avg.)
32 ms Web Service] call from E-Commerce T JDBC calls (14 ms. max, 2.0 ms. ava.)

4. In the Call Drill Down window click the Hot Spots tab to see the slowest methods.

Copyright © AppDynamics 2012-2014 Page 90




APPDYNAMICS

This screen displays all of the method calls in the call graph sorted by time

k Mame Method Time (ms) Extzrnal Calls
E com.appdynamics.jdbc. MPrepareStatementexecuteQuery:45 10005 ms (self) [ESSSEN JCOBC
. Spring Bean - transactionManager:doCommit: 578 23 ms (zelf) | oD2% JOBC

Invocation Trace

AxisBarviet.doPost.unknown (3ms self time, 10031 ms total time)
AbstractinOutSyncMessageReceiver.receive: 29 (0ms self time, 10028 ms total time )
RPCMessageReceiver.invokeBusinesslogic: 116 (Oms self time, 10028 ms total time)
CrderWebservices.createCrder:16 (Oms self time, 10028 ms total time)
OrderService $3EnhancerByCGLIES%1eefcdZe createOrderunknown (Oms self time, 10028 ms total time)
OrderSarvice$$FastClassByCGLIESSe4 0d67 5L invoke: unknown (Oms self time, 10005 ms total time)
OrderService.createOrder:22 (Oms self time, 10005 ms total time)
OrderDaclmpl.createOrder:33 (0ms self time, 10005 ms total time)
QueryExecutor.execute Zimple PS:61 (0ms salf time, 10005 ms total time)
MPrepare3tatement executeQuery:45 (10005ms self time, 10005 ms total time)

5. In this example, since the slow call is a database call you know you can click the SQL Calls tab
to see the slowest SQL statement.

Quary Ty Quary M. Time  Courlt
H |nsart insert into OrderRequest { itam_id, notes ) values (7, 7) 10003 1
| |
H COMMIT DB Transaction Commit * 22 1

P - - . . -

6. Use this information to diagnose transaction issues. This information can also be exported to
PDF.

Investigating Application Server Exceptions

You can troubleshoot application server issues by drilling down into application server exceptions.

1. In the Events window click an Application Server Exception.

o Application Server Exception org.apache.struts2. dispatcher.Dispatch. |
ﬂ Slow Requests - Stalled, ., ‘fappdynamicspilot’iewCartladd ToCart. 2

2. In the Application Server Exception window, click the Details tab.
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Application Server Exception

Summary Details Comments (0)

Copy to Clipbloard

ConfigurationExce ption: ’ There is no Action mapped for namespace / and action name addToCart. - [unknown location]
at com.opensymphony. swork2 DefaultdctionProxy. pre parel DefaultAictionProxy. java: 186)
at org.apache . struts2.impl. Struts ActionProxyFactory. create Action Proxy Struts ActionProxyFactory . java: 4 1)

Error capture limit has been reached, this stack trace is truncated.

PRI R R R o i P Sy e W MW“‘!

3. Use this information to troubleshoot application server issues. Use the Copy to Clipboard butto
n to save the exception details.

Investigating Code Deadlocks
You can troubleshoot code deadlocks by drilling down into a code deadlocks.
1. In the Events window click a Code Deadlock.

Code Deadlock IV deadlock detect... 0107713 1
Code Deadlock IV deadlock detect... 0107131

G e TR AT it D A P

2. In the Code Deadlock window click the Details tab.

Code Deadlock

Summary Details Comments (0)

Copy to Clipbloard

pool-1-thread-1 k Mame[pool-1-thread-1]Thread 10[64]
Deadlocked on Lock[java.lang.Object@@351626a6] held by thread [pool-1-thread-2] Thread ID[ES]

Thread stack |

com.appdynamicspilot. action. DeadLockAction lock12({DeadLockAction. java:63)
com.appdynamicspilot. action. Dead LockAction. access$000{DeadLockAction_java:#)
com.appdynamicspilot. action. Dead LockAction$1.calli DeadLock Action. java:29)
java.util.concurrent Future Task$Sync.innerRuni{FutureTask java: 303)
java.util.concurrent. Future Task.run{FutureTask.java: 138)
java.util.concurrent. Thread Pool Executor$Worker.runTask( Thread PoolExacutar.java: BE&)
java.util.concurrent. Thread Pool Executor$Worker.runi Thread Pool Executor java: 908)
java.lang.Thread.run(Thread.java.662)
]

pool-1-thread-2 MName[pool-1-thread-2]Thread 1D[E5]
Deadlocked on Lock[java.lang.Object@2eb10475] held by thread [pool-1-thread-1] Thread 1D[E4]
Thread stack |

com.appdynamics pilot. action. Dead LockAction lock 2 1(DeadLockAction.java: TZ)
com.appdynamicspilot action. Dead LockAction. access%100{DeadLock Action.java: &)
com.appdynamicspilot. action. Dead LockAction $2 call{ Dead LockAction java:38)
java.util.concurrent Future Task$Sync.innerRuni{FutureTask java: 303)
java.util.concurrent. Future Task.run{FutureTask.java: 138)

java.util.concurrent. Thread Pool ExecutoréWorkar.runTaski Thread Pool Executor. java: 8286)
java.util.concurrent. Thread Pool Executor$Worker.runi Thread Pool Executor java: 908)
java.lang. Thread.run(Thread.java:662)

]

e T VU B I R V¥ PAVEP

R--a..-"‘\.fh. e, By, TR, L Ay
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3. Use this information to troubleshoot code deadlock issues. Use the Copy to Clipboard button
to save the deadlock details.

Investigating Application Change Events

You can view application changes by drilling down into application change events.

(%) By default AppDynamics reports events when applications are deployed, app servers are
restarted, and configuration parameters are changed. Since these are not problems, they
are indicated by a blue icon.

1. Click a change event to see a summary and details, for example:

App Server Restart Application Server VM was re-started Node: Inve... 01
Application Configuration ChEE__qe Application Server environment variables changed 01
. Application Configuration Change Application Server VI system properties changed 01

2. Use this information to view application changes. Use the Copy to Clipboard button to save the
change detalils.

Application Configuration Change

Summary Details Commaents {0)

Copy to Clipbloard k
Modified Variable 1: ACTION=start (changed to) ACTION=stop
Modified Variable 2: _EXECJAVA=start "Tomeat" "CoProgram Files\Javatjdk1.6.0_33\binjava" (changed to) _EXECJAVA="C\Prod

Troubleshoot .NET Application Problems

Troubleshoot Slow Response Times for .NET

® How Do You Know Response Time is Slow?
® You Received an Alert
® You are Viewing the Application Dashboard for a Business Application
® |nitial Troubleshooting Steps
® Troubleshooting Methodology
® Step 1 - All nodes?
Step 2 - Most business transactions?
Step 3 - Backend problem?
Step 4 - CPU saturated?
Step 5 - Significant garbage collection activity?
Step 6 - Memory leak?
None of the above?

How Do You Know Response Time is Slow?

There are two primary ways you can learn that your application's response time is slow: receiving
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an alert and looking at an Application Dashboard.

You Received an Alert

If you have received an email alert from AppDynamics that was configured through the use of Heal
th Rules, Policies, Actions or Workflow Overview, the email message provides a number of details
about the problem that triggered the alert. See Email Notifications.

If the problem is related to slow response time, see Initial Troubleshooting Steps.

You are Viewing the Application Dashboard for a Business Application

NOTE: If you know the slow response time relates to a particular business transaction, e.g. an
internal tester reported "Searching for a hotel is slow," skip to the answer No in Step 2.

1. Display the Application Dashboard (flow map). Look for lines that are yellow or red or tiers
that are not entirely green.
Application Flow Map Ul

Cws )
0 calls/min, 2167 ms—" .
https:{wsbeta fedex com/web-services/rate
161 call in, 3 -
61 calls / min, 3 ms

¥ . —
64 calls / min, 5 ms
SR i-‘ >
-~ E o 38B-calls L o . i
150 calls/min. 24fg Fedex Servicd®® c”' min, 44 ms 321 calls/min, 33 NES—
T b ~ 5 Queue Serdce
129 calls / min, 276,15 64 calig/min, 1 ms
180 calls / min, 470 me”™ 2360 callsimin. 121 ms \‘ e *\
E"‘:'—r--"“*"_______ ——
'EgtL Order Se*ﬁ*{se
Consumer Weh 643 callsimin, B ms @
. e an ~—_158 calls/min, 130 ms X
60 calts/min, 186 ms '1-‘-’-“.._0,3 simin, 130 ms b - )
Y privatediservice-orde
60 calls / min, 152 ms R L
o 2520 calls/min, 3 ms —
WIN-DEMO2\SQLEXPRESS-NwTraders

Product
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Flow Map Key

Mumber of Modes in Tier

+* Red Color -
Response lime
on Tier is worse
than baselina
]
//ECDIT]"I'IQFCE sServer .
Health of Nodes in this Tier, ; ;‘Z”E%"SHL;:%E
based on Policy Violations e Rl

than baselina

* Response Time Companson Key

Graen . Response time is not significantly worse than baseline

Yellow Response time > Waming threshald
Maximum of (2 * Baselne Std Deviation, .2 * Baseline, 10ms)

Red . Response time > Crtcal threshold
Maximum of (3 * Baselne Std Deviation, .3 * Baseline, 20ms)

® |f multiple tiers are red or yellow, the problem might be related to a backend (database or

other remote service). Skip to Step 3.
¢ Otherwise, begin troubleshooting with Initial Troubleshooting Steps.

Need more help?

® Application Dashboard
®* Flow Maps

Initial Troubleshooting Steps

In some cases, the source of your problem might be easily diagnosed by choosing Troubleshoot
-> Slow Response Times in the Navigation Pane. See Troubleshoot Slow Response Times.

If you've tried to diagnose the problem using those techniques and haven't found the problem, use
the following troubleshooting methodology to find other ways to determine the root cause of your

issue.

Troubleshooting Methodology

Step 1 - All
nodes?

Is the problem affecting all nodes in a slow tier?

Copyright © AppDynamics 2012-2014 Page 95


http://docs.appdynamics.com/display/PRO14S/Application+Dashboard
http://docs.appdynamics.com/display/PRO14S/Flow+Maps

APPDYNAMICS

~ How do | know?
How do | know if the problem is affecting all nodes?

® In the Application or Tier Flow Map, click the number
that represents how many nodes are in the tier. This
provides a quick overview of the health of each node
in the tier. The small circle icon indicates whether the
server is up with the agent reporting, and the larger
circle icon indicates Health Rule violation status.

Application Flow Map »

( ws

0 calls/min, 2167
https:iwsbeta fedex.com/web-services/rate

71 calls / min, 5 ms

E |
\'\ . °° Cueue Service-WIN-DEMOZ-NwTra:
300~calls/min, 3 - . . o
Selvice “&U‘ min, 38 M§ 325 callsim 7/2(0}' o1
v, Y
a0 calls / min, 24 -‘/"{3’ ° DOu‘e:e Service-WIN-DEMOZ-NwTra
~ - -1-
105 ms -l o
[ ‘ Cueus Service-WIN-DEMOZ-NuwTrs:
me) 1-1-0
Order Senkce
Order Serho g °° Cueus Service-WIN-DEMO2-NuwTrs:
1-1-1

\
) . 649 callg/min, 5 ms
allimin, 137 ms

\
N\ (] Cusus Service-WIN-DEMO2-NwTrs:
\ 1-1-2
\
— \
2772 calls/min, 3 ms T—

\
R —

WIN-DEMOZ2\SQLEXPRESS-NwTraders

If all the nodes are yellow or red, the answer to the question
in Step 1 is Yes. Otherwise, the answer is No.

Yes — Go to Step 2.

No — The problem is either in the node's hardware or in the way
the software is configured on the node. If only one node in a tier
is affected, the problem is probably not related to the
application code.

® In the left navigation pane, click Servers -> App Servers
-> <slow tier> -> <problematic node> to display the
Node Dashboard flow map.
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‘ 4 Dashboard Hardware Memory CLR Events Slow Response Times Errors Transac

Node Flow Map ~

WIN-DERGZ SQLEXPRESS NuTraders
ADO.NET 219 calls/min, 485 ms

_web service 84 calls/min, 109 ms PR E‘ét

253 calls / min, 328 —

__ WCF 211 calls/min, 11 ms

® Click the Dashboard tab to get a view of the overall
health of the node.

® Click the Hardware tab to see if there is a hardware
resource issue.

® Click the Memory tab and sort on various column
headings to determine if there is a shortage of memory or
other memory issue.

You have isolated the problem and don't need to continue with
the rest of the steps below.

Need more help?

® Node Dashboard

Step 2 -
Most
business

transaction
s?

Is the problem affecting most of the business transactions?
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~ How do | know?

How do | know if the problem is affecting most of the
business transactions?

1. On the Application Dashboard, look at the Business
Transaction Health pane on the right side of the
screen.

[~ g Compare I last 15 minutes

W B W o m Events

Mo Events in selected time range

Business Transaction Health

1 critical, 0 warning, 5 normal

If the bar representing business transaction health is
primarily yellow or red, the answer to the question in Step 2
is Yes. Otherwise, the answer is No.

Yes — Go to Step 3.
No —

1. In the left navigation pane, click Business Transactions.

2. Sort by Health, Server Time, or other column headings to
find the business transaction that is experiencing issues.

3. Double-click the problematic business transaction to see
its Dashboard, then use the tabs to diagnose the

X Dashboara Events Siow Responsa Timas Errors Transaction Sapshets
Transaction Flow Map v
] A
bW L@
4 Q
8 N onn) Transaction Scorecard
s s vormal [ 5+ 5% 659
0% 19
- 54% 38K
3 ' e 0.0%
g 0.3% 237
s ~ o]
Explain this View Net comparing against Baseline data
Load 69,698 i 247 ;min Response Time (ms) B06 me average Errors 0.3% 237 1 imin [=
=
0 B T \ 2
9 | ] r v . Tis |
£ 10 2 w0 | YYY ¥ VYO "EE
4 % Vv VY'Y E |
3 e 30 Sos B . |
& 5= % oe [ = 1
o ) 0 ‘
10:00 AM 12:00PM 2:00 P 20:00 AM 12:00 PM 2:00 P 10:00AM 12:00 PM 2:00 PM

You have isolated the problem and don't need to continue with
the rest of the steps below.

Need more help?
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Business Transaction Dashboard
Business Transaction Monitoring
Business Transactions List
Transaction Snapshots

Step 3 -
Backend
problem?

Are the nodes linked to a backend (database or other remote

service) that might be causing your problem?

~ How do | know?
How do | know if the nodes are linked to a backend
(database or other remote service) that might be causing
my problem?

® Display the Tier Flow Map. If any nodes are linked to a
backend, links to those backends are displayed in the
flow map.

Tier Flow Map «

161 calls / min, 167 ms R
WCF 484 callsimin, 25 ms

Rt———r————— o Est
WCF 480 Caujﬁ-]}m;h@k“\ —
_— Order Shrice  VR-404 callsimin, 21 ms Fedex Service
E'gt ADO.NET 80Y callsimin, 4 ms
— ¥ .
Consumer Web \ T
T
Backend @(
\ —
\ Queue Service

WIN-DEMO2\SQLEXPRESS-NwTraders

If a backend or the line connecting to a backend is red, the
answer to the question in Step 3 is Yes. Otherwise, the
answer is No.

Yes —

® Click the line connecting to the backend to see an
information window about the backend. The contents of
the information window vary depending on the type of
backend. Use the various tabs to find the source of the
issue.
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Overview Slowest DB & Remote Service Galls

%

Product

Business Transaction Breakdown last 15 minutes

L

WIN-DEMO2\SOLEXPRESS-NwTraders

+ Response Time vs Baseline

Average Response Time: 1 ms Average Response Time vs Baseline
Baseline:  Daily Trend - Last 30 days 1 ms

Baseline Response Time: 1 ms

Baseline Standard Deviation: 0.7 ms 10 m 20ms
~ Response Time
4 / \\
1 . 2 © N
— - - i _
o . -
a:05 pM a:07 BM 4:09 BM 4:11 PM 4:13 BM s:15 M a:17 BM a:19 BM
» Calls
4000 - U y —_—
3,582 i 4
s calls/min 2000
/
50,143 4 :
s calls . -
4:05 pM 4:07 M 4:09 BM 4:11 BM 4:12 BM 4115 BM 4:17 M 4:19 PM
~ Errors

* |f the backend is a database, right-click the database
icon. You have a number of options that let you see the
dashboard, drill down, etc. If you have AppDynamics for
Databases, choose Link to AppDynamics for Databases.
You can use AppDynamics for Databases to diagnose
database issues.

ADO.NET 220 calls/min, E; njs_ )
Eif — % View Backend Dashboard
. ‘\I”N-DEMO/QBOLE Rename Backend
Consumer Web Ls(//' | Drill Down
1540 e |
ADO.NET 35 ;,HJADIBIINETI1T§32 £ Link to AppDynamics for Databases
e |
S Hide Backend
// |
// { Settings...
//’ II
/,/ | Global Settings..,
. [ About Adobe Flash Player 11.8.80097...
Lnet '
Product @t

|
Order Service

You have isolated the problem and don't need to continue with
the rest of the steps below.

No — Go to Step 4.

Need more help?

® Backend Monitoring
® Configure Backend Detection for .NET
®* AppDynamics for Databases
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Step 4 -
CPU
saturated?

Is the CPU of the CLR saturated?
~ How do | know?

How do | know if the CPU of the CLR is saturated?

1. Display the Tier Flow Map.
2. Click the Nodes tab, and then click the Hardware tab.
3. Sort by CPU % (current).

w‘

‘ bt Dashboard Modes (7) Events Slow Response Times Errars
Health Hardware Memaory
Mame CPU % [cumrent) CPU % (avg) lem % {current)
I Consumer Web-WIN-DEMO2-M 59 52 a5
I Consumer Web-WIN-DEMO2-N 59 62 95
I Consumer Web-WIN-DEMO2-M 59 52 a5
I Consumer Web-WIN-DEMO2-N 59 62 95
I Consumer Web-WIN-DEMO2-N 59 62 95
I Consumer Web-WIN-DEMO2-N 59 62 95
I Consumer Web-WIN-DEMOZ-N 59 62 a5

If the CPU % is 90 or higher, the answer to the question in
Step 4 is Yes. Otherwise, the answer is No.

Yes — Go to Step 5.

No — Review various metrics in the Metric Browser to pinpoint
the problem.

In the left navigation pane, click Servers -> App Servers ->
<slow tier>. Review these metrics in particular:

® ASP.NET -> Application Restarts
® ASP.NET -> Request Wait Time
® ASP.NET -> Requests Queued

® CLR -> Locks and Threads -> Current Logical Threads
® CLR -> Locks and Threads -> Current Physical Threads

® |IS -> Number of working processes
IIS -> Application pools -> <Business application name>
-> CPU%

® |IS -> Application pools -> <Business application name>
-> Number of working processes

® |IS -> Application pools -> <Business application name>
-> Working Set
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You have isolated the problem and don't need to continue with
the rest of the steps below.

Need more help?

* Monitor .NET Applications

Step 5 -
Significant
garbage
collection
activity?

Is there significant garbage collection activity?
*~ How do | know?

How do | know if there is significant garbage collection
activity?

1. Display the Tier Flow Map.

2. Click the Nodes tab, and then click the Memory tab.

3. Sort by Time Spent on Collections (%) to see what
percentage of processing time is being taken up with
garbage collection activity.

R Dashboard Nodos (7) Events Slow Response Times Erors Transacton Snapshols Transaction Analysis 11S App Pools

Health Hardvare Memory

Curront Hoap Utlz... Average Heap Utizati... Commitied Heap (. GPU Bumt (% proc. time)  Induced Coloctions y, Time Spent on Colectons (%)
50392 50833 51144 2 564 7

If Time Spent on Collections (%) is higher than acceptable
(say, over 40%), the answer to the question in Step 5 is Yes.
Otherwise, the answer is No.

Yes — Go to Step 6.

No — Use your standard tools to produce memory dumps;
review these to locate the source of the problem.

You have isolated the problem and don't need to continue with
the rest of the steps below.

Need more help?

® Monitor .NET Applications

Step 6 -
Memory
leak?
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Is there a memory leak?
~ How do | know?

How do | know if there is a memory leak?

1. From the list of nodes displayed in the previous step
(when you were checking for garbage collecting
activity), double-click a node that is experiencing
significant GC activity.

2. Click the Memory tab, then review the committed
bytes counter and the size of the Gen0, Genl, Gen2
and large heaps.

If memory is not being released (one or more of the above
indicators is trending upward), the answer to the question in
Step 6 is Yes. Otherwise, the answer is No.

Yes — Use your standard tools for troubleshooting memory
problems. You can also review ASP.NET metrics; click Servers
-> App Servers -> <slow tier> -> ASP.NET.

No — Use your standard tools to produce memory dumps;
review these to locate the source of the problem.

Whether you answered Yes or No, you have isolated the
problem and don't need to continue with the rest of the steps
below.

Need more help?

®* Monitor .NET Applications
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None of the
above?

If slow response time persists even after you've completed the
steps outlined above, you may need to perform deeper
diagnostics.

If you can't find the information you need on how to do so in the
AppDynamics documentation, consider posting a note about
your problem in a community discussion topic. These
discussions are monitored by customers, partners, and
AppDynamics staff. Of course, you can also contact
AppDynamics support.

Need more help?

® AppDynamics Pro Documentation

® Community Discussion Boards (If you don't see
AppDynamics Pro as a topic, click Sign In at the upper
right corner of the screen.)

Troubleshoot PHP Application Problems

The Dashboards show you when problems occur and you need
to take action. For example the Transaction Scorecard monitors
business transactions and categorizes their performance
according to thresholds.

Transaction Scorecard

Normal [ ©9.0% 3.0m

Slow 0.3% 9.0k
very Slow 0.7% 19.9k
Slalls | . 00% 753
Erors 0.0% 1.4k
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Troubleshooting Your

Application

For common
troubleshooting
scenarios see:

®* Troubleshoot
Slow Response
Times for PHP

®* Troubleshoot
Errors for PHP

®* Troubleshoot
Health Rule
Violations

When AppDynamics indicates a problem you can easily go right into troubleshooting mode.

® From the All Applications dashboard click the Troubleshoot link.

Bundy Online Shoes

Events End User Experience  Alert & Respond Troubleshoot  Analyze

Health Rule Violations Load @

@ 1 Critical
ﬂ 1 0 Warning 944 u::llls 63 calls / min

® Alternatively, after you have selected the application, from the left navigation menu click Tro
ubleshoot .

seners Troubleshoot your Application
Events
End User Experience

v Troubleshoot @[ Slow Response Times

Troubleshoot slow transactions, database queril

Slow Response Times

Errors

Health Rule Violations $ Errors ]
Alert & Respond Troubleshoot errors or exceptions and drill dowr

Configure
ﬁ Health Rule Violations

For more information about troubleshooting see:

Troubleshoot Slow Response Times for PHP
Troubleshoot Errors for PHP
Troubleshoot Health Rule Violations

[ ]
[ ]
[ ]
® Troubleshoot Node Problems
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® Transaction Snapshots
® Call Graphs

® Diagnostic Sessions
® Analyze

Troubleshoot Slow Response Times for PHP

® Slow and Stalled Transactions
® To troubleshoot slow and stalled transactions
® Slow Database and Remote Service Calls
® To troubleshoot slow database and remote service
calls
® | earn More

When you click Troubleshoot -> Slow Response Times the
Slow Response Times window opens showing two tabs. You
can drill down into transaction issues in the Slow Transactions
tab and into database or remote services issues in the Slowest
DB & Remote Services tab.

This two minute interactive video

traces the typical steps of

identifying the cause of a slow

transaction.

ingSlowTransactions

AppD i
UNIVERSITY

Troubleshooting Case Studies
Slow Transactions

Slow and Stalled Transactions

There are many reasons why a business transaction may be slow or stalled. The Slow Response
Times tab helps you find the root cause whether that be resource contention, deadlock, race
condition, or something else.

By default AppDynamics considers a slow transaction one that lasts longer than 3 times the
standard deviation for the last two hours and a very slow transaction 4 times the baseline for the
last two hours.

By default AppDynamics considers a transaction that lasts longer than 45 seconds (4500
milliseconds) to be stalled.

You can configure these thresholds to better match your environment. See Thresholds and Config
ure Thresholds.
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To troubleshoot slow and stalled transactions

1. Click Troubleshoot -> Slow Response Times.
You can also access this information from tabs in the various dashboards.

2. Click the Slow Transactions tab if it is not selected.

In the upper pane AppDynamics displays a graph of the slow, very slow, and stalled transactions
for the time period specified in the Time Range drop-down menu. Click the Plot Load checkbox to
see the load.

In the lower pane AppDynamics displays the transaction snapshots for slow, very slow, and stalled
transactions.

Click the Exe Time column to sort the transactions from slowest to fastest.

Bundy Online Shoes » Troubleshoot » EEEIGUESEERLT ELRITIEES ? QQ last 12 hours
Slow Transactions Slowest DB & Remote Service Calls
o M Load 81,569 calls | Plot Load
= P —\ - . ~ —~ — —
— . s M N — L
E NS T J -~ v . normal [ o7 793k
5 B0 / T
= N Slow 16% 13k
L Very Slow 12% 962
o — S — —_— - — - - — stalls 1 0.0% 21
5:00 AM 6:00 AM 7:00 AM B:00 AM 5:00 AM 10:00 AM 11:00 AM 12:00 PM 1:00 PM 2:00 PM 3:00 PM 4:00 PM
Slow Transaction Snapshots ]
Y v “u £
Show Filters Mars Actions  Gonfigure Showing 800 snapshots Fatch more
Time Exe Time irv  URL Business Transaction Tier Node
o 01/30/14 1:18:58 PIM 60226 L3 Icart/checkout Bundy\ZhoesBundle\Controller\CartController : check...  commerce node -~
01/30/14 1:19:53 PM 27210 lcart/checkout Bundy\ShoesBundle\ContrallenCartController : chack COMMErCe nodeat
01/30/14 1218:23 PM 18780 Ieart/checkout Bundy\ShoesBundle\Controller\CartController : check...  commerce node
01/30/14 1:30:28 PM 16718 lcart/checkout Bundy\ShoesBundle\ContrallenCartController : chack COMMErCe nodeat
01/30/14 2:59:05 PM 14535 Icart/checkout Bundy\ShoesBundle\Controller\CartController : check...  commerce node1

To drill down, select a snapshot from the list and click View Transaction Snapshot. A transaction
snapshot shows the details of an instance of a business transaction, including a call graph that
helps you identify the root cause of the slow response time. See Transaction Snapshots.

Slow Database and Remote Service Calls

Although AppDynamics does not instrument database and remote service servers directly, it
collects metrics about calls to these backends from the instrumented app servers. This allows you
to drill down to the root cause of slow database and remote service calls.

To troubleshoot slow database and remote service calls

1. Click Troubleshoot -> Slow Response Times.
You can also access this information from tabs in the various dashboards.

2. Click the Slowest DB & Remote Service Calls tab if it is not selected.
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M BundyOnline Shoes » Troubleshoot » EEETRINECRENLLES Ry ES ? Q\)

Slow Transactions Slowest DB & Remote Service Calls
Call Type 4« These are the calls with largest observed individual execution time (Max Time) during the specified time range.
el Call Avg. Time - Number of Ca  Max Time Snapshots
per Call (ms)
»O Al Calls 1
SELECT COUNT(1) COUNT FROM CUSTOMER C1, CUSTOMER C2 17879.2 T4 110371 Mo snapshaots
Cache HTTPAWWW . SHOEWAREHOUSE. COM:B0TY/SHOEWAREHCOUSE/SHOEWAR 48284 3565 5064 B Vizw snapshots
@ 0B HTTP/ECZ-54-214-253-138.US-WEST-Z COMPUTE AMAZONAWS . COM:B0E, 2600.6 1386 9818 Mo snapshaots
= HTTP HTTPUPAYMENT VISA.COMHEALTH/PAYMENT 1893.8 1215 12663 Mo snapshaots
HTTPAPLFEDEX. COMMEALTH/SHIPPING 1744 .6 1221 15433 Mo snapshaots
GET DB COMMNECTION 325.4 5383 6614 Mo snapshaots
GET DB COMMNECTION 238.4 324 4810 Mo snapshaots
-— e

3. In the Call Type panel select the type of call for which you want to see information or select All
Calls.

The Call panel displays the call or query with the average time per call, number of calls, and
maximum execution time (Max Time) for the calls with the longest execution time.

If transaction snapshots are available for a slow call, you can click View Snapshots link or you
can select the call and click the Correlated Snapshots tab in the lower panel. From there you can
select a snapshot and click View Transaction Snapshot to drill down to the root cause of the
slow call.

Call Details Correlated Snapshots *
Time Exe Time (ms) URL Business Transaction Tier Mode
- 01/21/14 5:08:27 PM 5005 {Bur /BundyBackend/search Inventory InventoryMode
- |%| 01/21/14 5:14:03 PM 2005 /Bur J/BundyBackend/search Inwentory InventoryMode
Contains a partial Call Graph J

. - e . e i

See Transaction Snapshots.

Learn More

® Transaction Snapshots
® Configure Thresholds

Troubleshoot Errors for PHP

® Error Transactions and Exceptions
® To Troubleshoot Error Transactions
® To Troubleshoot Exceptions
® |earn More
Identifying and troubleshooting errors in your
application.

Error Transactions and Exceptions

An error transaction is a business transaction that experienced an error during the transaction
execution. The error can be:
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® A runtime error reported by the PHP server and captured by the agent. These include Fatal
Errors, Warning and Notices thrown by the PHP runtime. These types of errors do not
provide a stack trace.

® Certain exceptions thrown by the application. These include unhandled exceptions (when an
exception is thrown and there is no try block) and handled exceptions during an exit call
(when there is a try block during an exit call). These types of errors do provide a stack trace.

If a transaction experiences an error, it is counted as an error transaction and not as a slow, very
slow or stalled transaction even if the transaction was also slow or stalled.

There is not a one-to-one correspondence between the number of errors and the number of
exceptions. For example, a business transaction may experience a single code 500 error in which
several exceptions were logged as the transaction passed through multiple tiers.

Transaction

f ] f - y f - ]
l Tier 1 Tier 2 | Tier 3
Error Logged Logged Logged
~ ERTEption Exception EXcepion |

You can configure the types of errors that AppDynamics detects as well as the types of exceptions
to ignore. See Configure Error Detection for PHP.

To Troubleshoot Error Transactions

1. Click Troubleshoot -> Errors in the left navigation panel.
The error viewer opens.

2. Click the Error Transactions tab if it is not already selected.

3. From the time range drop-down menu select the time range for which you want to view
information about error transactions.

A graph of the error transactions displays at the top of the viewer. You can get an exact count of
the errors per minute at a particular point in time by hovering with your pointing device on the line
in the graph.

To the right of the graph is a summary of the load and the error transactions.

Check the Plot check box if you want the graph at the top of the viewer to show the load over the
selected time period. Clear this check box if you want the graph to show only the error
transactions.
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L8 Help  Setup

= 2 < NI

Logout demouser

Errors per Minute
R 01/25/14 at 10:05 AM
Business Transactions = Observed (Value): 3
Error Transactions Exceptions * Sum: 3
* Count: 2

Events 3 m Load Plot Load
End User Experience 1,385 o 92 ;min

Troubleshoot o
Slow Response Times = \ /\ /\ m Errors

0,
10:05 AM 10:07 AM 10:05 AM 10:11 AM 10:13 AM 10:15 AM 10:17 AM 10:15 AM 0.8% 11 total 1 # min

Bundy Online Shoes ) Bundy Online £

Bervers

Health Rule Viclations

Alert & Respond Error Transaction Snapshots jm|
o Y v 5
= Show Filters Mors Actions  Configure Showing 10 snapshats
Time Exe Time (ms) URL Business Transaction Tier Mode
° 01/28/14 10:17:33 AM - 98 iproduct/search Bundy\ShoesBundle\Controller\Prad... commerce node1
° 01/28/14 10:15:41 AM - 5127 iproduct/search Bundy\ShoesBundle\Controller\Prad... commerce node1
° 01/28/14 10:13:01 AM 66 iproduct Bundy\ShoesBundle\Controller\Prad... commerce node1
o 01/29/14 10:11:54 AM 163 iproduct/search Bundy\ShoesBundle\Controller\Prod. COMMErce node1
o 01/28/14 10:11:00 AM 161 iproduct/search Bundy\ShoesBundle\Controller\Prod. COMMErce node1
o 01/28/14 10:09:38 AM 82 iproduct Bundy'ShoesBundle\ControllerProd COMMErce node1
o 01/28/14 10:08:24 AM 125 iproduct/search Bundy'ShoesBundle\ControllerProd COMMErce node1
° 01/28/14 10:08:06 AM 105 iproduct/search Bundy\ShoesBundle\ControllerProd COMMerce node1
° 01/28/14 10:07:41 AM 83 iproduct /\BhoesBundle\ControllerProd COMMerce node1
o 01/28/14 10:07:35 AM 88 iproduct/search Bundy\ShoesBundle\ControllerProd COMMerce node1

4. The error transaction snapshots are listed in the lower part of the viewer. To filter this list click S
how Filters and select the filter criteria.

5. To examine the root cause of an error, select the snapshot from the list and click View
Transaction Snapshot. See Transaction Snapshots for information about examining snapshots.

6. To identify the most expensive calls or queries, select a snapshot from the list and click Analyze
and then click Identify the most expensive calls / SQL statements in a group of snapshots.

The Most Expensive Methods / SQL Statements viewer opens.

Setup  Logout demouyl

Expensive Metheds and SQL Statements

Most Expensive Methods / SQL Statements

Displaying up to the top 25 most expensive methods and SQL statements from the following requests

\

1 Time Exe Time (ms) URL Business Transaction Tier MNode

% o 012914 10:15:41 AM 5127 Jproduct’search Bundy\ShoesBundle\Control| COMMErce node1

! Expensive Methods (28] Expensive SQL (0)

‘ The following methods wera the most expensive methods invoked:

Class and Meathod Total Exe. Time(ms) Avg. Exe. Tima(ms) Call Count

Bundy'ShoesBundle\Dependency|njection\ServicesiLocalHttpClient:call - Controller/ProductController.php:70 s011 5011.0 1 e
n Servlet - search:writeBody: 38 5004 5004.0 1
appProdProjectContainer:getTwigService - app/bootstrap. php.cachae: 2033 36 36.0 1
Symfony\Component\ClassLoader\Class CollectionLoader:: load - app/boctstrap.php cache:2433 18 18.0 1
Symfony\ComponentiHitpKernel\HitpKernel::handleRaw - appibootstrap.php.cache: 2885 17 85 2
{main} - webiapp.php 13 13.0 1
Symfony\Component\EventDis patcher\ContainerdwareEventDispatcher::lazyLoad - prodiclasses.php:2225 13 13.0 1
Symfony\ComponentiHitpKernel\Kernel::boot - app/bootstrap.php.cache: 2303 T 7.0 1
Symfony\ComponentHitpKernel\Kernel::handle - web/app.php:27 4 4.0 1
Symfony\ComponentHitpKernel\EventListener\ExceptionListener::onKerne|Exception - prod/classes.php:2128 2 2.0 1
@ Symfony\ComponentiHitpKernel\HitpKe rnel::handleException - app/bootstrap.php.cache: 2891 2 20 1 o

7. In the lower panel click the Expensive Methods tab to view the methods with their total and
average execution times and call counts. Click the Expensive SQL tab to view the queries with
their counts and execution times.

To Troubleshoot Exceptions
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1. Click Troubleshoot -> Errors in the left navigation panel.
2. Click the Exceptions tab if it is not already selected.

The total exception count, HTTP Error Codes and Error Page Redirects for the selected time
range are reported in the upper panel. You can get an exact count of the exceptions per minute at
a particular point in time by hovering with your pointing device on the line in the graphs.

The exceptions list is displayed in the lower panel.

® To filter the exception list, enter the filter term in the filter text field.
® To see only exceptions with performance data, clear the Show Exceptions with 0 count
checkbox.

3. To view details of a particular exception, select the exception the list in the lower panel and click
View Details.

4. To view transaction snapshots for an exception:

a. In the exception detail window, click the Occurrences of this Exception subtab.

Occurrences of this Exception Stack Traces for this Exception ]
Show Filters View Details 2
Time Type Summary BT, Tier, Mode
o 01/2%/14 Erraor uI3L|n-:I-,--.Sht:--:s-BLln-:II-:-.C ontrolleriProductController : listAction R
3:26:15 PM Transaction URL: /product '. commerce
Snapshat l
node1
o 01/28/14 Error uI3L|n-:I:--.Sht:--:s-BLln-:II-:-.C ontrolleriProductController : listAction
2:01:04 AN Transaction URL: /product '. commerce
Snapshat I -
node
o 01/2%/14 Erraor HI3L|n-:I-,--.Sht:--:s-BLln-:II-:-.C ontrolleriProductController : listAction
10:40:54 Transaction URL: iproduct '. commerce
AM Snapshat I
nodat
o 0128014 Error H Bundy\ShoesBundle\Controller\ProductController : listAction
8:24:27 AM  Transaction URL: /product
Snapshat

: listAction

© ovze4 Emor
7:00:51 AN Transaction URL: /product

L commerce

b. Select a snapshot from the list.
c. Click View Details.

d. In the snapshot flow map that displays, click Drill Down to get the details of the snapshot. See
Transaction Snapshots.

5. To view a stack trace for an exception:
a. In the exception detail window, click the Stack Traces for this Exception tab.
b. Click an exception in the left panel.

The right panel displays the stack trace for the selected exception.
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Occurrences of this Exception Stack Traces for this Exception
Exception o Exception:
Exception: Exception.

at Bundy'ShoesBundle\ControllerProductController. searchAction(:0)

at call_user_func_arrayiapp/boctstrap. php.cache:2813)

at Symfony\ComponentHitpKernel\Hitpkernel. handle Raw(app/bootstrap. php.cache: 2885)

at Symfony\ComponentHitpKernel\Hitpkernel.handle{app/bootstrap. php.cache: 3024)

at
Symfony\ComponentiHttpkernel\Dependencylnjection\ContainerfwareHttpKernel. handle(app/bootstrap.php.cache: 23
03)

at Symfony\ComponentiHitpKernel\Kernel.handle(webl/app.php:27)

at {main}{ Controller/ProductController. php:75)

Exception:

Learn More

® Configure Error Detection for PHP
® Transaction Snapshots

Troubleshoot Node.Js Application Problems

Troubleshoot Slow Response Times for Node.js

® Slow and Stalled Transactions

® To troubleshoot slow and stalled transactions
® High CPU Times

® To troubleshoot slow processes
® | earn More

When you click Troubleshoot -> Slow Response Times, the Slow Response Times window
opens showing two tabs. You can drill down into transaction issues in the Slow Transactions tab a
nd into database or remote services issues in the Slowest DB & Remote Services tab.

Slow and Stalled Transactions

There are many reasons why a business transaction may be slow or stalled.

By default AppDynamics considers a slow transaction one that lasts longer than 3 times the
standard deviation for the last two hours and a very slow transaction 4 times the baseline for the
last two hours.

By default AppDynamics considers a transaction that lasts longer than 45 seconds (4500
milliseconds) to be stalled.

You can configure these thresholds to better match your environment. See Thresholds and Config
ure Thresholds.

To troubleshoot slow and stalled transactions

1. Click Troubleshoot -> Slow Response Times.

2. Click the Slow Transactions tab if it is not selected.
In the upper pane AppDynamics displays a graph of the slow, very slow, and stalled
transactions for the time period specified in the Time Range drop-down menu. Click the Plot
Load check box to see the load.

In the lower pane AppDynamics displays the transaction snapshots for slow, very slow, and

Copyright © AppDynamics 2012-2014 Page 112


http://docs.appdynamics.com/display/PRO14S/Configure+Error+Detection+for+PHP
http://docs.appdynamics.com/display/PRO14S/Transaction+Snapshots
http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Slow+Response+Times+for+PHP#TroubleshootSlowResponseTimesforPHP-SlowandStalledTransactions
http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Slow+Response+Times+for+PHP#TroubleshootSlowResponseTimesforPHP-SlowDatabaseandRemoteServiceCalls
http://docs.appdynamics.com/display/PRO14S/Thresholds
http://docs.appdynamics.com/display/PRO14S/Configure+Thresholds
http://docs.appdynamics.com/display/PRO14S/Configure+Thresholds

APPDYNAMICS

stalled transactions.

(]
(]

e

Slow Transactions

Slow Response Times last 4 hours ¥

Slowest DB & Remote Service Calls

B Load 1425 cale + Plot Load
[
Talisl
Y Nomal I 07 14
| Slow 1.0% 14
very Slow || 18% 25
Stalls 1 00% 0
10:01 AM 10:18 AM 10:35 AM 10:52 AM 11:09 AM 11:26 AM 11:43 AM 12:00 PM 12:17 PM 12:34 PM 12:51 PM 1:0BPM 1:25PM 1:42 PM 1:55 PM
[m]

Y

Slow Transaction Snapshots

Show Filters

Time

03/25/14 2:01:02 PM

03/25/14 2:00:02 PM

03/25/14 1:54:32 PM

03/25/14 1:31:41 PM

03/25/14 1:22:51 PM

025114 1:01:41 PM

03/25/14 1:00:31 PM

03/25/14 12:52:01 PM

!! % 03/25/1412:45:41 P

5.

More Actions

Exe Time (ms) URL

1458 n

202

484

630

1175

946

656

677

1099 n

X o

Configure Showing 29 snapshots

Business Transaction Tier Mode

" Tier_0 Mode1 |
" Tier_0 Modet

" Tier_0 Modet

" Tier_0 Modet

" Tiar_0 Mode1

" Tier_0 Mode1

M Tier_0 Mode1

" Tier_0 Modet

" Tier_0 Modet

3. Click the Exe Time column to sort the transactions from slowest to fastest.

4. To drill down, select a snapshot from the list and click View Transaction Snapshot. A
transaction snapshot shows the details of an instance of a business transaction. See Transa
ction Snapshots for information about drilling down into a snapshot.

Call Drill Down. Exe Time: 3231 ms Timestamp: 03/25/14 11:48:51 AM BT: /1 GUID: 637eaedf-12e9-411d-8251-9f0754878f1a20

SUMMARY

SOL CALLS

ERROR DETAILS

HARDWARE / MEM

NODE PROBLEMS

ADDITIONAL DATA

SERVICE ENDPOINTE

High CPU Times

Your user experience may be slow because of processes that consume a lot of CPU time blocking
other processes.

User Experiznce
Execution Time
Transaction Timestamp
Summary

Tier

Node

Busingss Transaction
URL

Session D

User Principal
Process D

Thread Name

Thread ID

Transaction Threshaolds

Request GUID
Link

To troubleshoot slow processes

1
2.
3.
4

) vERY_SLOW

3231 ms

0325714 11:48:51 AM (server) 03/25/14 11:48:51 AM (agent)

Request was slower than the average by one of the thresholds below -

. Tier_0

B nodet

@

n /O

(not found)

(not found)

31974

AD Thread Pool-ProxyAsynchdsg2

25

Slow: 458 ms. 3.0x of standard deviation [52.7 ms] for moving average [258.9 ms] (minimum baseline: 200 ms) for the last 82 minutes
Very Slow: 859 ms. 4.0x of standard deviation [52.7 ms] for moving average [258.8 ms] (minimum baseline: 600 ms) for the last 82 minutes.
Configure

B37easdf-12e9-411d-8251-5f07 54 878f 1220

%

In the node dashboard click the Process Snapshots tab.

Click Collect Process Snapshots.

In the Collect a Process Snapshot window set the duration to between 1 and 60 seconds.
Click Start.
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In a few minutes you should see some process snapshots in the list.
5. Sort the list by toggling the Exe Time column in the process snapshots list so that the
shapshots for the slowest processes are at the top of the list.
Double-click one of the slow process snapshots.
In the process shapshot, click the CALL GRAPH tab if it is not selected.
Examine the Time column in the call graph to identify which of the calls are slow.

Click the at the end of the row for the slow call to see details.

© ®NOo

Learn More

Monitor Node.js Business Transactions
Monitor Node.js Processes
Transaction Snapshots

Configure Thresholds

Troubleshoot Mobile Applications

Troubleshoot Slow Network Requests from Mobile Applications

® |dentifying the Slowest Network Requests

® To identify slow network requests
® Finding Causes of Slow Network Requests

® To investigate details of the slowest individual requests
® Learn More

Identifying the Slowest Network Requests

First identify which network requests are the slowest.

To identify slow network requests

1. In the left navigation pane click either End User Experience->iOS for iOS applications or E

nd User Experience->Android for Android applications.

The Mobile APM dashboard opens.

Click the Network Requests tab.

3. Click the top of the Network Request Time (ms) column, then toggle it to sort the network
requests with the slowest ones at the top.

4. Skip over network requests that you expect to run for a long time or that have very little load

(low Requests per Minute).

Select and double-click one of the slow network requests that you want to investigate.

In the network request dashboard, view the Key Performance Times at the top of the

Network Request Dashboard.

If the graph shows that most of the time to service the request was server time, scroll down

to the Related Business Transactions section to investigate related business transactions on

the server side.

If most of the time is in the network, the request or response body may be too large and is

taking a while to transmit. Or the data connection might be slow.

N

oo

Finding Causes of Slow Network Requests
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After you have identified a slow network request that you want to troubleshoot, investigate some
individual instances of that network request using network request snapshots.

To investigate details of the slowest individual requests

1. Still in the the Mobile APM dashboard, click the Network Request Snapshots tab.
The Network Request Snapshots List opens.

2. Click Filters.

3. In the Network Request Names dropdown list under Network in the Filters panel, check the
check box for the network request that you identified in To identify slow network requests,
then click Search.

This restricts the list to snapshots for that network request only.

4. Click Filters again to close the filters panel.

In the list, click the top of the Network Request Time (ms) column, then toggle it to sort the

network request snapshots with the slowest requests at the top.

6. Select and double-click one of the slow network requests.

The network request snapshot displays the details of the slow request.

7. Scroll down to see if transaction snapshots associated with this network request snapshot
are available on the server side.

If transaction snapshots are available and if most of the time for this network request is
spent on the server, click on some of the related transaction snapshots to drill down into
causes of slow performance on the server. See Transaction Snapshots.

o

Learn More

® Monitor Network Requests
Troubleshoot Mobile Application Crashes

® |dentifying Criteria of Applications that Crash Most Often
® To identify criteria of applications that crash

® Finding Causes of Crashes
® To find root cause of individual crashes

® Learn More

Use crash dashboards and crash snapshots to troubleshoot mobile application crashes.

Identifying Criteria of Applications that Crash Most Often

Sometimes most of your crashes share one or more criteria. In other words, your application
crashes more often on certain devices or operating systems or carriers or connections.

To identify criteria of applications that crash

1. In the left navigation pane click either End User Experience->iOS for iOS applications or E
nd User Experience->Android for Android applications.

The Mobile APM dashboard opens.

Click the Crashes tab.

Click the Dashboard subtab if it is not already selected.

In the Crashes vs Requests graph, identify values that are significantly above the Average
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line. For example, if a device name is above the line, that type of device is experiencing
more crashes than would be expected for the current load.

5. Scroll down to the section for the criteria that seem to be experiencing more crashes.

6. In the line graph, note the times that crashes spike. You can hover over a point on the graph
to see the exact number of crashes at that time.

7.5

iPad 2 WIFI: | &
7 crashes

" - "

Ln

(o]
o

11:20 AM 11:30 AM 11:40 AM

7. Note the criteria (in this example the IPad 2 WIFI device) and the time that most crashes
seem to occur.

Finding Causes of Crashes

After you have identified which applications are causing most of your crashes and approximately
when most crashes occur, you can examine a few of those individual crashes to identify the cause.

To find root cause of individual crashes

1. Inthe Crashes tab of Mobile APM Dashboard, click the Crash Snapshots subtab.

2. Click Filters.

3. Check the check box for the criteria of apps experiencing the most crashes that you
identified in Identifying Criteria of Applications that Crash Most Often.
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This filters the crash snapshots list to display only snapshots of crashed applications
meeting those criteria.

Filters View Options

Clear Criteria Search

Mobile Application

Mabile App -
Network
Carrier -
Connection Type -
Deavice
Model -
L3
05 Version -
Geography
Couniry -
AduANCAt. . . - P

4. In the crash snapshots list, select and double-click a snapshot that occurred around the time
that most crashes occurred. In the stack trace of the crash snapshot, note the thread and
function in which the crash occurred. For some crashes the crashed line number is also
available.

5. Optional: Click Download to get a text version of the stack trace to send to your application
development team.

Learn More

® Crash Dashboard
® Crash Snapshots List
® Crash Snapshots
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