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Features Overview

This topic describes high-level benefits and features of AppDynamics Pro.

Expert Advice ¢ Continuous Discovery, Visibility, and Problem
Detection

Real-Time Business Transaction Monitoring
End User Monitoring

Service Endpoint Monitoring

Hardware and Server Monitoring

Health Rules, Policies, and Actions
Troubleshooting and Diagnostics

Systems Integration

Learn More

How monitoring analytics can
make DevOps more agile

by Sandy Mappic

Continuous Discovery, Visibility, and Problem Detection

AppDynamics continuously discovers and monitors all processing in your application environment
using advanced tag, trace, and learn technology across your distributed transactions. With this
information, AppDynamics provides a simple intuitive view of live application traffic and you can
see where bottlenecks exist.

Dashboards show the health of your entire business application. Health indicators are based on
configurable thresholds and they update based on live traffic. When new services are added to the
system AppDynamics discovers them and adds them to the dashboards and flow maps. See Visua
lize App Performance.
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AppDynamics observes normal performance patterns so that it knows when application
performance becomes abnormal. It automatically identifies metrics whose current values are out of

the normal range, based on dynamic baselines it has observed for these metrics. See Behavior
Learning and Anomaly Detection.

Real-Time Business Transaction Monitoring

An AppDynamics business transaction represents a distinct logical user activity such as logging in,
searching for items, buying an item, etc. Organizing application traffic into business transactions

aligns the traffic with the primary functions of a web business. This approach focuses on how your
users are experiencing the site and provides real-time performance monitoring.

Copyright © AppDynamics 2012-2014

Page 4



http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection
http://docs.appdynamics.com/display/PRO14S/Behavior+Learning+and+Anomaly+Detection

APPDYNAMICS

) ACME Book Store Application  » [EEITENGEER [T ERTAITT S 7% last 15 minutes I
What is a Business Transaction? Configure transaction detection
Mors Actions  View Options Showing & of 8 Transactions  Filters On » O
Mame Health End Page MNetwork  Server  Calls Calls / Ermars Error % Slow Wery Stalled Tier Type
User Render Time Time min Transact Slow | Transact
i Fetch catalog [i] [i] [i] 11 1,081 71 i) 1 0 0 ECommerce...  Struts Action
: Homepage 1] 0 0 3 1,061 71 0 a 1 ECommerce... Serviet
i Login a a a 5 1,061 71 a 1 il il ECommerce...  Struts Action
i Add to cart 1} 1} 1} 14 1,061 71 ] 2 ECommerca..  Struts Action
i Checkout o a 0 0 G667 1.060 71 2 0.z 0 63 0 ECommerce...  Struts Action
i Logout a 0 0 4 1,060 71 0 a 0 0 0 ECommerce...  Struts Action
- Bn A i A e o e e e ko A RA M e A A s ama o P e PN -

See Business Transaction Monitoring and Background Task Monitoring.

End User Monitoring

End user monitoring (EUM) provides information about your end users' experience starting from
the users' web browsers and their native mobile applications. It gives you visibility across
geographies and browser types, answering questions such as:

®* Where are the heaviest loads?

* Where are the slowest end-user response times?

* How does end user performance vary by Web browser?

* How does end user performance vary by mobile application, carrier, or device?
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See AppDynamics End User Experience.

Service Endpoint Monitoring

Service endpoints are helpful in complex, large-scale applications where an owner is assigned to
one or more logical tiers and the standard representation does not correspond with real-life
ownership of application components. Service endpoints allow you to see a subset of the metrics
for the tier so you can focus on the key performance indicators and snapshots of entry points that
are truly of interest to you. Service endpoints are similar to business transactions except that they
only show metrics for the entry points and do not track metrics for any downstream segments.

Inventory Server > Service Endpeoints » SEP_name ? % Compare ™ © last15 minutes "

Load - " Response Time (ms ™ Errors 0% e " D

Click to see details of {
the business f
transaction snapshot

See Service Endpoint Monitoring.

Hardware and Server Monitoring

AppDynamics machine agents gather information about the operating systems and machines,
such as CPU activity, memory usage, disk reads and writes, etc. AppDynamics agents monitor
JVM and CLR metrics including heap usage and collections. See Infrastructure Monitoring.

Health Rules, Policies, and Actions

Dynamic baselines combined with policies and health rules help you proactively detect and
troubleshoot problems before customers are affected. Health rules define metric conditions to
monitor, such as when the "average response time is four times slower than the baseline".
AppDynamics supplies default health rules that you can customize, and you can create new ones.

You can configure policies to trigger automatic actions when a health rule is violated or when any
event occurs. Actions include sending email, scaling-up capacity in a cloud or virtualized
environment, taking a thread dump, or running a local script. See Alert and Respond.

Troubleshooting and Diagnostics

You can examine transaction snapshots for slow and error transactions and drill down into the
snhapshot with the slowest response time to begin deep diagnostics to discover the root cause of
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See Rapid Troubleshooting.

Systems Integration

AppDynamics is designed to interface with other systems in your organization. You can add data
to AppDynamics, retrieve data from AppDynamics, and integrate AppDynamics actions into your
alerting system. See AppDynamics Extensions and Integrations.

Learn More

® Product Features and Benefits
Logical Model

® Business Application
® Tiers

® Nodes

® Learn More

This topic describes the basic elements of the AppDynamics model.

Before deploying AppDynamics, also see Mapping Application Services to the AppDynamics
Model.

Business Application

An AppDynamics business application models all components or modules in an application
environment that provide a complete set of functionality. Think of it as all the web applications,
databases, and services that interact or "talk" to each other or to a shared component. When web
applications, databases, and services interact, AppDynamics can correlate their activities to
provide useful and interesting performance data.

AppDynamics lets you monitor multiple business applications, though it does not correlate events
between them.

Because a single node belongs to a single business application, you can also think of a business
application as a kind of namespace for all your nodes. See Nodes.
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Business applications contain tiers, and tiers contain nodes.

Tiers

A tier represents a key module in an application environment, such as a website or processing
application or a virtual machine. Tiers help you logically organize and manage your business
application so that you can scale multiple nodes, partition metrics, define performance thresholds,
and respond to anomalies. The metrics from one tier tell a different story than those from another
tier; AppDynamics helps you define different policies and processes for each tier. A tier can belong
to only one business application.

A tier is composed of one node or a group of nodes. For example, in the Acme sample application
the Inventory tier has one node whereas the E-Commerce tier has 2 nodes.

Nodes grouped into a tier may have redundant functionality or may not. An example of a
multi-node tier with redundant nodes is when you have a set of clustered application servers or
services. An example of a multi-node tier with different nodes is when you have a set of services
that do not interact with each other though you want to roll up their performance metrics together.

Keep in mind that an environment can have similar nodes that are used by different applications,
so similar nodes should not always belong to the same tier. An example is a complex environment
that has two HTTP web servers that serve two separate applications.

Business applications contain tiers. The traffic in a business application flows between tiers. This
flow is represented in AppDynamics flow maps along with performance data for the traffic. There is
always a tier that is the starting point for a Business Transaction, indicated by a Start label on the
flow map.

Nodes

A node is the basic unit of processing that AppDynamics monitors. By definition a node is
instrumented by an AppDynamics agent, either an app agent or machine agent or both. App
agents are installed on:

JVMs

Windows .NET applications (IS, executables, or services)
PHP Runtime Instances

Node.js processes

Machine agents are installed on virtual or physical machine operating systems.

Nodes belong to tiers. An app agent node cannot belong to more than one tier. A machine agent
cannot belong to more than one tier; however you can install more than one machine agent on a
machine.

Learn More

®* Mapping Application Services to the AppDynamics Model
®* Name Business Applications, Tiers, and Nodes
® Features Overview
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® Glossary
Hierarchical Configuration Model

Entry Point and Exit Point Inheritance
Node Inheritance

Switching Configuration Levels

Learn More

Transaction detection (entry point), backend detection (exit point), and node property
configurations are applied on a hierarchical inheritance model. This model provides a default
configuration for new tiers as well as the ability to re-use custom configurations in all tiers or tiers
that you specify, eliminating the need to configure custom entry and exit points for all tiers.

A tier can inherit all its transaction detection and backend detection configuration from the
application, or it can override the application configuration to use a custom configuration.

Similarly, a node can inherit its entire node property configuration from its parent, or it can override
the parent configuration to use a custom configuration.

Entry Point and Exit Point Inheritance

By default, tiers inherit the entry point and exit point configurations of the application. You can
copy the application-level configuration to specific tiers or explicitly configure all tiers to use the
application-level configuration.

Transaction Detection Backend Detection Error Detection Diagnostic Data Collectors Call Graph Settings JMX Memory Monitaring

Select Application or Tier « @ .
' ‘ Acme Online Book Store

Customized ?

v ‘H. Acme Onling Book Store
Java - Transaction Detection .NET = Transaction Detection |

| ECommersa-Sarvar v

L 'nventoryServer | Copy || Configure all Tiers to use this Configuration |

| Crder-Processing-Server

» Entry Points

At the tier level, you can specify that the tier should use the application-level configuration.

Or you can an override the application-level configuration by creating a custom configuration for
the specific tier.

You can configure all tiers to use the custom configuration or copy the configuration for re-use in
specific tiers. You can also reset a tier that is currently using a custom configuration to use the
application-level configuration.

Transaction Detection Backend Detection Error Detection Diagnostic Data Collectors Call Graph Settings JMX Memory Monitoring

Select Application or Tier <
EB ECommerse-Server

Customized?

v A Acme Online Book Store

() Usethe Application Configuration
|- ECommarsa-Sarvar i -

O Use Custom Configuration for this Tier
I InventoryServar

'. Crder-Processing-Sarvar | Copy | | Resat to Application Configuration || Configure all Tiers to use this Configuration |

Node Inheritance
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By default a node inherits the node properties of its parent tier (or of the application).

When you configure node properties you can specify that all nodes in a tier inherit the node
properties of the parent (tier or application) or that the node should use a custom configuration.

App Server Agent Configuration

Select Application, Tier, Node 4
: o l-node
Customized?
L J .H. Cartdpp_131
O Use Parent Configuration {Tier or Application)
= . ccom
i) Use Custom Configuration
kL inven -
* | ordar

If you create a custom configuration for a node, you can copy that configuration to the application,
tier or to another node.

Switching Configuration Levels

If you customize configuration at the tier or node level and then switch back to the application-level
configuration, you will not see the old configuration in the Ul. However, the old tier or node level
configuration is stored, and if you will see these old settings if you switch to the lower-level
configuration again.

Learn More

Configure Backend Detection (Java)
Configure Backend Detection (.NET)
Configure Business Transaction Detection
App Agent Node Properties

Mapping Application Services to the AppDynamics Model

® Your Application and the AppDynamics Model

®* How AppDynamics Represents Your Application
* AppDynamics Business Applications
®* AppDynamics Tiers

® How to Map

® |earn More

AppDynamics and your team may use different terminology to describe your application
environment. This topic discusses how to map the services in your application environment to the
AppDynamics model, which uses the terms "business applications”, "tiers", and "nodes". For an
overview of these terms see Logical Model.

Your Application and the AppDynamics Model

Your distributed application environment most likely consists of various services, including:

* \Web applications served from an application server (JVM, IIS, PHP Web server, etc.)

Copyright © AppDynamics 2012-2014 Page 10


http://docs.appdynamics.com/display/PRO14S/Configure+Backend+Detection+for+Java
http://docs.appdynamics.com/display/PRO14S/Configure+Backend+Detection+for+.NET
http://docs.appdynamics.com/display/PRO14S/Configure+Business+Transaction+Detection
http://docs.appdynamics.com/display/PRO14S/App+Agent+Node+Properties

APPDYNAMICS

® Databases or other data stores
® Remote services such as message queues and caches

AppDynamics maps your application environment into a hierarchical system of business
applications, tiers, nodes and backends.

The node represents the actual application server that is instrumented by an AppDynamics app
agent.

Business applications and tiers are logical constructs used to represent your environment in the
AppDynamics model.

Business applications contain tiers and tiers contain nodes. A node cannot belong to more than
one tier, and a tier cannot belong to more than one business application.

A backend is a component that is not instrumented by an AppDynamics app agent, but the model
allows you to monitor the flows from the instrumented nodes to the backends. These flows often
reveal the root cause of a problem that is first identified on an instrumented node.

How AppDynamics Represents Your Application

The flowmap below describes a single business application for the Acme Online Book Store.

®* E-Commerce, Order Processing and Inventory are the tiers.

®* The boxes inside the tiers represent instrumented nodes. The E-Commerce tier has two
nodes, the Order Processing and Inventory tiers each has one node.

®* The database backends are XE-Oracle, Inventory-MySQL, APPDY-MySQL and two Oracle
10.0.0s.

®* The message queue backend is Active MQ--Order Queue.

®* The blue lines represent the flow of traffic through the entire application.

* b Dashboard Top Business Transactions Transaction Snapshots Transaction Analysis
Application Flow Map P B ow MO
4 calls/min 38;_§_|:.'-e""".. ¥E-Oracle
28 calls 4 min. 615 ms ' ; . TAcallsimin, 83 ms_— ‘
8 callfmin. 1962 ms & calls / min, 2004 ms " INVENTORY-MySOL
o
— — - — — - h a
L
~ Inventory “a
| -
=60 calls'min, 1 ms & calls/min, 705 ms
¥ .
14 callzmin, 3 ms
|
[ ‘ Oracle - 10.0.0
. ) 14 calls / min, & ms APPDY-MySQL
I 4 callsimin, - ms ’
m—-.____.__ > 7 calls/min, 10 ms
Active MQ-OrderQueus k'a I ‘
Order Processing Cracle - 10.0.0
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Because the services provided by the E-Commerce, Inventory, and Order Processing interacting
tiers are all modeled as part of the same business application, it is possible, for example, for
AppDynamics to trace the root cause of poor performance of a node in the front-end E-Commerce
tier to a slow SQL call from the downstream Inventory tier to the INVENTORY-MySQL database.
Without this correlation among the services, this information would not be available.

AppDynamics Business Applications

You can use a single AppDynamics business application to model all of the application
environment's services that provide a complete set of functionality. Think of the business
application as all the services that interact to support the application's mission. When these
services (web applications, databases, remote services, etc.) interact, they are modeled as part of
the same business application, and AppDynamics can correlate performance metrics among them
to provide a complete picture of the application's performance. A complete picture helps you
identify the root cause of any problems that are detected. If any of the services upon which the
application depends are missing from the model, you may miss information about a component
that is causing problems to appear in a different component. AppDynamics cannot provide
correlation between separate business applications.

For example, a single shopping business application may be composed of an inventory
application, a e-commerce front-end application, and databases. The inventory application and
e-commerce front-end application could be modeled as tiers in a single AppDynamics "business
application”.

On the other hand, if you do not care about correlation among these services and instead want to
maintain separate access control to the various components, you could model the services as
separate business applications.

It is also appropriate to have multiple business applications for sets of services that do not interact
with each other. A typical example of using multiple business applications is when you have
separate staging, testing, and production environments for the same website. In this case the
three business applications are essentially copies of each other.

AppDynamics Tiers

An AppDynamics tier represents an instrumented service (such as a web application) or multiple
services that perform the exact same functionality and may even run the same code. These
services may be thought of as "applications” in your application environment, but if they interact
with one another AppDynamics usually models them as tiers in the same "business application”.

A tier can be composed of one node or multiple redundant nodes. One example of a multi-node
tier is a set of clustered application servers or services.

There is no interaction among nodes within a single tier. Interaction occurs between tiers in a
business application, as illustrated in the flowmap.
How to Map

The mapping of tiers to business applications and of nodes to tiers occurs in the configuration of
the app agent, either in the options to the app agent startup script or in the controller-info-xml file.

For example, in an all-Java environment, to map Node 8000 and Node_ 8003 to the E-Commerce
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tier in the AcmeOnLine business application, the startup options for Node 8000 would be

- Dappdynam cs.
- Dappdynam cs.
- Dappdynami cs.

agent .
agent .
agent .

appl i cat i onNane=AcneOnLi ne
ti er Nane=E- Conmrer ce
nodeNanme=Node_ 8000

and for Node_ 8003

- Dappdynam cs.
- Dappdynam cs.
- Dappdynam cs.

agent

. appl i cati onName=AcnmeOnLi ne
agent .
agent .

ti er Nane=E- Commer ce
nodeNane=Node_ 8003

To map Node_8002 in the Inventory tier in the same business application, the configuration would

be

- Dappdynani cs. agent . appl i cat i onName=AcnmeOnLi ne
- Dappdynani cs. agent . ti er Namre=I nvent ory
- Dappdynani cs. agent . nodeName=Node_8002

and to map Node_8001 in the Order Processing tier in the same application

- Dappdynani cs. agent . appl i cat i onNanme=AcneOnLi ne
- Dappdynam cs. agent . ti er Name=Or der Pr ocessi ng
- Dappdynani cs. agent . nodeName=Node_8001

Details vary depending on the platform of the agent. See the installation and configuration
properties documentation for the particular app agent that you are configuring.

Learn More

Logical Model

Getting Started

® |nitial Installation

Name Business Applications, Tiers, and Nodes
App Agent for Java Configuration Properties

App Agent for .NET Configuration Properties

App Agent for PHP Proxy Configuration Properties
Install the App Agent for PHP

Install the App Agent for Node.js

® Self-Service Trial or Standard?
® On-premise or SaaS?
® Get Started with AppDynamics SaaS
® Get Started With AppDynamics On-Premise
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® Monitoring, Troubleshooting, and Analyzing Application Performance

This section gives you a roadmap to using AppDynamics.

Initial Installation

Self-Service Trial or Standard?

If you are using the self-service trial see Quick Install.

If you are using a standard installation see Install and Upgrade AppDynamics.

On-premise or SaaS?

To get started with installing, configuring, and using AppDynamics, first determine whether you will
use an on-premise or SaaS Controller.

For information about the different approaches see:
® SaaS Availability and Security
® Differences when using a SaaS Controller

Get Started with AppDynamics SaaS

If you are using or going to use the AppDynamics SaaS Controller, see Get Started with
AppDynamics Saas.

Get Started With AppDynamics On-Premise

If you are going to host your own Controller on premise, see Get Started With AppDynamics
On-Premise.

Monitoring, Troubleshooting, and Analyzing Application
Performance

To get started using AppDynamics after it is installed see:

®* AppDynamics Essentials
® Quick Tour of the User Interface Video Tutorial

Get Started with AppDynamics SaaS

Follow these steps to get started with AppDynamics.

If you are reading a PDF of this :

document, use your Help Center Expert Advice

login to access the
documentation at http://docs.ap Deploying APM in the Enterprise... the Path of

pdynamics.com. the Rock Star
By Jim Hirschauer

® Get Your SaaS Account
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Information from

AppDynamics

Design Your AppDynamics Deployment

Download and Install the AppDynamics App Agents

Download and Install the AppDynamics Web and Mobile Agents
SaaS Login Credentials

Connecting Agents to Your SaaS Controller Service

Access the AppDynamics Ul from a Browser

Review the Dashboards and Flow Maps

Review Defaults and Configure Business Transactions, if Needed
Review Defaults and Configure Client-Side Monitoring, if Needed
Review Defaults and Configure Databases and Remote Services, if Needed
Review Default Heath Rules and Set Up Policies

Review Default Error Detection

Explore Additional Data and Metric Features

Configure Advanced Features

Start Monitoring and Troubleshooting

Questions?

Get Your SaaS Account Information from AppDynamics

After signing up for AppDynamics SaaS, you receive a Welcome email containing important
account information, including the Account Owner login. Save this information.

Design Your AppDynamics Deployment

Learn about Business Transaction Monitoring and identify which critical business
transactions you want to monitor.

Learn about AppDynamics End User Experience and decide whether you want to use this
feature.

Learn about how to map your application components to the AppDynamics business
application, tier, and node model. See Logical Model and Name Business Applications,
Tiers, and Nodes.

Based on the model, plan how you will specify AppDynamics application, tier, and node
names during installation.

Decide whether you want to monitor client-side usage with AppDynamics End User
Experience.

For Java environments, decide whether you want to use object instance tracking.

Download and Install the AppDynamics App Agents

Download the AppDynamics application agents from the Download Center. AppDynamics app
agents collect data from your application servers and other monitored systems and report to the
Controller. Select the agents that are appropriate for your environment:

Java Agent

.NET Agent

PHP Agent

Machine Agent

For details see Download AppDynamics Software.
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Follow the instructions to install the AppDynamics App Agents.

Download and Install the AppDynamics Web and Mobile Agents

Install the client-side agents in your mobile applications and web pages. See instructions for
mobile and web.

SaaS Login Credentials

SaaS Controller login credentials are included in the welcome email from AppDynamics.

To add additional login accounts contact the AppDynamics Support Team.

The SaaS Controller login is an Account Administrator credential. The Account Administrator can
create other users for the account. See Account Administrator.

Connecting Agents to Your SaaS Controller Service

For agents to successfully connect to the Controller, configure the Controller host and port
information using either the controller-info.xml file or the system properties of your JVM startup
script.

To use HTTPS communication, enable SSL by setting the <controller-ssl-enabled> agent
configuration property to "True". For details see App Agent for Java Configuration Properties, App
Agent for .NET Configuration Properties, App Agent for PHP Proxy Configuration Properties and M
achine Agent Configuration Properties.

® The default ports for the SaaS Controller service are:
® Port 80 for HTTP
® Port 443 for HTTPS

If you need to specifically open up the communication ports (80 or 443) for the AppDynamics
SaaS Controller IP address please request the IPs from the AppDynamics Support Team.

Access the AppDynamics Ul from a Browser

Once you have installed the agents, launch your web browser and connect to the AppDynamics
User Interface (Ul). For SaaS, the URL includes the account name from the Welcome email:

http://<account - nane>. saas. appdynanmi cs. conf control | er

When using SSL, use port 443 or https to access the Controller.

Review the Dashboards and Flow Maps

AppDynamics automatically discovers the Business Transactions in your application environment.
Browse the Application Dashboard and see the Flow Maps to visualize your application. You can
resize and move icons around on the flow maps.

Review Defaults and Configure Business Transactions, if Needed
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The default configurations may need to be further customized for your environment. For example,
AppDynamics may have discovered transactions that you want to group together or even exclude,
because you want to concentrate on the most important transactions. There may be business
transactions that are not yet discovered for which you need to configure detection rules. See:

® Monitor Business Transactions
® Configure Business Transaction Detection

Review Defaults and Configure Client-Side Monitoring, if Needed

You may want to refine the way AppDynamics names pages and mobile requests, for example, if
the data for multiple web pages would be better understood under a single name. See:

® Configure Mobile Network Requests
® Set Up and Configure Web EUM

Review Defaults and Configure Databases and Remote Services, if Needed

AppDynamics automatically discovers "backends" such as databases, message queues, etc. by
following calls in the Java or .NET code. Look at the databases and remote services dashboards
to make sure all necessary backends are revealed. If needed, configure how backends are
detected.

Review Default Heath Rules and Set Up Policies

AppDynamics provides default Health Rules that define performance parameters for business
transactions, such as the conditions that indicate a slow transaction, or when too much memory is
being used. You can adjust the thresholds that define when a health rule is violated, create new
health rules, and set up policies to specify actions to automate when health rules are violated.

Review Default Error Detection

AppDynamics detects errors and exceptions. You can review and, if needed, modify the error
detection rules. For example, some errors you may want to ignore.

Explore Additional Data and Metric Features

Explore these features to gain more insight into application performance:

® Data Collectors

® Business Metrics

® (for Java environments) JMX Metrics
® Machine Agent Custom Metrics

Configure Advanced Features

Additional features you may want to use include:

® Custom Dashboards
® Automation
® AppDynamics Extensions and Integrations
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Start Monitoring and Troubleshooting

Start getting the benefits of AppDynamics! See:

®* AppDynamics in Action Videos
® AppDynamics Features

Questions?

For questions about using AppDynamics contact the AppDynamics Support Team.
Use a SaaS Controller

Your SaaS Controller URL

Login Credentials

Connecting Agents to Your SaaS Controller Service
SMTP Service for SaaS

Contact Support

If you are using the SaasS service for the AppDynamics Controller, simply open a web browser at
the URL of the AppDynamics Ul and log in with your AppDynamics credentials.

Your SaaS Controller URL

Your SaaS Controller URL is included in the welcome email from AppDynamics.

The URL is of the following form:

http(s)://<customer>.saas. appdynamni cs. conf control |l er

Login Credentials
Login credentials are included in the welcome email from AppDynamics.

To add additional login accounts contact the AppDynamics Support Team.

Connecting Agents to Your SaaS Controller Service

For agents to successfully connect to the Controller, configure the Controller host and port
information using either the controller-info.xml file or the system properties of your JVM startup
script.

To use HTTPS communication, enable SSL by setting the <controller-ssl-enabled> agent
configuration property to "True". For details see App Agent for Java Configuration Properties, App
Agent for .NET Configuration Properties, and Machine Agent Configuration Properties. See also |
mplement SSL on Saas.

®* The default ports for the SaaS Controller service are:
® Port 80 for HTTP
® Port 443 for HTTPS

. Important If you need to specifically open up the communication ports (80 or 443) for the
AppDynamics SaaS Controller IP address the subnet range is: 69.27.44.0/24.
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SMTP Service for SaaS

To enable email and SMS notifications you must configure SMTP. See Configure the SMTP
Server.
For SaaS users, AppDynamics has an SMTP service running on every machine.

The configuration is:

SMTP Host: localhost
SMTP Port: 25

No authentication is needed.

Contact Support

For questions about the service contact the AppDynamics Support Team.
SaaS Availability and Security

Service Availability

Customer Account Login Security
Hosting

Data Access

Data Collection

Data Communication

This topic summarizes the service availability and security AppDynamics provides for customers
who use the AppDynamics SaaS platform.

Service Availability

AppDynamics makes every best effort to operate and manage the AppDynamics SaaS

platform with a goal of 99.5% uptime Service Level Agreement (SLA), excluding planned
maintenance windows. AppDynamics actively monitors the latency of the SaaS platform 24/7 from
different locations around the world to ensure AppDynamics delivers the best quality of service.

Customer Account Login Security

The AppDynamics user interface (Ul) uses TLS 1.0 with AES 256 bit encryption terminated at the
server to ensure end-to-end security over the wire.

For additional security, AppDynamics can restrict Ul access to customer corporate networks. This
is available for dedicated SaaS hosting plans only.

Hosting

The AppDynamics SaaS platform (servers, infrastructure and storage) is hosted in one of the
largest Tier Il data centers in North America. The data center is designed and constructed to
deliver world-class physical security, power availability, infrastructure flexibility, and growth
capacity. The data center provider is SSAE 16 SOC 1 Type Il compliant, which means that it has
been fully independently audited to verify the validity and functionality of its control activities and
processes.

Every server is operated in a fully redundant fail-over pair to ensure high availability. Data is
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backed up nightly, stored redundantly and can be restored rapidly in case of failure. AppDynamics
also provides an off-site backup service that is available at additional cost.

Security updates and patches are actively evaluated by engineers and are deployed based upon
the security risks and stability benefits they offer to the AppDynamics SaaS platform and
customers.

Data Access

Access to the AppDynamics SaaS platform infrastructure and data is secured by multiple
authentication challenges including RSA and DSA key pairs, passwords, and network access
control lists. Infrastructure and data access is restricted to AppDynamics employees and
contractors, all of whom are under strict confidentiality agreements.

System and Network activity is actively monitored by a team of engineers 24/7. Failed
authentication attempts are audited and engineers are paged immediately so that any possible
intrusion or threat can be investigated promptly. Standard firewall policies are deployed to block all
access except to ports required for AppDynamics SaaS platform and agent communication.

Data Collection

AppDynamics agents collect metrics that relate to the performance, health and resources of an
application, its components (transactions, code libraries) and related infrastructure (nodes, tiers)
that service those components.

Data Communication

AppDynamics agents typically push data using one-way HTTP or HTTPS connections to a single
host (a Controller) which has been allocated to one or more customer accounts. AppDynamics
offers dedicated Controllers for customers who require their data to be isolated.

For added security, agents can be configured to send data using encrypted transmission by simply
selecting HTTPS port 443 and setting "controller-ssl-enabled" to true in the agent configuration.
AppDynamics agents also have built-in support for outbound HTTP proxies for customers using
these security mechanisms.

AppDynamics uses random staggering on agent data communication to the AppDynamics SaaS
platform so traffic is spread evenly to minimize bursts and spikes of network traffic from your data
center to the AppDynamics SaaS platform.

The following table shows typical bandwidth usage by number of agents, given the default agent
configuration and typical application conditions:

Number of Agents Typical Network Bandwidth Used (per minute)
1 300 Kbit to 500 Kbit
100 30 Mbit to 50 Mbit
1000 300 Mbit to 500 Mbit

These figures assume a 1:1 relationship between an agent and a JVM/CLR.

Get Started with AppDynamics On-Premise
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Follow these steps to get started .
with AppDynamics. Expert Advice

If you are reading a PDF of this
document, use your Help Center
login to access additional
documentation at http://docs.ap
pdynamics.com.

Deploying APM in the Enterprise... the Path of

the Rock Star
By Jim Hirschauer

® Design Your

AppDynamics Deployment

Size and Verify the Controller Environment

Download AppDynamics

Install the AppDynamics Controller

Install the AppDynamics App Agents

Install the AppDynamics Web and Mobile Agents

Review the Dashboards and Flow Maps

Review Defaults and Configure Business Transactions, if Needed
Review Defaults and Configure Client-Side Monitoring, if Needed
Review Default Health Rules and Set Up Policies

Review Default Error Detection

Explore Additional Data and Metric Features

Configure Advanced Features

Start Monitoring and Troubleshooting

Design Your AppDynamics Deployment

® | earn about Business Transaction Monitoring and identify which critical business
transactions you want to monitor.

® Learn about AppDynamics End User Experience and decide whether you want to use this
feature.

® | earn about how to map your application components to the AppDynamics business
application, tier, and node model. See Logical Model and Name Business Applications,
Tiers, and Nodes.

® Based on the model, plan how you will specify AppDynamics application, tier, and node
names during installation.

® Decide whether you want to monitor client-side usage with AppDynamics End User
Experience.

® For Java environments, decide whether you want to use object instance tracking.

Size and Verify the Controller Environment

® Verify that you have the resources to support system requirements and the Controller
performance profile. The profile reflects the number of nodes and AppDynamics applications
that the Controller will monitor. For details see Controller System Requirements.

Download AppDynamics

* Download the AppDynamics software components from the Download Center. For details
see Download AppDynamics Software.
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Install the AppDynamics Controller

The AppDynamics Controller is the central management server where all data is stored and
analyzed. All AppDynamics Agents connect to the Controller to report data, and the Controller
provides a browser-based user interface for monitoring and troubleshooting application
performance. A wizard installs the Controller in just a few minutes. Install the AppDynamics
Controller only if you are using the on-premise Controller deployment option.

® Follow the instructions to install an on-premise Controller.

® Important installation and configuration considerations include:
High Availability

Backups

SSL and Certificates

User Authentication with LDAP or SAML

Install the AppDynamics App Agents

AppDynamics Application Agents collect data from your application servers and other monitored
systems and report to the Controller. Install them on the application servers you want to instrument
and any other machines you want to monitor. Follow the instructions to install the AppDynamics
App Agents.

Install the AppDynamics Web and Mobile Agents

Install the client-side agents in your your mobile applications and web pages. See instructions for
mobile and web.

Access the AppDynamics Ul from a Browser

Once you have installed the Controller and agents, launch your web browser and connect to the
AppDynamics User Interface (Ul).

® For an on-premise Controller, the URL pattern is:

http://<controll er-host>:<controller-port>/controller

When using SSL, use port 443 or https to access the Controller.

Review the Dashboards and Flow Maps

AppDynamics automatically discovers the Business Transactions in your application environment.
Browse the Application Dashboard and see the Flow Maps to visualize your application. You can
resize and move icons around on the flow maps.

Review Defaults and Configure Business Transactions, if Needed

The default configurations may need to be further customized for your environment. For example,
AppDynamics may have discovered transactions that you want to group together or even exclude,
because you want to concentrate on the most important transactions. There may be business
transactions that are not yet discovered for which you need to configure detection rules. See:
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® Business Transaction Monitoring
® Configure Business Transaction Detection
Review Defaults and Configure Client-Side Monitoring, if Needed

You may want to refine the way AppDynamics names pages and mobile requests, for example, if
the data for multiple web pages would be better understood under a single name. See:

® Configure Mobile Network Requests
® Set Up and Configure Web EUM

Review Defaults and Configure Databases and Remote Services, if Needed

AppDynamics automatically discovers "backends" such as databases, message queues, etc. by
following calls in the application code. Look at the databases and remote services dashboards to
make sure all necessary backends are revealed. If needed, change how backends are detected.

Review Default Health Rules and Set Up Policies

AppDynamics provides default Health Rules that define performance parameters for business
transactions, such as the conditions that indicate a slow transaction, or when too much memory is
being used. You can adjust the thresholds that define when a health rules is violated, create new
health rules, and set up policies to specify actions to automate when health rules are violated.

Review Default Error Detection

AppDynamics detects errors and exceptions. You can review and, if needed, modify the error
detection rules. For example, some errors you may want to ignore.

Explore Additional Data and Metric Features

Explore these features to gain more insight into application performance:

Data Collectors

Business Metrics

(for Java environments) JMX Metrics
Machine Agent Custom Metrics

[ ]
[ ]
[ ]
[ ]
Configure Advanced Features

Additional features you may want to use include:

® Custom Dashboards

® Automation

® AppDynamics Extensions and Integrations
Start Monitoring and Troubleshooting
Start getting the benefits of AppDynamics! See:

® AppDynamics in Action Videos
® AppDynamics Features

Copyright © AppDynamics 2012-2014 Page 23


http://docs.appdynamics.com/display/PRO14S/Business+Transaction+Monitoring
http://docs.appdynamics.com/display/PRO14S/Configure+Business+Transaction+Detection
http://docs.appdynamics.com/display/PRO14S/Configure+Mobile+Network+Requests
http://docs.appdynamics.com/display/PRO14S/Set+Up+and+Configure+Web+EUM
http://docs.appdynamics.com/display/PRO14S/Databases+List+and+Dashboard
http://docs.appdynamics.com/display/PRO14S/Remote+Services+Dashboard
http://docs.appdynamics.com/display/PRO14S/Backend+Monitoring
http://docs.appdynamics.com/display/PRO14S/Health+Rules
http://docs.appdynamics.com/display/PRO14S/Policies
http://docs.appdynamics.com/display/PRO14S/Configure+Error+Detection
http://docs.appdynamics.com/display/PRO14S/Configure+Error+Detection
http://docs.appdynamics.com/display/PRO14S/Data+Collectors
http://docs.appdynamics.com/display/PRO14S/Business+Metrics
http://docs.appdynamics.com/display/PRO14S/Monitor+JMX+MBeans
http://docs.appdynamics.com/display/PRO14S/Add+Metrics+Using+Custom+Monitors
http://docs.appdynamics.com/display/PRO14S/Custom+Dashboards
http://docs.appdynamics.com/display/PRO14S/Automation
http://docs.appdynamics.com/display/PRO14S/AppDynamics+Extensions+and+Integrations
http://docs.appdynamics.com/display/PRO14S/AppDynamics+in+Action+Videos
http://docs.appdynamics.com/display/PRO14S/AppDynamics+Features

APPDYNAMICS

Download AppDynamics Software

® Accessing the AppDynamics Download Center
® Download Tips

AppDynamics Software Components

Access to Older Versions

Downloading from the Linux Shell

Learn More

Accessing the AppDynamics Download Center

You should have received a Welcome email from AppDynamics. The Welcome email contains
credentials for you to log in to the AppDynamics Support Center.

If you have not received this Welcome email, contact your AppDynamics Sales Representative or
email support@appdynamics.com.

Access the AppDynamics Download Center (http://download.appdynamics.com) and browse to the
appropriate section on the Download Center to download the relevant files.

Download Tips

Always copy or transfer the downloaded files in binary mode.

If you have downloaded a binary on Windows, and you are moving it to a Unix environment, the
transfer program must use binary mode.

1. For each file you download, verify that the download is complete and that the file is not
corrupted. Run a checksum tool and compare the results against the checksum information on the
download site.

AppDynamics Software Components

AppDynamics Description SaaS On-Premise
Software

Component

Controller Central management  N/A Required

server where all data
is stored and

analyzed.
Java App Server Instrumentation Agent Required for Java Required for Java
Agent for Java virtual

machines.

This component must
be installed on each
Java application
server you want to
instrument through
AppDynamics.
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.NET App Server
Agent

(includes a Machine
Agent by default)

PHP Agent

Machine Agent

GeoServer

Instrumentation Agent Required for .NET

for NET Common
Language Runtime
(CLR).

This component must
be installed on those
worker processes that
you want to
instrument through
AppDynamics.

App agent for PHP
installations.

Required for PHP

Collects hardware
performance metrics
and can be installed
on any machine in
your environment.
The Machine Agent
can be extended to
collect data from
other subsystems.

Optional

For End User
Management. See Cu
stomize Your Web
EUM Deployment.

Optional

Access to Older Versions

Required for .NET

Required for PHP

Optional

Optional

The AppDynamics Download Center provides downloads of older versions of the products.

® For On-Premise installations: Go to "AD Pro-OnPremise".
® For SaaS installations: Go to "AD Pro-SaaS".

On the top-right corner, click on the drop-down list to select the version that you want to download.

Downloading from the Linux Shell

To download AppDynamics software from a Linux shell, you can use the wget utility or cURL.

When using these tools, you first need to authenticate to the AppDynamics domain and store the
resulting session ID in a file. Next, send the request to download the software, passing the session
information file as a cookie.

For example, on Fedora you can use the following wget commands:
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wget --save-cookies cookies.txt --post-data
' user name=<USERNAME>&passwor d=<PASSWORD>"'
https://1 ogin. appdynani cs. com sso/ | ogi n/

wget --content-disposition --1oad-cookies cookies.txt '<URL_TO FILE>

On the Windows platform add the --no-check-certificate option.

The equivalent cURL commands are:

curl -c cookies.txt -d 'usernane=<USERNAVE>&passwor d=<PASSWORD>"
htt ps://1ogi n. appdynami cs. coni sso/ | ogi n/

curl -O -b cookies.txt <URL_TO FI LE>

You can discover the URL for the file to download at the AppDynamics Download Center.

Learn More

® Supported Environments and Versions
® Agent - Controller Compatibility Matrix

Quick Start for DevOps
Get Started

Get Started on SaaS
Get Started On-Premise

Features Overview

Tutorials for Java

Use AppDynamics for the First Time with Java
Understanding Events

Understanding Flow Maps

Understanding Slow Transactions
Understanding the Transaction Scorecard
Understanding Server Health

Understanding Exceptions

Learn More

Best Practices for Application Developers
Best Practices for Performance and Quality
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Set User Preferences
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Set User Preferences

® Change Account Settings
® To change your password
® To change your display name and contact email
® Configure View Preferences
®* To configure view preferences
¢ Advanced Features
® About Debug Mode

Users in the Controller Ul can change their passwords, account settings, date and time format,
and other user-specific settings in the User Preferences tab, as described by this topic.

Change Account Settings
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The account settings for a Controller Ul user include the user's password, display name, and
contact email.

Passwords and account settings are attributes of local user accounts (that is, AppDynamics
users). If your Controller is configured to use an external authentication mechanism to control
access, such as SAML or LDAP, you need to change the equivalent settings in the external
system instead.

To change your password

1.

2.
3.
4.

From the upper right menu bar of the Controller Ul, click the User icon and then My
Preferences.

Click the Change Password button.

Enter your current password in the Current Password field.

Type your new password in the New Password and Confirm New Password fields, and
then click Save.

You will need to enter the new password the next time you log in.

To change your display name and contact email

The display name is the name that the Controller uses to identify you in certain screen text and
messages. For example, it appears in notifications to other Controller users when you share a
dashboard with them.

1.

2.

5.

In the Controller Ul, access your user preferences by clicking the User icon and then My
Preferences.
Click the Edit Account button.
Note that your username cannot be changed. To effect a change of a username, you would
need to have an administrator delete your account and create another one with the new
name.
Enter new values for:

* Display Name: Your new display name in the Ul.

®* Email: The email address where you want to receive notifications from the Controller.
Enter your current password in the Current Password field. The Controller uses this field to
ensure your identity before making changes to your account. If you do not provide the
correct password, your changes will not be applied.
Click the Save button.

The change take effect immediately.

Configure View Preferences

The Controller Ul allows individual users to customize certain view preferences in the Ul, such as
the time and date format and style elements of the UI.

To configure view preferences

1.

2.

In the Controller Ul, access your user preferences by clicking the User icon and then My
Preferences.
In the View Preferences of the page, configure any of the following settings as desired:

* Date Format: By default, the format is MM/DD/YY (for example, 09/25/14). Choose an
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alternate format from the drop-down menu.

® Use 24 hour Time Format: Enable this option if you want the Ul to represent time in
24-hour time format instead of 12 hour clock format.

®* Enable Help Pop-ups: Help popups provide help text in context in the Controller UI.
By default, they are enabled. To prevent help popups from appearing in the Ul, clear
this checkbox.
Alternatively, you can prevent individual popups by selecting the Don't Show Again ¢
heckbox when the popup appears. To clear the list of popups marked as "Don't Show
Again", click the Reset All button.

® Graph Color Scheme for the Metric Browser: Select either Light or Dark to change
the metric browser color scheme.

® Graph Color Scheme for All Other Graphs: Select either Light or Dark to
change the navigation panel color scheme.

® Maximum number of Backends to display in graphical views: This setting limits
the number of backend systems that appear in flowcharts or other graphical depictions
of your application environment. The default is 20.

®* Font: Determines the font type used in the Ul. For screen text, the Controller Ul uses
a font set it embeds and manages by default. If the operating system of the computer
on which you access the Controller Ul uses a non-English language, you can
configure the Ul to use non-English languages by setting the font to use system fonts
instead. For more information, see Internationalization.

®* Mouse Wheel Legacy Mode: If scrolling in the Controller Ul using your mouse scroll
doesn't work properly, you should try enabling the Mouse Wheel Legacy Mode optio
n. This may be necessary if accessing the Controller Ul with certain older browsers.

3. You may need to log out of the Ul and log back in to see the effects of your changes.

Advanced Features

AppDynamics cloud automation features allow you to set up workflows that are triggered by policy
conditions. By default, the features are hidden in the Ul. You need to specifically enable the
features to configure cloud auto-scaling features.

To enable cloud automation features in the Ul, enable the Show Cloud Auto-Scaling option.
Enabling this option displays the Cloud Auto-Scaling link at the bottom left side of the Ul, under
the Alert & Respond menu.

See Workflow Overview for information about using cloud scaling automation features. See Policie
s for information about specifying policy conditions that trigger workflows.

About Debug Mode

The debug mode in the Controller Ul is primarily intended for internal use by the AppDynamics
development team.

In some cases, you may be asked to enable debug mode in consultation with AppDynamics
Support, for example, when you are troubleshooting an issue. However, it is important to note that
certain debug mode options can negatively impact Controller performance. For this reason, you
should only enable debug mode when directly advised to do so by AppDynamics Support.

Glossary
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Information Point

Key Performance Indicator
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Machine Agent
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Pageview
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REST

Request
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Tag, trace, and learn
Threshold

Trace, tracing
Transaction Correlation
Transaction Snapshot
Transaction Splitting
Workflow

Action

An action is an automatic response to an event, based on a policy. There are various types of
actions including sending alerts, taking diagnostic snapshots, remediation through scripts, cloud
auto-scaling, or custom.

Agent

In AppDynamics an agent collects data about an application (and optionally machine) performance
or about web page performance. AppDynamics has application server agents (app agents),
machine agents, mobile agents, and a JavaScript agent. For example, the App Agent for Java
intercepts the bytecode loading at the classloader and enhances it before it is loaded in the JVM.
See Bytecode Injection.

Alert

An alert notifies a recipient list of a problem or event; by email, SMS or customized to interface
with external notification systems.

Alert Digest

An alert digest compiles alerts and sends the compilation sent by email or SMS to a recipient list at
a configured time interval.

Anomaly Detection
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Anomaly detection refers to the identification of metrics whose values are out of the normal range,
where normal range is based on dynamic baselines that AppDynamics has created based on the
previous performance of these metrics.

Ajax Request

An Ajax request is a request for data sent from a page using the XHR API. This API is used to
send HTTP or HTTPS requests to a web server and to load the server response data back into the
requesting page. The Ajax request is tracked as a child of the requesting page using EUM.

Application Performance Management

Application performance management monitors and manages the performance and availability of
software applications in a production environment, focusing on relating IT metrics to business
values.

According to Gartner research, application performance management includes: end user
experience monitoring, application runtime architecture discovery and modeling, business
transaction management, application component deep-dive monitoring, and application data
analytics.

APM

See Application Performance Management.

App Server

An app server or application server provides software applications with services such as security,
data services, transaction support, load balancing, and management of large distributed systems.
Examples are a Java Virtual machine (JVM) or a Common Language Runtime (CLR).

App Server Agent

An app server agent or app agent monitors an application server. The App Agent for Java
monitors a JVM. The App Agent for .NET monitors a CLR. See Node.

Application
See Business Application.

Application Dashboard

The application dashboard graphically represents high-level structural and status information for a
single business application. The application dashboard includes a flow map, grid view, summary of
key performance indicators.

ART
See Average Response Time.
Average Response Time

Average interval between the time the user request is received by the application server and the
time that the response is returned to the application server. Does not include the network time for
the request to reach the server or the time for the response bytes to reach the caller. Different from
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End User Response Time.
Backend

A backend or backend node is a software component that is not instrumented directly, but the flow
of traffic to it can be monitored. Typical examples are a database or messaging service.

Background Task
A background task or a batch job is a scheduled program that runs without user intervention.
Baseline

A baseline provides a defined known point of reference for application performance. The baseline
is established by configuration or by observing current performance. Baselines can be static or
dynamic.

Baseline Deviation

A baseline deviation is the standard deviation from a baseline at a point in time. It is represented
as an integer value. Baseline deviation can be used to configure health rule conditions based on
the number of deviations. For example, you can configure a warning condition as 2 standard
deviations from the baseline and a critical condition as 4 standard deviations from the baseline.

Baseline Pattern

A baseline pattern defines the base time period of data used to create baselines. It can be a fixed
time range or rolling time range, in which the most recent x number of days is always used.

BCI
See Bytecode Injection.
Browser Snapshot

A browser snapshot presents a set of diagnostic data for an individual base page, iFrame or Ajax
request. The data reports the end-user's experience starting with the Web browser. Browser
snapshots are taken at periodic intervals and when certain performance thresholds are reached.

Business Application

An AppDynamics business application models all components or modules in an application
environment that provide a complete set of functionality. A business application usually does not
map directly to only one Java or .NET or PHP application, and often it maps to more than one.

Business Metric
See Real-time Business Metric and Information Point.
Business Transaction

A business transaction represents an aggregation of similar user requests to accomplish a logical
user activity. Examples of these activities include: logging in, searching for items, adding items to
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the cart, checking out (e-commerce); content sections that users navigate such as sports, world
news, entertainment (content portal); viewing a quote, buying and selling stocks, placing a watch
(brokerage). A single request is a business transaction instance.

Bytecode Injection

Bytecode injection modifies a compiled class at runtime by injecting code into it immediately before
it is loaded and run.

Call Graph

A call graph represents the calling relationships among subroutines in an application. It makes up
a part of a transaction snapshot that is used to identify root cause of a performance problem.

Compute Cloud

A compute cloud delivers computing and storage capacity as a service. Examples are Amazon
EC2, OpenStack, etc.

Controller

The Controller collects, stores, baselines, and analyzes performance data collected by app agents.
A Controller can be installed On-Premise or you can use the AppDynamics SaaS model.

Detection

Detection is the process by which AppDynamics identifies a business transaction or backend in a
managed application. Detection is also referred to as discovery.

Diagnostic Session

A diagnostic session is a session in which transaction snapshots are captured, with full call
graphs. A diagnostic session can be started manually through the user interface or configured to
start automatically when thresholds for slow, stalled, or error transactions are reached.

Discovery

See Detection.

Distributed Application

A distributed application runs on multiple computers in a network. Some of the computers can be
virtual machines.

End User Monitoring

End User Experience Monitoring (EUM) provides performance information from the point of view of
the client, whether that client is a web browser or a mobile native application. This is different from
other types of AppDynamics monitoring, which typically begin at the application server. EUM
collects a different set of metrics than the server-side app agents.

End User Response Time

Average interval between the time that an end-user initiates a request and the completion of the
page load of the response in the user's browser. In the context of an Ajax request, the interval
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ends when the response has been completely processed. Not to be confused with Average
Response Time.

Entry Point

An entry point begins or extends a business transaction. An entry point is usually a method or
operation in your application code. AppDynamics automatically detects entry points for common
frameworks, and you can configure entry points to customize how AppDynamics detects business
transactions.

Error

An error in AppDynamics indicates an unhandled exception in the context of a business
transaction, a logged error of the appropriate severity, or any exception called during an exit call,
which prevents the transaction from working properly.

Error Transaction

An error transaction is an error that occurred during transaction execution. An error transaction
can be caused by a logged error or a thrown exception.

Exception

An exception is a code-based anomalous or exceptional event, usually requiring special
processing. It can occur in the context of a business transaction and outside of a business
transaction

EUM
See End User Monitoring.
Event

An event represents an action or occurrence detected by the system that can be handled by the
system. There are different event types.

Exit Point

An exit point is a call from an app server to a backend database, remote service or to another app
server. AppDynamics automatically detects many exit points and you can configure custom exit
points.

Flow Map

A flow map graphically represents the tiers, nodes, and backends and the process flows between
them in a managed application.

Health

Health in AppDynamics refers to the extent to which the application being monitored operates
within the acceptable performance limits defined by health rules. Health is indicated by a
green/yellow/red color scheme.

Health Rule
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Health rules allow you to select specific metrics as key to the overall health of an application and
to define ranges for acceptable performance of those metrics. AppDynamics supplies default
health rules that you can customize, and you can create new ones.

Health Rule Violation

A health rule violation exists if the conditions of a health rule are true.

High Availability (HA) Cluster

A cluster of computers that hosts duplicate server applications with the purpose of reducing down
time. The HA cluster, also called a failover cluster, is enabled by redundant systems that
guarantee continued delivery of service during system failure.

Histogram

A histogram is a graphical representation of the distribution of data, shown as adjacent rectangles,
erected over discrete intervals (bins), with an area proportional to the frequency of the
observations in the interval.

Home Page

The Web page you see when you first log into the AppDynamics Controller, before you have
selected an application. See AppDynamics Home Page.

iframe

An iframe is an "inline frame", an HTML document that is embedded in another HTML document.
It is tracked as a child page using EUM.

Information Point

An information point instruments a method in application code outside the context of any business
transaction. It is used for monitoring the performance of the method itself or for capturing data from
the method's input parameters or return value.

Key Performance Indicator

Key performance indicators are main metrics that an organization uses to measure its success. In
AppDynamics, the key performance indicators are assumed to be load (number of calls and calls
per minute), average response time, and errors (number of errors and errors per minute.)

KPI
See Key Performance Indicator.

Machine

A machine consists of hardware and an operating system. It hosts application services and it can
be virtual.

Machine Agent

A machine agent instruments a machine to report data about hardware and the network to the
Controller. AppDynamics provides both a Standalone Machine Agent and an embedded machine
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agent in the App Agent for .NET. The Standalone Machine Agent functionality can be extended to
add additional metrics.

Managed Application

A managed application is an application with servers that are instrumented by AppDynamics.
Match Condition

A match condition frames a test consisting of a match criterion (such as a method name, servlet
name, URI, parameter, hostname, etc.), a comparison operator typically selected from a
drop-down list, and a value. Used in many types of AppDynamics configuration to specify entities
to be included in or excluded from monitoring.

Node

A node is an instrumented Java application server or an instrumented Windows .NET application
(IIS, executable, or service.) Instrumentation is accomplished by installing an AppDynamics App
Agent. Nodes belong to tiers. See Tier.

On-Premise

On-Premise refers to an AppDynamics Pro installation where the controller is installed on
machines at your site. Alternatively, AppDynamics offers AppDynamics Pro as an SaasS.

Pageview
A pageview is an instance of a web page being loaded into a Web browser.
Policy

A policy consists of a trigger based on events and an action respond to the event. A policy
provides a mechanism for automating monitoring, alerting, and problem remediation.

Real-time Business Metric

Metric that measures items such as revenue per transaction, number of orders, number of credit
card purchases and so on. Differ from a performance metric, which measure the performance of
the application. Implemented through Information Pointss.

Remote Service

A remote service provides a service to a distributed application outside of the JVM or CLR.
Examples are a Java Message Service or Web Service. See Backend.

REST

The AppDynamics REST API is implemented using Representational State Transfer (REST)
Services. You use the REST API to retrieve information from AppDynamics programmatically.

Request

A request is a single instance of a business transaction; for example, 500 requests per minute for
the "Checkout" business transaction.

SaaS
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SaaS is an acronym for Software as a Service. AppDynamics provides AppDynamics Pro as an
SaaS where the controller is hosted on AppDynamics in-house machines and monitors your
applications, communicating over the internet with app server, Java, .NET, infrastructure, and
database agents installed in your environments. You can, alternatively, install the AppDynamics
Pro controller on your own equipment, an installation type referred to as On-Premise.

Scorecard

A visual summary of the performance of a business transaction within a specified time range,
covering percentage of instances that are normal slow, very slow, stalled or errors.

Task
A task codifies a unit of work as a set of instructions and is a component of a step in a workflow.
Tier

A tier represents a key service in an application environment, such as a website or processing
application. A tier is composed of one or more nodes or one or more backends. See Node and Ba
ckend. An "originating tier" is the tier that receives the first request of a business transaction. A
"downstream tier" is a tier that is called from another tier.

Tag, trace, and learn

Tag, trace, and learn is a methodology used for tracing code execution and discovering the
business transaction context.

Threshold

A threshold is a configurable boundary of acceptable or normal business transaction or
background task performance.

Trace, tracing

Tracing is following the execution of software code and recording information about the execution,
usually for debugging or performance monitoring purposes.

Transaction Correlation

Transaction correlation is the internal mechanism that allows AppDynamics to do transaction
tracing in modern web applications, tying together distributed components into a single entity, the
business transaction, for monitoring purposes.

Transaction Snapshot

A transaction snapshot depicts a set of diagnostic data for an individual business transaction
across all app servers through which the business transaction has passed. The data reports the
user's experience starting with the application server. A transaction snapshot is taken at a specific
point in time.

Transaction Splitting

The process of using a dynamic value to customize how Business Transactions are identified.

Workflow
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A workflow builds a sequence of steps in which each step consists of one or more tasks that are
executed on a machine instrumented by a Standalone Machine Agent.

Tutorials for Java

This section provides tutorials for tasks in AppDynamics.

Quick Tour of the User Interface

3

< > I O < PREV NEXT

Troubleshooting Application Errors

Identifying and troubleshooting errors in your Java application.
Overview Tutorials for Java

Quick Tour of the User Interface
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Use AppDynamics for the First Time with Java

® All Applications Dashboard
® Application Dashboard

Time Range

Flow Map and KPIs
Events

Transaction Scorecard
Exceptions and Errors

® More Tutorials

This topic assumes that an application is already configured in AppDynamics, and uses the Acme
Online application as the example. It also assumes that you have already logged in to
AppDynamics.

This topic gives you an overview of how AppDynamics detects actual and potential problems that
users may experience in your application - transactions that are slow, stalled or have errors - and
helps you easily identify the root causes.

All Applications Dashboard

When you log into the Controller Ul you see the All Applications dashboard.
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The All Applications dashboard shows high-level performance information about one or more
business applications. Load, response time, and errors are standard metrics that AppDynamics
calls "key performance indicators" or "KPIs". The others are:

Health Rule Violations and Policies: AppDynamics lets you define a health rule, which consists
of a condition or a set of conditions based on metrics exceeding predefined thresholds or dynamic
baselines. You can then use health rules in policies to automate optional remedial actions to take if
the conditions trigger. AppDynamics also provides default health rules to help you get started.

Business Transaction Health: The health indicators are a visual summary of the extent to which
a business transaction is experiencing critical and warning health rule violations. See the slow
transactions tutorial.

Server Health: Additional visual indicators that track how well the server infrastructure is
performing. See the server health tutorial.

Application Dashboard

Click an application to monitor, one that has some traffic running through it. The Application
dashboard gives you a view of how well the application is performing.
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You see the dashboard for your application. The flow map on the left gives you an overview of
your servers (application servers, databases, remote servers such as message queues, etc.) and
metrics for the calls between them. Click, hold and move the icons around to arrange the flow
map. Use the scale slider and mini-map to change the view.

Time Range

From the time range drop-down in the upper-right corner select the time range over which to
monitor - the last 15 minutes, the last couple of hours, the last couple of days or weeks. Try a few
different time ranges and see how the dashboard data changes.

Flow Map and KPls

In the flow map, click any of the blue lines to see more detail on the aggregated key performance
metrics (load, average response time and errors) between the two servers. See the flow maps
tutorial.

The graphs at the bottom of the dashboard show the key performance indicators over the selected
time range for the entire application.

Events

An event represents a change in application state. The Events pane lists the important events
occurring in the application environment. See the events tutorial.

Transaction Scorecard

The Transaction Scorecard panel shows metrics about business transactions within the specified
time range, covering the percentage of instances that are normal slow, very slow, stalled or have
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errors. Slow and very slow transactions have completed. Stalled transactions never completed or
timed out. Configurable thresholds define the level of performance for the slow, very slow and
stalled categories. See the Transaction Scorecard tutorial.

Exceptions and Errors

An exception is a code-logged message outside the context of a business transaction. An error is
a departure from the expected behavior of a business transaction, which prevents the transaction
from working properly. See the exceptions tutorial.

More Tutorials
Monitoring Tutorials for Java
Tutorial for Java - Events

® Monitoring Events
® Filtering Events

Monitoring Events

1. From an application, tier or node dashboard, look at the Events panel.
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of the event by tier and node.

| Application Changes
| Application Deployment
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| Application Configuration Change

|
‘ /| AppDynamics Config Warnings
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‘ /| Gustom

‘ FILTER BY OBJECT

i » Business Transactions

» Tiers [ Nodes

Custom Dashboards

The Events panel shows all the events that are monitored by AppDynamics. There are several
types of events:

® Health Rule Violation Events include business transaction health rule events such as
average response time, and server health events such as Java VM Heap Utilization
Thresholds. To change what generates a health rule event, see Health Rules.

® Slow Transaction Events occur when slow, very slow or stalled transactions are detected.
See Configure Thresholds.

®* Error Events occur when application exceptions are thrown or HTTP Errors are returned.
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See Configure Error Detection.

® Code Problem Events occur when a code deadlock is detected or a resource pool is
utilized beyond the specified threshold. For example this event occurs when a JDBC
connection pool is above 80% utilized or when a java.lang.Thread is deadlocked.

® Application Change Events occur when administrative changes are made to an application
tier. For example, this event occurs when an application server instance is restarted or when
a Java VM option is modified on an application server. See Monitor Application Change
Events.

* AppDynamics Config Warnings occur when the AppDynamics infrastructure needs
attention. For example, when the Controller detects low disk space conditions on its host the
policy associated with this event type occurs. See AppDynamics Administration.

® Custom events are user-defined events. See Events.

2. To get details click an event in the list. For example, click a slow request event to see the details
of the request in the transaction flow map so you can start troubleshooting the slow request.

USER EXPERIENCE ~ EXECUTION TIME TIMESTAMP BUSINESS TRANSACTION REQUEST GUID Archive | %
VERY_SLOW 1390 ms 08/24/12 9:17:08 AM ‘productioutdoor 01af587f-dd7e-43ad-Bde3-419c0e86 1414

Transaction Snapshot Flow Map v L

E

WYSQL-ApDynamics
|

| 3
NEWSCHEMA-MYSQL

JDBC 432 ms(31.1 %)

| o

| 865 ms (62.2 %)
JDBC 240 ms(17.3 %) 0 ms(0 %)
|

START

| .
1Tier

»
HTTP 0 ms(D %)
|

A
|

309 ms (22.2 %]
0 ms(0%)

(close)

For more information on resolving issues related to slow transactions, see Troubleshoot Slow
Response Time for Java.
Filtering Events

You can filter events by type in the Events panel. Click the type of event you want to see and click
Search. For example, to see only Deadlocks and Resource Pool Exhaustion events select the
Code Problem Event and click Search.
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Tutorial for Java - Flow Maps

Flow maps show the health of your application, all tiers, and the communication between the tiers.
It includes summary indicators such as call rates and error rates:
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Application Flow Map v

w @ Events
Application Changes 4
Business Transaction Health
66 calls / min, 546 ms
Ociitcal, 0 warning, 7 normal
Server Health
132 calls/min, 4 ms__ % > i
264 calls / min, 549 ms - .\ 33 calls/min, 3 ms 0 critial, 1 wiarning, 3 normal
2Tier %
r —r < 1calls / min, 0 ms Transaction Scorecard
Ll Normal [ 100.0% 132
L 3 1782 calls/min, 4 ms % . oo
1Tier \ N | Siow
\ 00%
3Tier 1 0.0%
s ] 00%
7128 calls/min, 4 ms
Exceptions
Exceptions 0 total <1 /min
HTTP Error Codes 0 tetal <1 /min
Error Page Redirects 0 tetal <1 /min
MY SQL-AppDynamics
Explain this View NEWSCHEMA-MYSQL Not comparing against Baseline data
Load 132 cate 12 imin Response Time (ms) 549 me average Errors 0% 0 ioa 0 imn =]

600
120

400
@

© 200

fsu) awiy asuodsay
v/ 03

o o
BII3AM  B:SAM  BU7AM  BI9AM  B2LAM  B23AM  B2SAM  B27A1  BU3AM  BISAM _ B7AM  BUI9AM  BI2IAM  BI23AM  BSAM  B27Al  Bi3AM  BISAM  BU7AM  BI9AM  B2IAM  B23AM _ B2SAM 827

Visual indicators quickly show you problem tiers and healthy tiers. Below you can see tier 1 is
experiencing very slow response times, while tier 2 and tier 3 are healthy:

Copyright © AppDynamics 2012-2014 Page 47



APPDYNAMICS

A

(KN conpare - |

Help  Logout user]

last 15 minutos

¥~ Dashboara Top Business Transactions Transaction Srapshots Transaction Analysis
Application Flow Map v S EE X {3 O Events
Application Changes 4

Business Transaction Health
66 calls / min, 546 ms

Ocriial, 0 warning, 7 normal
Server Health
132 calls/min, 4 ms__ ﬂb > er(er -
264 calls / min, 549 ms ' \ 33 callsimin, 3 ms el 1 aming 3 sl
2Tier
v \\ < 1calls / min, 0 ms Transaction Scorecard
Normal N 100.0% 132
1782 calls/min, 4 ms %
\§ ] Siow 0%
: Very Slow 0.0%
3Tier sais ] 0%
Very/Slow/Response/Times . e 00%
Exceptions
Exceptions 0 telal <1 /min
HITP Errr Codes 0 teal <1 /min
Ermor Page Redirects 0 teal <1 /min
MYSQL-AppDynamics
Explain this View NEWSCHEMA-MYSQL Not comparing against Baseline data
Load 132 caie 12 imin Response Time (ms) T p— Errors 0% 0 0 fmn o

120

g
v om0
El

i/ si0u3

(su) awiy asuodsay

Custon Dashboards o o
BUIZAM  BSAM  Bu7AM  BHOAM  BLAM  B3AM  BSAM  B27A  BUSAM  BUSAM  Bu7AM  BUIOAM  BiJIAM  B3AM  BISAM  B7Al  BU3AM  BUSAM  BuJAM  BHOAM  BIAM  B3AM _ BSAM 827

By default, the flow map computes tier health by comparing the state of the tier averaged over the
last 15 minutes against the daily trend (the 30 day rolling average). You can change the time
window for baseline comparison using the time window pull down menu. You can also disable
baseline comparisons:

£
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You can change the time range displayed in the flow map by changing the time window using the
time window pull down menu. Changing the time range effects the entire dashboard:
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You can troubleshoot a problem system call by clicking on a the tier's

subset of the system involving the tier:
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To view the slow response times in detail click on the slow response time menu:
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From the transaction snapshot you can troubleshoot the slow transaction:
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For more information on resolving issues related to slow transactions, see Troubleshoot Slow
Response Time for Java.

Tutorial for Java - Server Health

® About Java Server Health
® |[earn More

About Java Server Health

By default, AppDynamics provides predefined rules for CPU utilization, physical memory
utilization, JVM heap utilization, and CLR heap utilization. For example the default health rule for
CPU utilization triggers a warning when a node exceeds 75% CPU utilization and triggers a critical
event when CPU utilization is 90% or above.
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lth Rule Violations
: Server Health Server Health
» Alert & Respond . c
+ Anaive Rule Violations
nalyze 2 critical, 1 warning, 2 normal
» Configure / .
1262 calls / min/128 ms Transaction Scorecard
i‘ Y rormal [ 1000% 189k
L - 5 .
[ & 7689 callsimin, 0 ms Slow 0.0% z
ECommerce Server Vary Slow Do
) stalls 1 0.0% 4
' Errars [ ] 184% 3.5k
APPDY-MySQL DB-LOCALHOST
Explain this View Exceptions o
Load 18,936 Laie 1.262 i min Response Time (ms) 128 e average Errors 18.4% 3.5K otal 232 tmin [m]
P
e ’:’\ = \_/ .\ / P _f\_.
LA = S5 oW - W p—
X /» v \_/\)/’ er /,\_\‘ /xfi -
. m . v
Custom Dashboards = 150
10:00 AM 10:03 AM 10:06 AM 10:09 AM 10:12 AM 10:00 AM 10:03 AM 10:06 AM 10:09 AM 10:12 AM 10:00 AM 10:03 AM 10:06 AM 10:09 AM 10:12 AM

Copyright © AppDynamics 2012-2014 Page 51


http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Slow+Response+Time+for+Java
http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Slow+Response+Time+for+Java

APPDYNAMICS

Node health is driven by node health rules. The following example shows that Node 8003 is
experiencing a JVM heap health rule violation; all of the heap is consumed.

Help  Setup  Logout useri S

tore Application » Servers » [EETISECTIIUTES ? <t‘>

Health Hardware Memory

L 3 4 ) ACME Bc

3 Tiers 5 Nodes 0

iew Dashboard  elfa Greate Tier

Mame JVM % Heap Max Heap JVM CPU Burnt (. GC Time Spent (. Major Collections  Major Col time p_.  Minor Callections  Minor Col time per

¥ | ECommerce Server 21.8 455 4347 230 <1 /min 3 total 40 12 imin 365 total 190

I Node_Booo 2130 455 2407 188 <1 /min 0 total 0 12 imin 183 total 188

I Node_Bo03 100.0 I 455 4287 27 <1 /min 3 total 73 12 imin 182 total 192

v |, Inventory Servar 108 21 <1 Jmin 0 total a 3 frmin 44 tatal 21

| Mods_Booz 108 21 <1 Jmin 0 total a 3 frmin 44 tatal 21

] v |l Order Processing Servar 121 . 4 <1 Jmin 0 total a < 1 imin 3 total 4
Databa | Mods_8001 1214 Cr|t|Cal LJVM 4 <1 Jmin 0 total a <1 imin 3 total 4
Remote Senic | Mods_8004 Heap Ugage -

Health Rule Violati
» Alert & Respond
» Analyze

» Configure

Help Setup Logout user1

ACME Book Store Application P N E PR T @l Health Rule Violations ? %
Business Transactions v DA .)\ # View All Health Rule Violations in the Tims Range

Viewing 3 of 3 Health Rule Violations O

Servers Show Filters  View Health Rule Violation Detalls  Gonfigurs View Only Health Rule Violations Open Mow

v App Servers Stalus  Health Rule Description StartTime | End Time  Duralion  Affects

. o Open JVM Heap utilization is too high Appdynamics has detected a problem with Node 12/08/13 - Ongaing (1 l_ ECommerce Server
ECommerce Server Mode_8003. 12.23:55 dar, 1 g joge g0
Node Health - Hardware, JVM, CLR  jym Heap utilization is too high started violating and is ~ AM hours, 11 =
Node_8000 (cpu, heap, disk IO, etc) now critical minutes)
5 All of the following conditions were found to be violating
Node_8003 For Node Node_8003:
Inventory Server View
Node 8002 Open JVYM Heap utilization is too high Appdynamics has detected a problem with Node 12/08/13 - Ongaing (1 l_ ECommerce Server
Ll . Node_6000 12:23:55 dar 11 g e san
- o Wods Health - Hardware, J\VM, CLR  jym Heap utilization is too high started viclating and is ~ AM hours, 11 =
" b Order Processing Server (cpu, heap, disk /0, etc) now warning. minutes)
All of the following conditions were found to be violating
Databases For Node Node_8000:

Remote Services

View

Events o Open TTT Appdynamics has detected a problem with Business 1210913 - Ongaing (8 nU:-crLacun.mcmhcr\_oqin
- Transaction UserLogin.memberLogin minutes)
» End User Experience Business Transaction Performance 7T startad violating and is now critical

(load, response time, slow calls, et¢)  ay; f the following conditions were found to be violating

v Troubleshoot For Business Transaction UserLogin.memberLogin:
1) condition 1

Slow Response Times

Wiew
Errors

Health Rule Violations a

There are many types of health rules and each defines a condition or set of conditions in terms of
a certain set of metrics that serve as health indicators of your application component. For example,
the Business Transaction Performance health rule defines a set of conditions in terms of business
transaction metrics, while the Node Health-Hardware,JVM,CLR health rule defines a set of
conditions in terms of hardware metrics.

To change or add a new health rule, see Configure Health Rules.
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\pplication -« o )  ACME Boc e Application » Alert & Respond » ECEEGIIITTS
Health Rules | Evaluate Haalth Rules 4 JVIM Heap utilization is too high
+ - Filters v O Current Evaluation Status Evaluation Evants
Mame Type Enabled  Current Health Rule Evaluation Status For: JVI Heap utilization is too high
Busingss Transaction response times  Business Transaction Parformance v This is a list of what this Health Rule affects, and the status of the latest evaluation

is much higher than normal

Business Transaction error rate is  Business Transaction Performance

much higher than normal v Tier Policy Executed On Ouerall taj
CPU uiilization is ton high Node Health - Hardware, JWM, CLR . ECommarce Server Nods_8003 [
[REATTE=RE  Edit Health Rule - JVM Heap utilization is too high _Ox
JYM Heap utilizatio  OYERVIEW Overview
) AFFECTS
VM Garbage Calles Name | JVM Heap utilization is toa high
CLR Garbage Callee. CRITICAL CONDITION Enabled ||
high
WARNING CONDITION Type Overall Application Performance (ioad, response time, num slow calls, etc)
Business Transaction Performance {load, response time, slow calls, etc)
R [ Nod: Health - Transaction Performance (load, response time, siow calls, etc)
Alert & Respo
Alert & Respond Node Health - Hardware, JVM, CLR (cpu, heap, disk 110, etc)
Ba Node: Healih - JMX (connection pools, thread pools, etc)
Healtn Rules
Error Rates (exceptions, return codes, efc)
Actions
Custom (use any matrics)
Email Di
- When s this Health Rule Enabled?  Always [«
Analyze
Comk e During these times:

Usethelast | 30 v | minutes of data when evaluating the Health Rule

Wiait Time after Viclation  Health Rules are evaluated every minute.
If a Health Rule violation occurs, wait |30 minutes before evaluating it again for that aflected entity (Business Transaction, Tier, Node, atc)

For example, if a Health Rule violates for Business Transaction ‘Checkout at 1:00pm, and this walt time is set to 30 min, then the Health Rule will not be
evaluated again for ‘Checkout' until 1:30pm.

Cancel Next > Save
Close

You can control the scope of a health rule to a specific application component. For example, for
Node Health, you can choose between scoping to tiers or nodes. For tiers, you can apply the
health rul to all tiers or to specific tiers only. For nodes, you can apply the health rule to all nodes.
If you have a large cluster, you can choose specific nodes as well.

Edit Health Rule - JWVM Heap utilization is too high

OVERVIEW

What does this Health Rule affect?

AFFECTS Tiers
CRITICAL CONDITION @) Nodes

WARNING CONDITION .
Select what Nodes this Health Rule affects

Type of Nodes | Java Nodes w

All Nodes in the Application -

All Modes in the Application
. ) . {b his Health Rule affects all Nodes in the Application iii ACME Book Store Application
Nodes within the specified Tiers:

These specified Nodes:

MNodes matching the following Criteria:

Cancel < Back Next > Save
Close

Once you scope the health rule, you can define the triggering conditions of the health rule. There
are two status condition sets, warning and critical, which can be defined independently of each
other. Each status condition set consists of atomic conditions that must either be ALL met or have
ANY that are met in order to trigger the status condition. Atomic conditions are based on
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predefined metrics that serve as health indicators of your application component. If you cannot find
a Health Rule type that has a predefined metric that meets your needs, you can add a metric using
custom monitors or create a JIMX metric from MBeans and use a Custom Health Rule.

Edit Health Rule - JVM Heap utilization is too high

OVERVIEW " " _ _
Critical Condition D-I Copy from Warning Condition

AFFECTS

If of the following conditions are met: Add Condition
CRITICAL CONDITION i +

of JvM|Memory:Heap|Used % | o,
is | > Specific Value v 20

of Selecta Metric |, &,

condition 2 -
is = Baseline Select a Metric  aseling] - ‘ by [Select Unif] -

WARNING CONDITION

Select Node Metric *

» B 2oent ~
» [lm Hardware Resources
-
1. JVM|Classes|Current Loaded Class Count
L. JV¥M|Classes|Total Classes Loaded
1. JVM|Garbage Collection|GC Time Spent Per Min (ms)
L. JVM|Garbage Collection|Major Collection Time Spent Par M
L. J¥M|Garbage Collection|Number of Major Collections Per M
1. JVM|Garbage Collection|Minor Callection Time Spent Per M
L. JV¥M|Garbage Collection|Number of Minor Collections Per
L. J¥M|Memory:Heap|Committed (MB) e | Cancel ‘ | < Back | ‘ Next > | ‘ Save

Close

L. JVM[Memory:Heap|Current Usage (MB)

L. JVM|Memory:Heap|Max Available (MB)
1. JVM|Memory:Heap|Used %
L. JVM[Memory:Non-Heap|Committed (MB)

1. JVM|Memaory:Non-Heap|Current Usage (MB)

Cancel

After defining Health Rules, you can use the Health Rule Violation Events in policies to trigger acti
ons that can notify Administrators via email or SMS systems or perform some other action.
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Enabled | Actions to Execute

Name, Enabled

TRIGGER This Policy will fire when v any of these Events occur on » any object

ACTIONS.
Health Rule Violation Events Other Events

] Hesltn Rule Vioation tarad - arning o [ e
] Hesltn Rule Vitston starta - Crl

] Heath Rule Vil Upgraded - Warning o Criical [] Emors

[ Hesltn Rule Vilston Dosngraded - Cral to Waring » [ Coe Protiems

D Health Rule Violation Ended N D Application Ghanges

What Health Rulss? » | Aspoynaics Conflg Warnings

) Any Health Rule

() These Health Rules:

Create Poli

Enabled [w]
TRIGGER Actions to Execute

ACTIONS +

ype [ View Acton Executions

 this Policy fires in response o an Event, the Actions that are sxecuted wil be visible in the ‘Actions'

s Acti olumn on the Events screen
elect Action jew Events
e
pel e e Bt &y
- 5 el cton execuion can be suppressed for certain Tiers / Nades and fime period (for example, to siop
FILTERT] | [N | Diag | R 11| ]| Custom Actions Cloud Auto-Scaling cfcations while maintenance is taking place)

Name Require Approval  Type onfigure Action Suppression

& i@a.com No Email

©  cancel <Back Noxt save
Create Action Cancel Select

Learn More

® Troubleshooting Server Health, AppDynamics in Action video
Tutorial for Java - Transaction Scorecards
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X Help Logout user1

= « N MyApp Y4y Compare last 5 minutes

Iy,
" Dashboard Top Business Transaction Transaction Snapshat: Transaction Analysis

Business Transactions

Application Flow Map - ¥ E v w oy M Events
Code Problems 1@

Business Transaction Health

286 calls / min, 608 ms 286 calls / min, 545 ms
143 calls/min, 2 ms Business
Transaction

& L&)
Scorecard

1Tier ZTier', Server Health
Y

7722 callg/min, 4 ms

0 critical, 0 warning, & normal

0 critical, 0 warning, 3 narmal
Transaction Scorecard

vornl [ o2 560
i

Slow 0.0%
Very Slow 77% 55
' Stalls 1 0.0%
' ¥ SaL-AppDynamics Errors 1 0.0%
MEWSCHEMA-MYSOL
Exceptions
Exceptions d total =1 /min
HTTF Error Codes 0 total =1 /min
Error Page Redirects 0 total =1 Smin
Explain this View Mot comparing against Baseline data
Load 715 caie 143 ;1 Response Time (ms) BB e avernge Errors 0% 0 0 imin ]
200 o 1200
160 > 5
- m
b / § H00 y 3
- 120 g ) ) y -'f'_ o
3 w0 R 3
40 Kl
2
Custom Dashboards ] ~ "

B:45 AM  B:46 AM  B:47 AM B:4BAM B:49 A1 B:45 AM  B:46 AM  B:47 AM B:48 AM B:40 A1 B:r45AM  B:46 AM  B:47 AM B:48AM B:49

Transactions are categorized as Normal, Slow, Very Slow, Stalled, or Errors, which are
determined by thresholds and the AppDynamics error detection subsystem. Thresholds can be
static or dynamic; dynamic thresholds are based on historical data. The Transaction Analysis
Histogram shows the distribution over time.
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‘v

 Show Events | Show Normal Transactions

Dashboard Top Business Transactions

ishow event filters)

220 —
200 —
180 —
160 —
140 —
Q120 —
=
100 —
80 —
60 —
40 —

20 —

1
Bi52 AM

Transaction Snapshots

Show Response Time

Bi53 AM

Transaction Analysis

W Normal Slow Very Slow [l Stall

Very Slow
Transactions

Normal
Response
Times

B:54 AM Bi55 AM Bi56 AM

W Error

» Response Time

— 2200

— 2000

— 1800

— 1600

— 1400

— 1200

— 1000

— B00

— 400

— 200

(SW) IWTL ISHOJSTY DAY

Default Transaction Thresholds can be viewed here:

0 MyApp

.
Hida Tree

b Default Thresholds
Events » % Individual Transaction Thresholds
Troubleshe

R

Ermors

Navigate
Here
Instrumentation

Slow Transaction Threshalds

Custom Dashboards

BY Refresh Tree

» Configure »

—_—N
—_—

Slow Transaction Thresholds

User Transaction Thresholds | Background Tasks Thresholds

User Transaction Thresholds

This section lets you configure Slow Transaction Thresholds, and when to trigger Diagnostic Sessions.

w Slow Transactions Thresholds

Every Transaction that is processed by the Application will be categorized as normal, slow, very slow, or stalled based on these threshoalds.

Slow Transaction Threshold

More than % slower than the average of the last |2 hours v
Greater than Milliseconds

®) Greaterthan |3 Standard Deviations for the last |2 hours v

Very Slow Transaction Threshold
Wore than 9% slower than the average of the last |2 hours v
Greater than Millissconds

®) Greaterthan |4 Standard Deviations for the last 2 hours =

© stall Threshold

Disable Stall detection

. ‘@) Stall oceurs when a transaction takes more than | 45 seconds.

Stall occurs when a transaction's response time is deviations above the average for the last 2 hours

Apply to all Existing Business Transactions

w Diagnostic Session Settings

Diagnostic Sessions are started to capture detailed Transaction Snapshots including ful call graphs

®- Configure thresholds for when Diagnostic Sessions will be started
Diagnostic sessians are started after a series of slow or ermor Transactions.
ios Nizorgel Loacethon (20

o2 of iy i " ihe S Throchold L houal

This section configures when Diagnostic Sessions are started and how they run

Save Default Slow Transactions Thresholds

If you want to change the thresholds for all or individual transactions see the transaction threshold
policy configurations (see below). See Thresholds.
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=
_
"
-t
Hide Tree

Set Individual
Business
Transaction

. Thresholds

Py Default Thresholds

saction Thresholds - /http/to3d

U configure Slow Transaction Threshalds, and when to trigger Diagnostic Sessions

¥ = Individual Transaction Threshold
B httpitoad

B /processorderielectronics

esholds for all Business Transactions
View /hittp/to3d Dashboard

B /productfurniture
B /productindoar
B /productioutdoor

w Slow Transactions Thresholds

Every Transaction that is processed by the Application will be categorized as normal, slow, very slow, or stalled based on these thresholds.

B/qusterequest Slow Transaction Threshold
More than % slower than the average of the last |2 hours -
Graater than Milliseconds

ﬁ #) Greaterthan |3 Standard Deviations far the last | 2 hours -

Very Slow Transaction Threshold
More than % slower than the average of the last | 2 hours

Greater than Milliseconds
_* @) Greaterthan |4 Standard Deviations for the last |2 hours  w

© stall Threshold

Disable Stall detection

ﬁ @) Stall occurs when a transaction takes more than | 45 seconds.

Stall occurs when a transaction's response time is deviations above the average for the last 2 hours

Save Slow Transactions Thresholds

w Diagnostic Session Settings

Diagnostic Sessions are started to capture detailed Transaction Snapshots including full call graphs. This section configures when Diagnostic Sessions are started and how they run.

“»- Configure thresholds for when Diagnostic Sessions will be started

Diagnostic sessions are started after a series of slow or error Transactions

Refresh Tree

To troubleshoot slow transactions, see Troubleshoot Slow Response Times for Java.

By Default, errors are determined when HTTP Error Codes are returned and by default
AppDynamics instruments Java error and warning methods such as logger.warn and logger.error.
AppDynamics captures the exception stack trace and automatically correlates it with the request.
To learn how to change this, such as to reduce the number of errors reported by AppDynamics by
default or to add redirect error pages, see Configure Error Detection.

Troubleshooting Tutorials for Java
Tutorial for Java - Business Transaction Health Drilldown

omm-lﬂ-E
. . . VIDEQ
Business Transaction Drilldown

Download MP4 version: BTHealthDrilldown.mp4
Download QuickTime version: BTHealthDrilldown.mov

Tutorial for Java - Exceptions

The Exceptions

Drill Down into the HTTP Error Code Exception
Drill Down into the AxisFault Exception

Drill Down into the Logger Exception

See How Exceptions are Configured

Learn More

The Exceptions

An exception is a code-logged message outside the context of a business transaction. Common
exceptions include code exceptions or logged errors, HTTP error codes, and error page redirects.
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Exceptions display in the Exceptions pane of many dashboards.

Exceptions

Exceptions 700 total 1 /fmin
HTTF Error Codes 3,664 total 3 Jmin
Error Page Redirects 0 total =1 /min

Click Exceptions to quickly see a list, ordered by frequency.

Q ACME Book Store Application » Troubleshoot  » 3 last 1 day
Error Transactions Exceptions
Exceptions 790 wia 1 tmin HTTP Error Codes 3,664 wia 3 imin Error Page Redirects [V —— <1 min
- = i
= i 2
5 1.8 240 -
= 2} g
= 1_2 | | = &
G w e e et oo m! e w Eo o
;0.6 L =
3 [ | | H :
] AL ool NRASL S 1 | | 5 — =
5:00 PM 10:00 PM 3:00 AM 8:00 AM 1:00 PM 5:00 PM 10:00 PM 3:00 AM  B:00 AM 1:00 PM 5:00 PM 10:00 PM 3:00 AM B:00 AM 1:00 PM
Export Data = Show Exceptions with 0 count  Wiewing 5 of 5 Exceptions O [m]
MName Summary Exceptions / min Exception count Tier
o Page Mot Found : 404 HTTF error code : 404 4 3,664 l, ECommerce Server
. org.apache. axis.AxisFault © Contaxt message: = Sary
AxisFault - 24 ECommerce Server
o Hiskan http:flocalhost:BO0 2 cart'service s/OrderSe rvice?wsd ? l' -
. P java.lang.reflect InvocationTargetException caused
o InvocatlonTﬁrgetExcepFlon. by 262 l' Inventary Server
InventoryServerExce ption ’
o Logdd Error Messages Logdd Ermor Messages - 262 l. Inventory Server
e MullPointerException java.lang.MullPointerException = 4 l. ECommerce Server

B s TP Y P B e P PR P

Drill Down into the HTTP Error Code Exception

Notice the spike in the HTTP Error Codes graph, and that the "Page Not Found: 404 error" is the
most frequent.

To find out more about the 404 error, click the row.
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M  ACME Book Store Application » Troubleshoot » Errors  » [EEEREENGSILLEEL T G last 1 day II
Tier l., ECommearce Server Errars Par Minute
Marme  Page Mot Found : 404 40 Jr.
{

Summary  HTTF error code : 404 30 | \
20

10 | l

i [ .r\.l |

5;00PM  B:00PM 11:00PM 2:00AM 5:00AM B:00AM  11:00 AM  2:00 PM

Showing traffic details from 1001212 215 AR to 1071212 5:03 PM. Fetch more.. o [m|
url MNode Count

fappdynamicspilotimages/errorBox/e rror-kopt.jpg Mode_8000 a3

lappdynamicspilot/css/errorbos. css Mode_8000 5

Jappdynamicspilot/UserLogin. memberLogin Mode_2000 3

fappdynamics pilot’Viewltems Mode_ 8000 1

fconsumer/ProductFetch.aspx Mode_8000 15

{UserLogin.memberLogin Mode_&000 1

fappdynamics pilotViewltems. getdllitems Mode_8000 1560

Jappdynamics pilot/UserLogOut. me mberLogOut Mode_&000 2064

P s B bttt ot e P et sl T R IR NE b g A p o b i AT

The list of URLs shows pages that have 404 errors. The memberLogOut and getAllltems URLs
have the most 404 errors. You can provide this information to the web team to determine why
those pages have so many 404 errors.

Drill Down into the AxisFault Exception

In the Exceptions tab, click the AxisFault row. A list of error snapshots shows the affected URL,
tier, and node.

Q ACME Book Store Application » Troubleshoot » Ernors v EEEESEEETTI last 1 day l
Tier l. ECommerce Server Errors Per Minute
Mame  AxisFault 1.8 |||
Summary  org.apache.axis.AxisFault : Context message: 12 |
http:focalhost: 8002 cart/services/OderService?wsd| h il i || TR Y Bl .| | |
06 | | i h | 11 I
|||| || Iy || |||| | ||||| N || |
o | | 1| A S RN NN IS8
6:00 PM  S:0OPM  12:00 AM  3:00AM  6:00AM  S:00AM  12:00PM  3:00 PM
Occurrences of this Exception Stack Traces for this Exception jm}
Show Filters je
Time Type Summary BT, Tier, Node

© 10181210:37:50 PM  Error Transaction Snapshot B checkout 2
URL: o ) | ECommerce Server
fappdynamicspilotViewCartlsendlte
ms. action I Mode_8000

© 101912121953 AM  Error Transaction Snapshot B chectout
URL: o ) l. ECommerce Server
fappdynamicspilotViewCart!sendlte
ms. action I Mode_8000

© 101812 11:17:45 PM Error Transaction Snapshot B chectout
.URL: o . ECommerce Server

I o prnnd b pRgGEY O R anisp 1S Rl el

Click a row and then click the Stack Traces for This Exception tab to drill down further. Then click
on one of the exceptions to see the stack trace.
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org.apache.axis AxisFault:

hoot » Errors »

AxisFault

last 1 day II
Tier l_, ECommerce Server Errors Per Minute
Mame  AxisFault 1.8 |
Summary  org.apache.axis AxisFault © Context message: 17 |
http:flocalhost: 800 Zicart'services/OnderService ?wsd| : | B | ’ TR T TN I | TR
0.6
I8 0 LAMAAL AL AAUMALL A
o .l ] | A B [N RN NN AN 'FEE'E 1IN 10l
6:00 PM  S:00PM  12:00 AM  3:00AM  6:00AM  S:00AM  1Z2:00 PM  3:00 PM
QOccurrences of this Exception Stack Traces for this Exception (]
Exception el org.apache.axis. AxisFault:
org.apache. axis AxisFault: org.apache.axis.AxisFault : -~

at com.appdynamicspilot webserviceclient. Socapltils. raise PO Soapliils.java: 34)
at com.appdynamicspilot. service CartService. check Out{ CartService. java:40)
at
com.appdynamicspilot. service. CartServica $5FastClassByCGLIBSSdfSbEa1 a.invoke<genarated =)
at net.sf.cglib.proxy MethodProxy.invoke| Method Proxy. java:149)
at
org.springframework. aop framework. ColibZAopProxy$CglibMethodInvocation.invokeoinpoint{ Cglib
2AopProxy.javaEod)
at
org.springframework. aop framework. Reflective Method Invocation. proceed| Reflective Methodinvocati
on.java:149)
at
org.springframework.transaction.interce ptor. TransactionInterce ptor.invoke (TransactionInterce ptor.j
avar106)
at
org.springframework. aop framework. Reflective MethodInvocation. proceedi Reflective Methodinvocati

Share the stack trace with the development team to solve the problem.

Drill Down into the Logger Exception

In the Exceptions tab, click the Log4J Error Messages row. A list of error transaction snapshots
shows the affected URL, business transaction, tier, and node. You can see a graph of the

errors-per-minute data.

ot » Errors b

Log4d Ervor Messages Q\.\, last 1 day II
Tier l., Inventary Server Errors Per Minute
Marme  Logdd Error Messages i i T |
0.8 ' | ! l
Summary  Logdd Error Messages
L (1NN I
6:00PM  S:00PM  12:00AM  3:00AM  6:00AM  S:00AM  12:00PM  3:00 PM
Occurrences of this Exception Stack Traces for this Exception a
Show Filters yel
Time Type Summary BT, Tier, Mode
© 101912121217 AM  Error Transaction Snapshat & checkaut 2
URL: /cart/services/OrderService l- Inventary Server
I Mode_2002
© 10181271449 PM  Error Transaction Snapshot & checkaut
URL: fcart'services/OrderService l- Inventory Server
I Mode_g002
© 101912 34502 PM Error Transaction Snapshot & checkout
URL: /cart'services/OrderService l- Inventory Server

Click on a row to see the flow map for the error transaction snapshot.
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Transaction: Sbabea62-c629-4bf-bcdT-e2855118a1be

USER EXPERIENCE

EXECUTION TIME

TIMEST.
10181212

L © ERROR 30 ms
Transaction Snapshot Flow Map »
iclosa)

BUSINESS TRANSACTION
Checkout

REQUEST GUID
SbaSeabz-c628-4bf1-bod 7-e285511Balbe

3ms (10 %)

/
Inventory Server
J

ECommerce Server

The icons for both tiers have a Drill Down button. Click the Drill Down button on Ecommerce tier;
also says "Start", indicating that the transaction started on this tier.

The Call Drill Down shows the summary of the error message.

Call Drill Down. Exe Time! 17 AM BT: Checkout GUID: 5baSeab:

ms Timestamp: 10/1

NODE PROBLEMS

ADDITIONAL DATA

Export to PDF

iclose)

Business Transaction
URL

Session D

User Principal
Process 1D

Thread Name

Thread ID

Transaction Thresholds

Request GUID

SUMMARY User Experiznce °ERROR
SQL CALLS Execution Time 30 ms
CPUTime 0Oms 0%
HTTP PARAMS
Transaction Timestamp 101812 121217 AM (server) 10/19/12 121217 AM (agent)
COOKIES Summary [Error] - com.appdynamicspilot.webserviceclient.SoapUtils::There was an exception in checking out5 : AxisFault: Exception occurred
while trying to invoke service method createOrder http:illocalhost:8002/cart/services/OrderService ?wsdl : AxisFault: Exception
USER DATA occurred while trying to invoke service method createOrder -
ERROR DETAILS Error  Exception Message: Exception occurred while trying to invoke service method createOrder
Tier [l ECommerce Server
HARDWARE / MEM
Mode | Mods_8000

n Checkout

Jappdynamics pilotViewCart!sendltems. action

gl
o

C1EFEDNBSAASCCB44ATBBADETEAL 3382

Mo User Principal el

anT

hitp-8000-Processor! 7

42

Slowe: 3.0x of standard deviation [1792.2704] for moving average [585.2495] for the last [120] minutes.
Wery Slow: 4.0x of standard deviation [1722.2704] for moving average [585.2495] for the last [120] minutes.
Configure

SbaSeat2-cE20-4bf1-bod T-e2855118a1be

it
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You can use the Export to PDF button at the lower left to send this information to your colleagues.

Go back to the flow map and click the Inventory tier Drill Down button. You see the Call Drill
Down of the Inventory tier error message.

Call Drill Down. Exe Time: 3 ms Timestamp: 10/19/12 12:12:17 AM BT: Checkout GUID: 5babeab2-c629-4bf1-bcd7-22855118a1be

SUMMARY

SOL CALLS

HTTF PARAMS
COOKIES

USER DATA
ERROR DETAILS
HARDWARE | MEM
NODE PROBLEMS

ADDITIONAL DATA

Export to PDF

(close)

User Experience
Execution Time

CPU Time

Transaction Timestamp

sSummary

Error

Tier

Node

Business Transaction
URL

Session D

User Principal
Process 1D

Thread Mame

Thread ID

Transaction Thresholds

Request GUID

©ERROR
ams
Oms 0%

1001912 121217 AM (server) 10/18/12 121217 AM (agent)

[Error] - org.apache.axis2.rpc.receivers.RPCMessageReceiver::Exception occurred while trying to invoke service method create Order @

InvocationTargetException com.appdynamics.inventory.OrderService : Error in creating order5 -

Exception Message: null
com.appdynamics.inventory.OrderService : Error in creating order5

. 'nventory Server
I Mode_8002
E Checkout
Jeart’sarvices/OrderService O
(not found)
Mo User Principal yel
B153
http-8002-Processor1d
46
Slow: 3.0x of standard deviation [1382.887 1] for moving average [296.60364] for the last [120] minutes
Very Slow: 4.0x of standard deviation [1322.997 1] for moving average [296.60364] for the last [120] minutes.
Configure

SbaSeafZ-c628-4bf1-bcd 7-e2855118a1be

Compare the two error messages.

See How Exceptions are Configured

AppDynamics provides application-level default configurations for detecting exceptions. In the left
navigation pane click Configure -> Instrumentation -> Error Detection.
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= | ) ACME Book Store Application » ... » NS UTIELTEGEN]
* bt Transaction Detection Backend Detection Error Detection Diagnostic Data Caollectors Call Grd
Java - Error Detection .MET - Error Detection

App Servers
Save Error Configuration

b EComme

Mode_8000

Node_B003 M Error Detection Using Logged Exceptions or Messages

v Define where AppDynamics will look for log messages or exceptions to detect errors

| Detect errors logged using java.util.logging (Java 1.6 is required) Configure AppDynamics to look for logged errors o
method invocation. This can be used if you use a

»" | Detect errors logged using Logdj e I P T T
Events
Mame

End User Experi »" | Detect errors by looking at messages logged with ERROR ar higher
Troubleshoot

»"| Mark Business Transaction as error

Slow Response Times

Errors
Add Custom Logger Definition

« Define exceptions or log messages to ignore when detecting error Transactions

Ignored Exceptions Ignored Messages
Ignore these exceptions when detecting errors Ignore these logged messages

Slow Transaction Thresholds

Learn More

® Troubleshoot Errors
® Configure Error Detection

Tutorial for Java - Slow Transactions

To begin troubleshooting, click Troubleshoot -> Slow Response Times:
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A, Help  Logoutusert
E 3 | N ACME Book Store Application KN Compare last 15 minutes
‘ A Dashboard Top Business Ti T T Analysis
A y Map v W EE X m  Events
Application Changes 12
Datab: Click Here to start Business Transaction Health
troubleshootin
Remote Services Al
slow response e lomin, 22 me 0 critical, 0 warning, 8 normal
Events i
Troubleshoot mes Server Health
ow Response Times scatsiminsms |
o ) . 0 critical, 0 warning, 4 normal
Errors
Acive WG-Orderauese )
Policy Violations Transaction Scorecard
| Normal N 100.0% 108
Y
Configure } Slow 00% 0
| ' Very Slow 0.0% 0
2 seovmsotos | Stalls || 00% 0
e Erors | 0.0% 0
Exceptions
Exceptions 4 total 1 /min
HTTP Error Codes 0 total <1/min
Error Page Redirects 0 total <1 /min
Explain this View Not comparing against Baseline data
Load 108 cais 27 Jmin Response Time (ms) 197 s average Errors 0% 0 totar 0 Jmin =]
Z 200
£
8 s g 3
: o S
ERY 2 80 3
3w | E
Custom Dashboards 0 = 0 A
331PM 3:34PM 3:37PM  3:40PM  3:43PM 331PM  3:34PM 3:37PM  3:40PM  3:43PM 331PM 3:34PM  3:37PM 3:40PM  3:43PM
To troubleshoot slow business transaction URLS, select the Slow Transactions tab and use the
A, Help  Logoutusert
® 4 ()  ACME Book Store Application » Troubleshoot » LR Tl R X last 15 minutes
ACME Book Store Application Slow Transactions Slowest DB & Remote Service Calls
Busin actions
@ 500 W Load 1,802 calls  Plot Load
Serve E
i 400
Normel I 5% 15k
= 200 Slow 0.0% 0
% 100 5 Very Slow 02% 4
£, Click on a slow g |
q Stalls 00% 0
3:35PM 3:36PM 3:37PM 3:38PM 3:39PM 3:40PM 3:41PM 3:42 P UHL to Dn" :46 PM  3:47PM  3:48 PM  3:49 PM
e down on a
Slow Response Times Slow Transaction Snapshots business u}
Errors . . transaction
E— Y UVoON N R £
%y Vioa Show Filters. More Actions  Configure Showing 4 of 4 snapshots
D Time Exe Time (ms URL Business Transaction Tier Node
RO 00/28/12 3:50:03 PM 10047 iewCar action ViewCart.sendltems ECommerce Server  Node_8003
09/28/12 3:49:53 PM 10019 icspilot/ViewCar action ViewCart.senditems ECommerce Server  Node_8003
[2] 09/28/123:49:43PM 10018 i iewCar action ViewCart.senditems ECommerce Server  Node_8000
[2] 09/28/123:49:33PM 10020 iewCar action ViewCart.senditems ECommerce Server  Node_8000

Custom Dashboards

Once you select the URL you will see a visualization of the transaction. You can drill into a call

graph by clicking the drill-down icon.
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" a Heln 1 oaout usert
Transaction: 3423b3eb-5b11-44¢9-bf8c-903dd51chb8e8 P o
USER EXPERIENCE  EXECUTION TIME TIMESTAMP BUSINESS TRANSACTION REQUEST GUID Archive | &
VERY_SLOW 10047 ms 09/28/12 3:50:03 PM ViewCart.senditems 3423b3eb-5b11-44c9-bf8c-903dd51ch8es
13 mMs (V.1 %)
Transaction Snapshot Flow Map v woinog

T UMS 5ms(0 %)

——
‘m\ 8k

~pes o .
ce Sener —

N . T~ 4
Click on a drill / K\ T~ 0
down icon to see Web Senvice Z/ms(0 %) X J cueve ]
call graph p \\ Active MQ-OrderQueue

/ \ 2
/ .
JDBC\ 1 ms(0 %)
\ 10ts
25ms (02 % \
—— A N\
[ @ oo | AN
\ \\
Inventory Séqver
\ N\
N\ N\
N\
JDBC 10001 ms(99.5 %) \
N\
\\ \ '
\\ APPDY-MySQL DB

2 JDBC backends

(close)

Once you are in the call graph you can look for methods that have a significant response time. For
example, the executeQuery method is responsible for 99% of response time:

[ a Heln | oaout usert
Transaction: 3423b3eb-5b11-44c9-bf8c-903dd51cb8e8 P
Call Drill Down. Exe Time: 10026 ms Timestamp: 09/28/12 3:50:03 PM BT: ViewCart.sendltems GUID: 3423b3eb-5b11-44c9-bf8c-903dd51ch8e8 - 0O x I
SUMMARY Execution Time: 10026 ms. Node Node_8002 Timestamp: 09/28/12 3:50:03 PM [=]This is a Partial Call Graph
PARTIAL CALL GRAPH | Setas Root ) Show Filters v 0
HOT SPOTS Name Time (ms) Exit Calls / Threads
v Elljava.lang. Thread:run:680 oms(self)y | 0% @
SQL CALLS
v R HTTPSenviet:service:729 oms(selfy | 0% @
HTTP PARAMS
v B HTTPSenlet:service 647 Oms(selfy | 0% @
COOKIES v Bl Axis2 Webservice ServietdoPost: 116 oms(sel) | 0% ®
USER DATA v [ Web Service - org.apache axis2.receivers, iver-receive:39 oms(self)y | 0% @
1
ERROR DETAILS v [ Web Senvice - org.apache.axis2.rpe.receivers. RPC ogic:116 oms(self) | 0% ®
HARDWARE / MEM v @l Spring Bean - orderService:createOrder:16 oms(self)y | 0% @
NODE FROBUEMS v [@Proxy For Spring Bean - orderServiceTarget:createOrder oms(selfy | 0% [
v @ Proxy For Spring Bean - orderServiceTargetiinvoke 0%
ADDITIONAL DATA BlProwy For sping 9 oms (self) | @
v (@ Spring Bean - orderService Target.createOrder:22 oms(selfy | 0% @
v @ spring Bean - orderDao:createOrder:33 18ms (self)y | 0.2% @
vBcom ics.inventory.Q i 61 oms(selfy | 0% ®
» B com jdbe. Query:41 10005 ms (total)  [SSIEIA JDBC ®

We find a very
slow JDBC
query

Export to PDF

(close) * Some packages have been excluded from this Call Graph

From the Troubleshoot -> Slow Response Times page, you can also select the Slowest DB &
Remote Service Calls tab:
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&, Help  Logoutuser]

a < )  ACME Book Store Application b Troubleshoot » ISR EEHSIESS IS % last 15 minutes
il sy v ] Slow Transactions Slowest DB & Remote Service Calls
Business Transactions
© s00 W load 3,956 calis /| Plot Load
f 400
App Servers 2 0 Normal [N %04% 3.9«
Databas Si 200 Slow 00% 0
Remote Services ;kc 100 Click here to see slow Very Slow 0.6% 22
Events coe JDBC and Remote stals | 0.0% 0
3:40PM  3:41PM 3:42PM 3:43PM 3:44PM 3 S0PM 3:51PM 3:52PM 3:53PM 3:54 PM
Troubleshoot System calls
Slow Transaction Snapshots t
Errors
Y N »
Balcyioktons Show Filters Mure‘Acﬂur\s Configure Showing 26 of 26 snapshot
Time Exe Time (ms URL Business Transaction Tier Node
Configure [5] 09/28/123:5651PM 10017 I action ViewCart.senditems ECommerce Server  Node_8003
[2] 09/28/123:56:41PM 10019 iewC action ViewCart.senditems ECommerce Server  Node_8000
[Z] 09/28/123:56:30PM 10017 i action ViewCart.senditems ECommerce Server ~ Node_8000
[2] 09/28/123:55:44PM 10020 iewC action ViewCart.senditems ECommerce Server ~ Node_8003
[Z] 09/28/12355:34PM 10015 i action ViewCart.senditems ECommerce Server ~ Node_8000
[2] 09/28/12355:24PM 10023 iewC action ViewCart.senditems ECommerce Server  Node_8000
[Z] 09/28/123:55:07PM 10020 i action ViewCart.senditems ECommerce Server ~ Node_8003
[2] 09/28/123:5457 PM 10021 iewC action ViewCart.senditems ECommerce Server ~ Node_8003
[Z] 09/28/123:54:47PM 10016 i action ViewCart.senditems ECommerce Server ~ Node_8000
[2] 09/28/123:5437PM 10017 iewC action ViewCart.senditems ECommerce Server  Node_8000
[Z] 09/28/123:5402PM 10018 i action ViewCart.senditems ECommerce Server ~ Node_8003
[2] 09/28/1235352PM 10023 iewC action ViewCart.senditems ECommerce Server ~ Node_8003
[Z] 09/28/12353:42PM 10018 i action ViewCart.senditems ECommerce Server ~ Node_8000
[=] 09/28/12353:32PM 10017 iewC: action ViewCart.senditems ECommerce Server  Node_8000
n Dasfiboards [Z] 09/28/12353:14PM 10018 i action ViewCart.senditems ECommerce Server ~ Node_8003

You can drill into the transaction snapshots from this tab to see the snapshot view:

A, Help  Logoutuserl

L | ()  ACME Book Store Application » Troubleshoot » [ CR IS TP % last 15 minutes

ook Slore Slow Transactions Slowest DB & Remote Service Calls
YOU can Call Type 4 These are the calls with largest observed individual execution time (Max Time) during the specified time range.
fllter by pel Call Avg. Time Number of Ca Max Time Snapshots
Y. call type per Call (ms) (ms)
DS L) AIEHDS ORDERSERVICE.CREATEORDER 114.8 2532 10028 IEH View snapshots
Remote Services @ Joec INSERT INTO ORDERREQUEST ( ITEM_ID, NOTES ) VALUES ( '3, 'AUDACITY OF HOPE OF O 105.9 2524 10001 IR View snapshots
Events © M DELETE FROM CART 64 No snapshots
Troubleshoot GET POOLED CONNECTION FROM DATASOURCE 329 CIICk on No snapshots

GET POOLED CONNECTION FROM DATASOURCE 23.2, No snapshots

snapshot icons
to see the

snapshot list

Slow Response Times

Errors

INSERT INTO INBOUND_INVENTORY ( ORDERIDS, NOTES ) VALUES ( ?,?) 1 - View snapshots
You can see
all slow

queries and

system calls

DB TRANSACTION COMMIT 13 No snapshots

SELECT THIS_ID AS ID1_0_, THIS_.TITLE AS TITLE1_0_, THIS_.IMAGEPATH AS IMAGEPATH1_ 12 No snapshots
ORDERQUEUE 0.8 1238 12 B View snapshots
Configure

SELECT THIS_.ID AS ID0_0_, THIS_.EMAIL AS EMAILO_0_, THIS_.PASSWORD AS PASSWORD( 10 1 10 No snapshots

Call Details Correlated Snapshots
ORDERSERVICE.CREATEORDER

Custom Dashboart

0

For more information on resolving issues related to slow transactions, see Troubleshoot Slow
Response Times for Java.

Tutorial for Java - Troubleshooting using Events

® Troubleshooting with Events
® How to Set up the Events List
® How to Know Something is Not Quite Right
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®* How to Investigate

Investigating Errors

Investigating Stalled Business Transactions
Investigating Slow Business Transactions
Investigating Application Server Exceptions
Investigating Code Deadlocks

Investigating Application Change Events

Troubleshooting with Events

How to Set up the Events List
1. From the left navigation pane, click an application and then click Events.

() You can also access the Events window by clicking Events on the right side of the
application dashboard.

2. In the Events window, use the filter criteria to pick which events you want to monitor. Click Sear
ch.
3. Set the time range.

4. Look for issues and anomalies.

How to Know Something is Not Quite Right

You see:

Red (critical, policy violation)
Purple (warning, stall)
Orange (warning, very slow)
Yellow (warning, slow)

How to Investigate

You drill down to the root cause of the problem in different ways depending on the type of event.

Investigating Errors
You can troubleshoot application issues by drilling down into errors.

1. In the Events window click an Error.

o Errar fappdynamics plot"iewCart! sandtems. action  01/€
- :

2. In the Transaction Flow Map click the Drill Down icon. If there are multiple drill down icons,
select the one with the transaction that takes the most time.
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47 ms (100 %)

% Drill Down B

START Drill Down into Call
E-Commerce

Web Service l"

9 ms (19.1 %)

Inventory

3. In the Call Drill Down window click the Summary tab.

Call Drill Down. Exe Time: 47 ms Timestamp: 01/0713 1:58:32 PM BT: Checkout GUID: Ocdcf690-e6a1-4cdd-8d2f-e53069

SUMMARY Uszer Experience
S0OL CALLS Execution Time
CPU Time
HTTP PARAMS
Transaction Timestamp
COCKIES Summary
USER DATA
ERROR DETAILS St
Tier
HARDWARE { MEM
Mode
NODE PROBLEMS Business Transaction
ADDITICNAL DATA URL
Session 1D

User Principal
Process D
Thread Mame
Thread ID

Transaction Thresholds

Request GUID

°ERROR

47 ms

O0ms 0% .

01/07/13 1:58:32 PM (server) 010713 1:58:32 PM (agent)

[Errar] - com.appdynamicspilot.webserviceclient.SoapUtils::There was an e
invoke service method create Order hitp:/flocalhost:8002icartiservices/Ordée
method createQOrder - 4

Exception Message: Exception occurred while trying to invoke service mct:L
| E-Commerce .
| E-Commerce-Node-8000

E Checkout
fappdynamicspilot™iewCart!lsendltems. action o
BFOE4F18355CB2B4056E27TCBFEABTDED O
Mo User Principal ol

7366

http-8000-Processor1 2

46

Slow: 350 ms.

Very Slow: 700 ms.

Configure

Ocdcfédi-ebal-d4cdd-Bd 2-e53bED3d0556

4. Use the Summary information to troubleshoot issues. This information can also be exported to

PDF.

Investigating Stalled Business Transactions

You can troubleshoot business transactions by drilling down into stalled business transactions.

1. In the Events window click a Slow Requests - Stalled row.
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o Slow Requests - Stalled  fappdynami... 010713 15741 F Add tol

e & A i : B pm ;
0 o N P T . .

2. In the Transaction Flow Map click the Drill Down icon.

54112 ms (100 %)
Dl'i Donwmi

Drill own into Call

APPDY-MySQL DB

E-Commerce

3. In the Call Drill Down window click the Summary tab.

User Experience
Execution Time

CPU Time

Transaction Timestamp
Summary

Tier

Mode

Business Transaction

Stack Dump

Q) sTALL i
54136ms i
Oms 0% .'
01/07/13 1:57:41 PM {server] 01/07/13 1:57:41 PM (agent) ) p

Request took higher than the stall threshold of [45000] ms - ;
. E-Commerce i

| E-Commerce-Node-8000
g /dd to cart

Thread Name:http-8000-Processor2d
1D:51

Time:Mon Jan 07 21:58:26 UTC 2013
State:TIMED_WAITING

Priority:5

java.lang.Thread.sleepiNative Method)

com.appdynamicspilat. action. CartAction.add ToCart{ CartAction.java: 109) {
sun.reflect. GeneratedMethodAccessor163.invoke (Unknown Source) ;
sun.reflect. DelegatingMethodAccessorimpl.invoke (DelegatingMethod Accessorlmpl.java: 25)
java.lang.reflect. Method.invoke (Method java: 597 ) 1
com.opensymphony. xwork2. DefaultActionInvocation. invoke Action{DefaultActionlnvocation java: 4@
com.opensymphony. xwork2. DefaultActioninvocation. invoke Action Only( DefaultActionlnvocation. ja
com.opensymphony. xwork2. DefaultActioninvocation. invoke | Defaulthctionlnvocation. java: 229)  +
u:u:um.u:upensymphnny.:l.r.'urkz.interceptur.DefauIt'.".-'orkflu:uu'.'lnterceptur.u:IoIntercept[Default'."Ju:urklel.r._"

L faam snen sy nobiony, xwork2 St ercaptoebied g R lba d ntarce ptor. ipte™ saiiMgthod it arlotes=g of

4. Use the Summary information to troubleshoot business transaction issues. This information can

also be exported to PDF.

Investigating Slow Business Transactions

You can troubleshoot business transactions by drilling down into slow or very slow business

transactions.

1. In the Events window click a Slow Requests - Very Slow or Slow row.
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Slow Requests - Very Slow lappdynamicspilot™iewCart! sendltems. action L

Slowe Reaussts.- "'.."E.h"-ﬂll:l'.'-' ‘appdynamics pilotiewCart! sgndltems. agtion.. O

2. In the Transaction Flow Map click the Drill Down icon. If there are multiple drill down icons,
select the one with the transaction that takes the most time.

292 ms (2.8 %) JDBC 10034 ms(95.9 %) '
N Y
Web Service 16 ms(0.2 %) I JDBC 31m5[0'4 )
nventory

83 ms (0.8 %)

' 3
[ @ oo | JOBC 3 ms(0 %)
) » INVENTORY-MySQL DB
START ’

AR s 0 %)

APPDY-MysQL DB

If there is more than one call from the originating Tier, you will see the Select a Call window. In
this case, proceed to step 3. Otherwise, skip to step 4.

3. In the Select a Call window click the slowest call.

Select a Call to Drill Down into

Multiple calls were made to this Tier as part of this Transaction.

Show: | AllCh

Exe Time (ms) Summary Exit Calls
10032 ms [Web Service] call from E-Commerce 7 JDBC calls (10003 ms, max, 1429.0 ms. avg.)
299 ms [Web Service] calhrom E-Commerce T JDBC calls (17 ms. max, 2.4 ms. avg.)
32 ms Web Service] call from E-Commerce T JDBC calls (14 ms. max, 2.0 ms. ava.)

4. In the Call Drill Down window click the Hot Spots tab to see the slowest methods.
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This screen displays all of the method calls in the call graph sorted by time

k Mame Method Time (ms) Extzrnal Calls
E com.appdynamics.jdbc. MPrepareStatementexecuteQuery:45 10005 ms (self) [ESSSEN JCOBC
. Spring Bean - transactionManager:doCommit: 578 23 ms (zelf) | oD2% JOBC

Invocation Trace

AxisBarviet.doPost.unknown (3ms self time, 10031 ms total time)
AbstractinOutSyncMessageReceiver.receive: 29 (0ms self time, 10028 ms total time )
RPCMessageReceiver.invokeBusinesslogic: 116 (Oms self time, 10028 ms total time)
CrderWebservices.createCrder:16 (Oms self time, 10028 ms total time)
OrderService $3EnhancerByCGLIES%1eefcdZe createOrderunknown (Oms self time, 10028 ms total time)
OrderSarvice$$FastClassByCGLIESSe4 0d67 5L invoke: unknown (Oms self time, 10005 ms total time)
OrderService.createOrder:22 (Oms self time, 10005 ms total time)
OrderDaclmpl.createOrder:33 (0ms self time, 10005 ms total time)
QueryExecutor.execute Zimple PS:61 (0ms salf time, 10005 ms total time)
MPrepare3tatement executeQuery:45 (10005ms self time, 10005 ms total time)

5. In this example, since the slow call is a database call you know you can click the SQL Calls tab
to see the slowest SQL statement.

Quary Ty Quary M. Time  Courlt
H |nsart insert into OrderRequest { itam_id, notes ) values (7, 7) 10003 1 _
|* '_

H COMMIT DB Transaction Commit 22 |

P - - . . -

6. Use this information to diagnose transaction issues. This information can also be exported to
PDF.

Investigating Application Server Exceptions

You can troubleshoot application server issues by drilling down into application server exceptions.

1. In the Events window click an Application Server Exception.

° Application Server Exception org.apache. strutsZ. dispatcher Dispatch.|

ﬂ Slow Requests -_E.t_alleu:l_ ) .-'appd',_fnamicspiInt-"-.;'ie-.r.'Cart!addTDCart.E

2. In the Application Server Exception window, click the Details tab.
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Application Server Exception

Summary Details Comments (0)

Copy to Clipbloard

ConfigurationExce ption: ’ There is no Action mapped for namespace / and action name addToCart. - [unknown location]
at com.opensymphony. swork2 DefaultdctionProxy. pre parel DefaultAictionProxy. java: 186)
at org.apache . struts2.impl. Struts ActionProxyFactory. create Action Proxy Struts ActionProxyFactory . java: 4 1)

Error capture limit has been reached, this stack trace is truncated.

PRI R R R o i P Sy e W MW“‘!

3. Use this information to troubleshoot application server issues. Use the Copy to Clipboard butto
n to save the exception details.

Investigating Code Deadlocks
You can troubleshoot code deadlocks by drilling down into a code deadlocks.
1. In the Events window click a Code Deadlock.

Code Deadlock IV deadlock detect... 010713 1
Code Deadlock JVM deadlock detect... 0107131

G TN AT Wit P AT P

2. In the Code Deadlock window click the Details tab.

Code Deadlock

Summary Details Comments (0}

Copy to Clipbloard

pool-1-thread-1 k Mame[pool-1-thread-1]Thread 1D[64]
Deadlocked on Lock[java.lang. Object@351626a6] held by thread [pool-1-thread-2] Thread ID[E3]

Thread stack [

com.appdynamicspilot. action. Dead LockAction lock 12 DeadLock Action. java:63)
com.appdynamicspilot. action. Dead LockAction. access$000{ Dead LockAction. java: &)
com.appdynamicspilot action. Dead LockAction $1. calli DeadLockAction. java: 20)
java.util.concurrent. FutureTask$Sync.innerRun(FutureTask.java: 303)
java.util concurrent FutureTask runi{FutureTask java:138)
java.util.concurrent Thread PoolExecutarWorker.runTask( Thread PoolExacutar java: BEE)
java.util.concurrent. Thread Pool Executor$Workar.runi Thread Pool Executor java: 00 2)
java.lang. Thread.runiThread.java:662)
]

pool-1-thread-2 Mame[pool-1-thread-2]Thread 1D[E5]
Deadlocked on Lock[java.lang.Object@2eb10475] held by thread [pool-1-thread-1] Thread 1D[64]
Thread stack |

com.appdynamicspilot. action. Dead LockAction lock 2 1({DeadLockAction.java: T2)
com.appdynamicspilot. action. Dead LockAction. access$ 100 Dead Lock Action.java: &)
com.appdynamicspilot action. Dead LockAction 2. call{ Dead LockAction. java: 36)
java.util.concurrent. FutureTask$Sync.innerRuniFuture Task.java; 303)
java.util.concurrent. FutureTask.runi{FutureTask.java: 138)

java.util.concurrent Thread PoolExecutor$Worker.runTask( Thread PoolExecutar java: BEE)
java.util.concurrent. Thread Pool Executor$Workar.runi Thread Pool Executor java: 00 2)
java.lang. Thread.run(Thread.java:662)

]

T o PO I T i SRt ORI

R—l-ﬁ.-'%h o, By, TR Ay
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3. Use this information to troubleshoot code deadlock issues. Use the Copy to Clipboard button
to save the deadlock details.

Investigating Application Change Events

You can view application changes by drilling down into application change events.

(¥) By default AppDynamics reports events when applications are deployed, app servers are
restarted, and configuration parameters are changed. Since these are not problems, they
are indicated by a blue icon.

1. Click a change event to see a summary and details, for example:

App Server Restart Application Server JWM was re-started Node: Inve... 01
Application Configuration Cheg__qe Application Server environment variables changed 01
. Application Configuration Change Application Server VA system properties changed 01

2. Use this information to view application changes. Use the Copy to Clipboard button to save the
change details.

Application Configuration Change

Summary Details Commants (0)

! Copy to Clipbloard k

Modified Wariable 1: ACTION=start (changed to) ACTION=stop
Modified Variable 2: _EXECJAVA=start "Tomeat" "C\Program Files\Javaijdk1.6.0_33binyjava" (changed to) _EXECJAVA="C\Prod

Tutorials for .NET

Quick Tour of the User Interface
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< > I © < PREV NEXT

Overview Tutorials for .NET

Quick Tour of the User Interface

3

< > I O <PREV NEXT >

Manual Installation and Configuration

Copyright © AppDynamics 2012-2014

Page 75


https://education.appdynamics.com/video/quickTourOfTheUserInterface/story.html
https://education.appdynamics.com/video/quickTourOfTheUserInterface/story.html

APPDYNAMICS

.NET Agent

Manual Installation and
Configuration

Tutorials for PHP

See also:

® Troubleshoot Slow Response Times for PHP
® Troubleshoot Errors for PHP

First Time Using the App Agent for PHP

® All Applications Dashboard
® Application Dashboard

®* Time Range
Flow Map and KPls
Events
Transaction Scorecard
Exceptions and Errors

This topic assumes that an application is already configured in AppDynamics and that you have
already logged in to the AppDynamics Controller.

This topic is an overview of how AppDynamics detects actual and potential problems that users
may experience while they are using your application - transactions that are slow, stalled or have
errors. It helps you easily identify the root causes of these problems.

All Applications Dashboard

When you log into the Controller you see the All Applications dashboard.
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L 3 N Applications

Applications

View & [ Sort By Errors A
ne Book Store EUM2 Showing 3 of 3 Applications
~

Magento
vents  End User Experience  Alert & Respond — Troubleshoot  Analyze  Cloud Auto-Scaling  Configure  Actions w
Health Rule Violations Load Response Time Errors

No Health Rule 0,

Violations in the time 639 calls 43 calls / min 783 ms 2.5 /0 of 630 calls 16 arrors 1

range
Business Transaction Health Server Health

tical ] al tical j 1
NWTraders
vents  End User Experience  Alert & Respond — Troubleshoot  Analyze  Cloud Auto-Scaling  Configure  Actions w
Health Rule Violations Load Response Time Errors
® 1 Critical o
©  owm 45k 303 234, 2% wases 7 own O
Ope

Business Transaction Health Server Health

The All Applications dashboard shows high-level performance information about one or more
business applications. Load, response time, and errors are standard metrics that AppDynamics
calls "key performance indicators" or "KPIs". Other dashboard information includes:

Health Rule Violations: AppDynamics lets you define a health rule, which consists of a condition
or a series of conditions based on metrics exceeding predefined thresholds or dynamic baselines.
You can then use health rules in policies to automate optional remedial actions to take if the
conditions trigger health rule viiolation events. AppDynamics also provides default health rules to
help you get started.

Business Transaction Health: The health indicators are a visual summary of the extent to which
a business transaction is experiencing critical and warning health rule violations. See Troubleshoot
Slow Response Times.

Server Health: Additional visual indicators track how well the server infrastructure is performing.

Application Dashboard

Click an application to monitor, one that has some traffic running through it. The Application
dashboard gives you a view of how well the application is performing.
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[N Help  Setup  Logoutuser!

k3 « (¢] Magento B Compare last 4 hours

I 1
}”  Owhboart | TopSuneseTunaactins  TanaecionSnepehss  Transen Anysis

Business Transactions

Application Flow Map « ¥ B R ¥ {» o Evenis

Servers
No Events in selected time range

App Servers

LRIBURESS Business Transaction Health
Remi i el
Bl L 0 critical, 0 warning, 7 normal
memesichad - localhost 11211
End User Experience 1965 callsimin, 0 Server Health
Tro
Als 44 calls / min, 699 ms 2158 callsimin, 1 ms ' O critical, 0 warning, 1 normal
v
An ion S
‘ > magento - mysqlPOO Transaction Scorecard
Configure . - 6 calls/min, 0 ms ) .
- tormal [ o755 103k
ecomm
eallsimin, 385 ms Slow 1.0% 108
' Vary Slow 1.5% 56
Iocalhost - MySQL stals | 0.0% 0
Errors 1 30% 316
hitp:#httpstat us:B0 Exceptions
Exceptions 154 total 1 /min
HTTP Error Codes 0 total <1 /min
Error Page Redirects 0 total <1 /min
Explain this View Mot comparing against Basaline data
Load 10,534 caie A4 i Response Time (ms) 699y wvamon Errors 3% 316 jotal 1 imin [m]
= R
g% g 0 |
" hahtbacdh b " i i ~| ™
T [ ;w‘ H,i AT | ‘ ; | L H| \ |
a0 ; i 4|‘.| r| i o | ) I I
---------- e el I
3 “ 1l J Ml
34 > a0 ﬁ |
1:23 PM 1:58 PM 2:33 PM 3:08 PM 3:43 PM 4:18 PM 4:53 PM 1:23 PM 1:58 PM 2:33 PM 3:08 PM 3:43 PM 4:1B PM 4:53 PM 1:23 PM 1:58 PM 2:33 PM 3:08 PM 3:43 PM 4:18 PM 4:53 PM

This dashboard shows the performance of the Magento application for the last 4 hours. The flow
map on the left displays your servers (application servers, databases, remote servers such as
message queues, etc.) and metrics for the calls between them. Click, hold and move the icons
around to rearrange the flow map. Use the scale slider and mini-map to change the view.

The trend graphs at the bottom of the dashboard show the key performance indicators over the
selected time range for the entire application.
Time Range

From the time range drop-down in the upper-right corner select the time range over which to
monitor - the last 15 minutes, the last couple of hours, the last couple of days or weeks. Try a few
different time ranges and see how the dashboard data changes.

Flow Map and KPlIs

In the flow map, click any of the blue lines to see more detail on the aggregated key performance
metrics (load, average response time and errors) between two servers. For example, clicking the
line from ecomm to memcached-localhost:11211 displays the following detail for that flow.
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ecomm to memcached - localhost:11211

Overview Slowest DB & Remote Service Calls Businass Transaction Braakdown last 4 hours

g
|

ecomm memcached - localhost: 11211

» Response Time

T T 1T NI | | BB Bkl i | [ [
0.E 1S ! | |
. ““l II|| I | || ' | ' '|‘|" |"||'|| |||" I |II|||'
| | | . | i |
I | | | iR B
o L | i

N || ||
1:10 PM 1:27 PM 1:44 PM 2:01 PM 2:18 PM 2:35 PM 2:52 PM 3:09 PM 3:26 PM 3:43 PM 4:00 PM 4:17 PM 4:34 PM 4:51 PM 5:08 PM

w Calls

2800

Sy \
2400 | X o
i

Lol A | f
IRy allim A
| I;.I ,'.".'V'-I. MEAR AR B/

I . nm
2000 S aasdsn. o HLA n I
Voo 1"

L {
1 97 1 calls / min il i ot oot 0os A
! i il |I|».\, e 4 I'-'1.'Ill\‘lll‘.'lI‘.II'--IUr\'. PLAS .
L ! v Y

473,042 calls 1600 - W | I . T |

1:10 PM 1:27 PM 1:44 PM 2:01 PM 2:18 PM 2:35 PM 2:52 PM 3:09 PM 3:26 PM 3:43 PM 4:00 PM 4:17 PM 4:34 PM 4:51 PM 5:08 PM

A d '
A A alp . F -'..'l
I B
i L {11} I
il ||

|
s
Ll S I

w Errors

Events

An event represents a change in application state. The Events pane lists the important events
occurring in the application environment.

See Monitor Events.

Transaction Scorecard

The Transaction Scorecard panel shows metrics about business transactions within the specified
time range, covering the percentage of instances that are normal slow, very slow, stalled or have
errors. Slow and very slow transactions have completed. Stalled transactions never completed or
timed out. Configurable thresholds define the level of performance for the slow, very slow and
stalled categories. See Scorecards and Transaction Snapshots.

Exceptions and Errors

An exception is a code-logged message outside the context of a business transaction.

An error is a departure from the expected behavior of a business transaction, which prevents the
transaction from working properly.

See Troubleshoot Errors.

Tutorial for PHP - Flow Maps

Flow maps graphically show the health of your application, all tiers, and the communication
between the tiers. They include summary indicators such as call rates and the average response
times the server takes to execute each flow.

This is the application dashboard with its flow map for a PHP application.

Copyright © AppDynamics 2012-2014 Page 79


http://docs.appdynamics.com/display/PRO14S/Monitor+Events
http://docs.appdynamics.com/display/PRO14S/Configure+Thresholds
http://docs.appdynamics.com/display/PRO14S/Scorecards
http://docs.appdynamics.com/display/PRO14S/Transaction+Snapshots
http://docs.appdynamics.com/display/PRO14S/Troubleshoot+Errors

APPDYNAMICS

e Helth Rula .. [ HealthRule .. [ 3 Health Rule .. (31 Help Setup  Logoutdemouser
Bundy Online Shoes M 4 N Bundy Online Shoes IS E Y compare last 1 day
Business Transactions
Ere * bt Dashboard Top Business Transactions Transaction 8napshots Transaction Analysis
App Servers Application Flow Map » . . W @R o o m Events
o G
Commerce / - - Health Rule Violations Started 41
g ""P {pbifadex.com: 60 HHE i payment visa.com B0 — ' - °
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Events
End User Experience
Troubleshoot
Alert & Respond
Analyze

Configure

S "l ) Business Transaction Health
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— _ O critical, 0 warning, 11 normal

Fufill it - mysglPDO
ufilment - mysal Server Health

1 eritical, 0 warning, 1 normal
Transaction Scorecard

normal [ 42 ook

4 calls/min, 561 ms

o Slow 28% 2.1k
Explain this View hittp: i, s hoewarehGbeeaiiRRETTE against Baseline data | Very Slow 3.2% 26k
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To see a summary o

f a single flow between two components, click the summary indicators along

the line connecting the two components in the flow map. For example, the summary below
displays the flow between the Commerce server and the Fulfillment-msq:PDO database.

Commerce to Fulfillment - mysql:PDO -0

[ 1] , ‘. '

» Response Time vs Baseline

Average Response Time:
Baseline:

Baseline Response Time:
Baseline Standard Deviation:

» Response Time

1 0 ms avg

w Calls

14 calls / min
2 1 0 calls

Commerce Fulfillment - n'_.-s-RIPDCI
10 ms Average Response Time vs Baseline
Daily Trend - Last 30 days 10 mz.
THE — [
35.2ms 89 ms 125 me
30 \\ —— —
T
2 / A
10 ' __ A
e A N .

3:18 PM 3:19 PM 3:20 PM 3:21 PM 3:22 PM 3:23 PM 3:24 PM 3:25 PM 3:26 PM 3:27 PM 3:28 PM 3:29 PM 3:30 PM 3:31 PM 3:32 PM

22

- - -
: N y —

10 . a8 \
3

3:1BPM 3:19 PM 3:20 PM 3:21 PM 3:22 PM 3:23 PM 3:24 PM 3:25 PM 3:26 PM 3:27 PM 3:28 PM 3:25 PM 3:30 PM 3:31 PM 3:32 PM

pra r—

In the flow map, visual indicators alert you to tiers experiencing problems. The red bar under the
Commerce tier indicates problems while the green bar under the Inventory tier indicates that this

tier is healthy:
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By default, the flow map computes tier health by comparing the state of the tier averaged over the
last 15 minutes against the daily trend (the 30 day rolling average). You can change the time
window for baseline comparison using the time window pull-down menu. You can also disable
baseline comparisons. For an in-depth discussion of AppDynamics baselines see Behavior
Learning and Anomaly Detection.

Bundy Online Shoes M & L | (g Bundy Online Shoes B Compare I last 15 minutes
Business Transactions "
G R i ith Basel
‘ bt Dashboard Top Business Transactions Transaction Snapshots Transaction Analysis ompare Raaponas Tima wi ase
Servers Don't compare against basaline
Events Application Flow Map K E e X 5 8 B adata- Last 15 days
End User Experience - — ‘ « Daily Trend - Last 30 days (default)
e
Troubleshoot Weekly Trend - Last 3 months
Bi Wonthly Trend - Last 1 year

Alert & Respond

- Configure Baselines

Analyze

Configure

Fio Server Health

i —4# P
- 1 critical, 0 warning, 1 normal
F- Transaction Scorecard
e e Nornal N 521% T
y 7 - I
S——- Slow 34% !
Explain this View Very Slow 4.5%
Load 853 L 57 i min Response Time (ms) 2,377 e sverags Errars 0.7% [J— 0 i
-
2
P B s
Y . (E.. J."/\ - T L "
) & h H
// \ / % A gL - {
2 3 TEEEE - - ) 3 0.8 b
3 5 . 3 am 30 [ A
A N l

You can change the time range displayed in the flow map using the time window pull down menu.
Changing the time range affects all the information in the dashboard and in all other dashboards
for the application.
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If a tier is experiencing problems, such as slow
map just of that tier:

response times, click the tier name to see a flow
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Click the Slow Response Times tab in the tier dashboard to view a graph of the slow response
times on that server, optionally compared with the load (blue line), as well as a list snapshots of

individual transactions that were slow.
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From slow transaction snapshot list, double-click a slow transaction to drill down into the details of

the causes of the slowdown:

"
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02/05/14 4:18:41 PM 5269 fproduct/4
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From the transaction snapshot flowmap, click Drill Down to troubleshoot the slow transaction:

Copyright © AppDynamics 2012-2014

Page 83



APPDYNAMICS

Transaction: d3a0cd67-8bal-4d22-ad2a-659d0d4f4150150

USER EXPERIENCE EXECUTION TIME TIMESTAMP BUSINESS TRANSACTION REQUEST GUIE
VERY_SLOW 6459 ms 02/05/14 4:18:55 PM Bundy\S hoesBundle\ContralleCartController : addToCartAction d3alc4&7-8bal-4d22-ad2a-65]

Transaction Snapshat Flow Map »

6341 ms (98.2 %)

@ oo 3

START G Store - mysgl:PDO

Commerce

118 ms(1.8 %)

v

Call Drill Down. Exe Time: 10133 ms Timestamp: 02/05/14 5:43:30 PM BT: Bundy\ShoesBundle\Controller\ProductController : viewAction GUID: d3a0c467-8ba0-4d22-ad2a-659d0d4f415047H <

SUMMARY Execution Time: 10133 ms. Node Nodel. Timestamp: 02/05/14 5:42:41 PM
CALL GRAPH vl
Name Time (ms)
HOT SPOTS
v [ frequest - Oms(selffy | 0%
SQL CALLS .
v [ imain} - web/app.php Oms(self | 0%
ERROR DETARS v [i4] symfony\ComponentiHitpkernel\Kernel:handle - web/app.php:27 Oms(sel) | 0%
HARDWARE / MEM v Symfony\ComponentHitpkernel\De pendencylnjection\ContainerfwareHttpKernel::handle - app/ibootstrap.php.cache: 2305 0 ms (self) | 0%
NODE PROBLEMS V5;.'mfon'_.f'.Componem"HttpKernethtpKeme\ handle - app/bootstrap.php.cache: 3024 0 ms (self) | 0%
YSymionwaomponent‘.HttpKemel'.HﬂpKemel::handleRaw - app/baotstrap.php.cache:2885 0 ms (self) | 0%
ADDITIONAL DATA
Vcall_user_func_arra;.' - app/bootstrap.php.cache:2813 0 ms (selfy | 0%
v Bundy\ShoesBundle\Controller\ProductController:viewAction - app/bootstrap.php.cache: 2913 112ms (self) | 11%
v Doctrine\Comman\Persistence\AbstractManagerRegistry::getRepository - Controller/ProductController.php:14 0 ms (self) | 0%
VDoctrinewCommon'.F‘er:i:tence‘.Ab:tractMunagerRegi:try::getl\danager - Persistence/AbstractManagerRegistr 0 ms (self) | 0%
|-Symiuny\Eridga\DD:‘lrmE\ManzgerRegistry..gatService - Persistence/AbstractManagerRegistry.php:185 k 9172 ms (total) 890.5 %
v Doctrine\ORM\EntityRepository::find - Controller/ProductController php:15 0 ms (seify 0%

Symfony\Bridge\Doctrine\ManagerRegists
VDoctrlnewORM'.Entlt'_.fManager::flnd-ORM9Ent|t;.fRepo:|tor‘_4.php154 b i ey i - g‘ ik

bDodrine‘.ORMwPers\:ters'.Ba:icEntit;.fPers\ster::load - ORM/EntityManager.php:460 849 ms (total) 8.4 %

For more information see Troubleshoot Slow Response Times for PHP and Transaction
Snapshots.

Tutorial for PHP - Server Health

® About PHP Server Health
® Viewing Health Rule Violations
® Modifying an Existing Health Rule
® To access the node health rule configuration window
®* To modify the conditions that trigger an existing health rule violation
® Learn More

About PHP Server Health

Health is an indicator of how actual performance compares to acceptable performance.
Acceptable performance is defined by health rules which generate warning events for performance
that may be and critical events for performance that definitely is of concern and requires
investigation. A color other than green in the server health bar or in the icons in the Health tab in
the app servers list indicates that health rule violation events exist.
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For server health, AppDynamics provides predefined default health rules for CPU utilization and
physical memory utilization.
Viewing Health Rule Violations

You can access information about health rule violations by clicking Troubleshoot-> Health Rule
Violations in the left navigation pane or Server Health in the Server Health panel.

Bundy Online Shoes M a2 <« '¢Bll Eundy Online Shoes SRR compare I last 4 hours |
Business Transactions
[ " Dashboard Top Business Transaction Transaction Snapshot Transaction Analysis
Events Application Flow Map + e W E = x < O Events “
End User Experience - Health Rule Viclations Started [
Troubleshoot - Mode Health 8
& it ABS e g upl f ez £
Slow Response Times ' Application Changes 18
Erors I S - o Business Transaction Health
Health Rule Violations ’
Alert & Respond 0 critical, 0 warning, 12 normal
Analyze 385 cxtimin, Brm
- R, gttt 108 =———=Wserver Health
Configure h I
0 critical, 1 warning, 1 normal
’ Transaction Scorecard
X 3 vormal [ 55 248k
Explain this View — B e P R— Mot comparing against Baseline data | Slow 26% 675
Load 26,052 Laie 110 rmin Response Time {ms) 353 me sverage Errars 0.7% 191 ot 1 rmin [m]
200 -
o 160 ‘ ' L 5’; 5000 ‘l :-!'
ey MM "ﬂ o AWy N [ 2o !
5 =l L ___________ Wil | 5 ‘ 5 | \
Custom Dashboards 5 a0 MY ‘ 3 e ‘ ‘ | F u “ |J
Cloud Auto-Scaling 0 || P T -f\~'-—~=’----ﬂ«f\f’3~f-4“‘\1‘—" H I HI ”h u | I . il " “
10:03 AM 10:45 AM 11:35 AM 12:21 PM 1:07 PM 1:53 PM 10:03 AM 10:50 AM 11:37 AM 12:24 PM L:11PM  1:58 PM 10:03 AM 10:49 AM 11:35 AM 12:21 PM 1:07 PM 1:53 P

Bundy Online Shoes ) BundyOnline Shoes » Servers »
Business Transactions

App Servers

Health

Hardware

Memory (Java
Servers Ve !

| Wiew Dashboard L Create Tier View %

b Inventory Mame #of Nodes Health App Agent Status App Agent Version

. Web I Inventory i}
1 Modet ¥ | Web 2

W

1 web-ip-10-248-84-179 I Mode1 M qRoL Sarmar Anantr? T AR 0 GA
_ There are Health Rule Violations on nodes in
Databases | web-ip-10-248-04-179 this Tier during the time range. Click to view — 3AT

details.

Remote Services

Double-click on a health rule violation in the list to see details about the violation. From there you
can view:

¢ the configuration for the health rule that was violated
® the node dashboard at the time of the health rule violation
® actions that were automatically executed (if any) in response to the health rule violation
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Health Rule Violation Started - Warning

Summary Actions Executed (0)
Event Type Health Rule Violation Started - Warning Wiclation State Open
Health Rule Memory utilization is too high Duration  Ongoing (3 hours, 35 minutes)

From: 01/31/14 11:28:55 &AM Too -
Health Rule Type  Mode Health - Hardware, JYM, CLRE (cpu, heap,
disk )0, etc)

Affects I Node1 Mo Actions Executed  What does this mean?

View Dashboard During Health Rule Vielation

Description

Appdynamics has detected a problem with Node Node1.
Memory utilization is too high started violating and is now warning.
Al of the following conditions were found to be violating
For Mode Nodet:
11 Hardware Resources|Memory|Used % Condition
Used %'s value 76.0 was greater than the threshold 75 for the last 30 minutes
e e — e — e il

Modifying an Existing Health Rule

Perhaps a predefined health rule is too restrictive, or not restrictive enough, for your application
environment. For example the default health rule for CPU utilization triggers a warning event when
a node exceeds 75% CPU utilization and a critical event when a node exceeds 90% utilization.
You can modify these percentages as well as create your own health rules. Maybe the default
setting is generating too many health rule violations and you want to change the configuration so
that critical events are triggered when CPU utilization exceeds 95%.

To access the node health rule configuration window

Do one of the following:

® |f you currently viewing a violation in the Health Rule Violation window, click the link to the
health rule.

Health Rule Violation

Summary

Health Rule Memory utilization is too high

k

W“—MH
® In the left navigation pane:

1.Click Alert & Respond->Health Rules.
2 Double-click the the health rule in the health rule list.
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Bundy Online Shoes - " ) Bundy Online Shoes » Alert & Respond » [EEEETRINEES

Business Transactions
Health Rules | Evaluate Health Rules 1
Servers

Events + - Filters w O

End User Experience Mame Type Enablad
Troubleshoot 5usiness_Transac1ion response time  Business Transaction Performance ”
Alert & Respond is much higher than normal
Business Transaction error rate is Business Transaction Performance
Folicies much higher than normal “
CPU utilization is too high Mode Health - Hardware, JWM, CLR >
Actions
Emall Digests 1 Memary utilization is too high Node__liea_llt‘h - Hardware, /WM, CLR. ~ ”
To modify the conditions that trigger an existing health rule violation
1. In the Edit Health Rule window click the Critical Condition tab on the left.
2. Change the value in the specific value text field to another value.
3. Click Save.
4. In the Edit Health Rule window click the Warning Condition tab on the left.
5. Change the value in the specific value text field to another value.
6. Click Save.
ERERM BT Critical Condition Copy from Warning Condition
AFFECTS
If | Al of the following conditions are met: == Add Condition
CRITICAL COMDITION
WARNING CONDITION Valug w | of Hardware Resources|CPU|%Busy |

Hardware Resou

is | = Specific Value v |80

e

You can also add more conditions required to trigger the health rule violation by clicking Add
Condition. Or change the times at which the health rule is in effect, in the Overview tab. Or restrict
the nodes and tiers affected by the health rule in the Affects tab. Or create entirely new health
rules from scratch. See Health Rules and Configure Health Rules..

Learn More

® Health Rules

® Configure Health Rules
®* Policies

® Actions

® Troubleshooting Server Health, AppDynamics in Action video
Tutorial for PHP - Transaction Scorecards

Business transactions are categorized as Normal, Slow, Very Slow, Stalls, or Errors in the
transaction scorecard that appears in several dashboards. The categories are determined by
configurable thresholds and by the AppDynamics error detection configuration.

Copyright © AppDynamics 2012-2014 Page 87


http://docs.appdynamics.com/display/PRO14S/Health+Rules
http://docs.appdynamics.com/display/PRO14S/Configure+Health+Rules
http://docs.appdynamics.com/display/PRO14S/Health+Rules
http://docs.appdynamics.com/display/PRO14S/Configure+Health+Rules
http://docs.appdynamics.com/display/PRO14S/Policies
http://docs.appdynamics.com/display/PRO14S/Actions
https://appdynamics-static.com/education/video/troubleshootingServerHealth/story.html
https://appdynamics-static.com/education/video/troubleshootingServerHealth/story.html
http://docs.appdynamics.com/display/PRO14S/Glossary#Glossary-BusinessTransaction

APPDYNAMICS
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S Slow 0.2% 71
Y
(-l'”_’ ) very Slow || 11% 313
http://httpstat us:80 Slalls ] 0.0% 1
Explain this View Net comparing against Baseline data | grrorg I 20% 595
Load 29,438 e A min Response Time (ms) B73 rnavamge Errors 2% 595 iora 1 imin C
48 o 120 .
e 1
~ b oo
& aa ] E
@ @ 10m 8 oe |
ER e . 3™ 3 04 |‘
- - ---- - - - - 3
6 d N e - - - - 0.2 \‘
& m o
SO0AM __ B:ODAM 11100 AM _ 2:00 FM 5:00 AM__ B:ODAM  11:00 AM__ 2:00 M SIO0AM _ BIODAM  11:00AM _ 2:00 PM

To see the response time distribution over time, click the Transaction Scorecard link or the
Transaction Analysis tab in a dashboard. For more information about this histogram see Transacti

on Analysis Tab.

‘ bt Dashboard Top Business Transactions Transaction Snapshots Transaction Analysis
Show Events Show Mormal Transactions Show Response Time
e hd e P B normal Slow [ Very Slow [l Stall [l Eror 4 Response Time
(show event filters)
— 2200
160 — Errors are red.
_ — 2000
140 — (el R Very slow transactions
are green. are orange. — 1800
10 — 1800
i
100 — 1400 5&
— 1200 8
5 2
o i
— 1000 o
=
i
g0 — 800 @
— BOD
a0
— 400
20
— 200
O B Ty
2:56 PM 3:05 PM 3:14 PM 3:23 PM 3:32 PM 3:41 PM 3:50 PM 3:55 PM 4:08 PM 4:17 PM 4:26 PM 4:35 PM 4:44 PM 4:53 PM

To view or modify the default thresholds, click Configure->Slow Transaction Thresholds in the

left navigation pane.
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Help Setup Logout usert

7%

(UCRELICRN NI Slow Transaction Thrasholds

Magento

Business Transactions Hide Tres

Servers

P+ Default Thresholds User Transaction Thresholds Background Tasks Thresholds
» 2 Individual Transaction Thresholds
User Transaction Thresholds
" This section lets you configure Slow Transaction Thresholds, and when to trigger Diagnostic Sessions.
ip-10-245-62-247
Databases w Slow Transactions Thresholds
Slow Transaction Threshold
More than % slower than the average of the last | 2 hours -
Click here to R—
view and modify Greater than Milliseconds

slow and stalled P (# Greaterthan |3 Standard Deviations for the last |2 hours ¥
baselines.

Configure Very Slow Transaction Thresheld

Analyze

Instrumentation

Mare than % slower than the average of the last | 2 hours -
Slow Transaction Thresholds e
Greater than Milliseconds
Baselines — .
——* @) Greaterthan |4 Standard Deviations for the last | 2 hours -

© stall Threshold

Disable Stall detection
s el (@ Stall occurs when a transaction takes more than 45 seconds

Stall occurs when a transaction's response time is deviations above the average for the last 2 hours

Thresholds can be static or dynamic; dynamic thresholds are based on historical data. You can
configure what Slow, Very Slow, and Stall means for each business transaction in your application.
For more information see Thresholds.

Help  Betup  Logout user!
F 3 « (¢ B O e IR Slow Transaction Thresholds ? %
"
ot
Transactions Hide Tree
P Default Thresholds user |ransacuon Inresnolas ~
ou configure Slow Transaction Thresholds, and when to trigger Diagnostic Sessions
¥ “ Individual Transaction Thres
Set thresholds for
& individual business ~ [gtions Thresholds
B catalog © category | view transactions.
B catalog @ product @ view .
ansaction Threshold
[ checkout : cart © index
eonts Ems index : index More than % slower than the average of the last 2 hours -
End User Exparience custc-mcr' account @ login Greater than Milliseconds
—roublashoet [ review : product ; list =l (@) Grealerthan 3 Standard Deviations for the last |2 hours ¥
Alert & Respond N
s Very Slow Transaction Threshold 3
An — —_—
Moaore than % slower than the average of the last 2 hours -
Configure [
Greater than Milliseconds
nstrumentation
Slow Transaction Thresholds == (o Greaterthan 4 Standard Daviations for the last | 2 hours -
Baselines
© stall Threshold
Disable Stall detection
=l (@ Stall occurs when a transaction takes more than | 45 saconds
Stall occurs when a transaction's response time is deviations above the average for the last 2 hours.
Custom Dashboards
Cloud A L Apply to all Existing Business Transactions | Save Default Slow Transactions Thresholds

For information about troubleshooting slow response times see Troubleshoot Slow Response
Times for PHP.

By default, errors with a severity of Error are detected from logged exceptions and messages. To
view or modify error detection:

1. Click Configure->Instrumentation in the left navigation pane.
2. Click the Error Detection tab.
3. Click the PHP-Error Detection subtab.

See Configure Error Detection for PHP for information about configuring error detection. See Trou
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bleshoot Errors for PHP for information about errors.
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