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AppDynamics Application Performance Monitoring
Platform

This page provides information on installing, configuring, and administering an on-premises AppDynamics Application Performance Monitoring
(APM) Platform deployment.

Installation Overview

Before you install the platform, review the requirements for the components you plan to install and prepare the host machines. The requirements vary
based on the components you deploy and the size of your deployment.

For the Controller and Events Service, you first need to install the AppDynamics Enterprise Console. You then use the application to deploy the Controller
and Events Service. Note that the Events Service can be deployed as a single node or a cluster. The Enterprise Console is not only the installer for the
Controller and Events Service; it can manage the entire lifecycle of new or existing AppDynamics Platforms and components.

You cannot use the Enterprise Console to perform the End User Monitoring (EUM) Server installation. Instead, you must use a package installer that
supports interactive GUI or console modes, or a silent response file installation.

Follow these tasks before you start the installation process for the AppDynamics APM Platform:
® Review the Platform Requirements.
* Verify the Enterprise Console host meets the requirements to host the application and the Controller since they share the same host by default for

Express Install. You do have the option to install the Enterprise Console on a different host than the Controller's using Custom Install.
® On Linux, verify that you have assigned execute permissions to the installation script with the following command:

chnod 775 pl atform setup-64bit-Iinux.sh

You can get the software for installing the platform components from the AppDynamics download site. See Download AppDynamics Software

Platform Components and Tools

An on-premises AppDynamics Platform installation consists of several, separately installed and configured components. These include the Controller,
MySQL database, Events Service, and optionally the EUM Server.

The AppDynamics Enterprise Console is a GUI and command-line based application that can manage the installation, configuration, and administration of
the Controller and Events Service.

For the EUM Server, you must continue to use the package installer to deploy the EUM Cloud. See EUM Server Deployment

After you install the platform, you can configure and manage different components with component-specific scripts. Based on how you deploy the platform,
you might use a combination of the Enterprise Console and package installers to install and manage the various components of the platform.

On-Premises Deployment Architecture

The following diagram depicts the components of a complete on-premises AppDynamics APM Platform deployment. It shows how the components interact
to fulfill application, database, infrastructure, end-user monitoring, and more.
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Depending on the scale of your deployment, your requirements, and the products you are using, your own deployment is likely to consist of a subset of the
components shown in the diagram.

You can find a more detailed diagram, as well as a SaaS architecture diagram on PDFs. For a diagram of the Enterprise Console, see the Enterprise
Console Platforms Architecture. For a diagram of the Synthetic Server Deployment, see the Synthetic Server Deployment Architecture.

Platform Components

The following table describes how the components work together in the AppDynamics platform.

Product Components Involved
Feature
Application 0
Performan App Server Agents attach to monitored applications and send data to the Controller via connection .
ce
Manageme
nt
Server e
Visibility Machine Agents reside on monitored servers and report data to the Controller via connection .
Application
Analytics The Analytics Dynamic Service (formerly called the Analytics plugin) on the App Server agent communicates with a local
Analytics Agent instance. One or more Analytics Agents in a deployment send data to the Events Service via connection @ The

Analytics Agent is bundled with the Machine Agent but can be installed and run individually as well.
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Database

Visibility The Database Agent connects by JDBC to monitored databases. The agent sends data to the Controller (via connection Q),
which uses the Events Service to store certain types of data.

End-User For an on-premises EUM installation, you configure a connection to the web and mobile real user monitoring agents to the on-premises

Monitoring

Custom EUM Geo Server stores EUM Geo Resolution data taken via connection @ The optional

synthetic job requests from the Controller, which are then fetched from the Synthetic Services via connection .

Platform Connections

The following table lists and describes the traffic flow between AppDynamics platform components.

Connection Source Destination

® ¥ 9O ® © ©

H)

AppDynamics users through the web GUI, REST API, D Cantroller
atabase Agent, Application Server Agent, and Machine and
Analytics Agents
Analytics Agent Events

Service Cluster

End-User
Monitoring (EUM)
Server

Real User Monitoring (RUM) Agents

Custom

Real User Monitoring (RUM) Agents EUM Geo Server

Controller EUM Server
Events

Controller Service Cluster
Events

EUM Server Service Cluster

. Synthetic
Synthetic Agents
Yy ¢} Server

(} The default port 9081 is the Admin port (HTTP).

Data Storage Location

Data is stored in the following locations:

APM configuration and metric data in the on-premises Controller MySQL database
EUM event data in the Events Service

Transaction and log analytics data in the Events Service

EUM Geo Resolution data in the on-premises GeoServer

EUM Synthetic data in the on-premises Synthetic Server
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Traffic

APM/Database Metrics

Log and Transaction
Analytics

Event Data

EUM Beacon Data

EUM Geo Resolution

Mapping Data

EUM Metric Data

Events Service API
Store

Events Service API
Store Admin

Events Service API
Store (EUM Event
Data)

Events Service API
Store Admin (EUM
Event Data)

Synthetic
Measurement Data

Protocol

HTTP
HTTPS

HTTP

HTTP
HTTPS

HTTP

HTTPS

HTTP

HTTPS

HTTP(S)

HTTP(S)

HTTP(S)

HTTP(S)

HTTP

HTTPS

EUM Server via connection @ The EUM Server sends data to the Events Service cluster via connection @ The optional

Synthetic Server receives

Default
Port(s)

8090
8181

9080

7001
7002

80
443
7001
7002
(demo

mode only)

9080

9081

9080

9081

10101

10102
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Installation and Upgrade Overview

The installation and upgrade process for the AppDynamics platform consists of pre-installation steps to prepare your network and host machines for
installation, installation tasks, and post-install steps to complete the required configuration. See Planning Your Deployment

After this process, you can perform optional configurations and administrative tasks described in Secure the Platform.

To start the installation or upgrade process, see Platform Requirements for information about requirements and pre-installation tasks.
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Planning Your Deployment

This section provides an overview of how to plan your on-premises deployment.

Related pages:

Platform Requirements
Controller System Requirements
EUM Server Requirements
Events Service Requirements

Before You Begin

Before you upgrade or install the platform, perform the following tasks:

Choose your appropriate Enterprise Console install or upgrade path.

Review the requirements for the components you plan to install and prepare the host machines. The requirements vary based on the components
you deploy and the size of your deployment.

Download the Enterprise Console and start your platform installation.

Verify that a user account with write permissions for the installation directory you want to use exists. Install all components with the same user or
a user with equivalent permissions.

You can refer to the child pages for the platform requirements and deployment guides.

@ Irrespective of the server's computing power, installing more than one controller on the same server is not supported.

Choose How You Want to Install

The deployment option you choose to follow should be based on the components of the AppDynamics platform that you want to deploy. Deployment
options that include the Controller and Events Service installations require the Enterprise Console, while the EUM Server installation requires the use of
package installers.

Based on your AppDynamics deployment, you may use the Enterprise Console for the following tasks:

Install a Controller and an embedded Events Service.

Install an HA pair and scaled-out Events Service.

Install or upgrade the Events Service on Linux.

Install or upgrade an Events Service on Windows that runs on a single host.
Discover and manage a Controller and Events Service.

Upgrade a Controller or HA pair and preserve customizations after the upgrade.
Upgrade MySQL to the latest supported version.

The following tasks cannot be performed using the Enterprise Console, and therefore, must be performed manually:

Install or upgrade an HA pair on Windows.

Install or upgrade an Events Service on Windows that runs on multiple hosts as a cluster.
Install the EUM Server.

Install the Synthetic Server.

Installation and Upgrade Quick Starts

Based on how you deploy and what components of the AppDynamics you deploy, there are different installation and upgrade steps to follow.

New Installations Quick Start

This installation path describes the use of the Enterprise Console to install the Controller and Events Service. The EUM Server must be installed
separately as it cannot be installed using the Enterprise Console.

1.
2.

Install the Enterprise Console.
Use the Enterprise Console to create the platform and add hosts.
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3. Install the Controller and Events Service on the same host by using Express Install. Use Custom Install to install a scaled-out Events Service that
runs on a host that is separate from the Controller. Custom installations give more flexibility on where and how to install Controller and Events
Service.

4. Install the EUM Server.

5. Complete the post-install tasks for the Controller, Events Service, and EUM Server.

For a more detailed description of this path, see Platform Installation Quick Start.

Upgrade Quick Start

This is the upgrade path to follow using the Enterprise Console and EUM package installer:
1. Install the Enterprise Console.
2. Discover and upgrade an existing Events Service with the Enterprise Console.
3. Upgrade the Production EUM Server with the package installer.

For a more detailed description of this path, see Discovery and Upgrade Quick Start.

Platform Component Compatibility

For versions 20.x+, to ensure that the platform components work properly, be sure you install compatible component versions based on the following
guideline:

Platform Version Platform Component Version Compatibility
20.2+ EUM Server version >= Controller version

(Events Service 20.2+ is backward compatible with the other platform components.)

@ The Synthetic Server 20.x+ versions are compatible with any of the other component versions 20.x+ and the Synthetic Private Agent 20.x+.

To get the versions of the Events Service, Controller, and Events Service, see Getting Platform Versions. For the EUM Server and Synthetic Server, use
the following endpoints:

® http(s)://<on-premeum server_donai n- name>: 7001/ euncol | ect or/ get - ver si on
® http(s)://<on-premsynthetic-server_domai n-nane>: 10101/ ver si on

Download the Software

To use the Enterprise Console to install the AppDynamics Platform, you need to download the Enterprise Console installer and, if needed, the EUM Server
package installer.

For more information on downloading the software, see Download AppDynamics Software.
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Platform Requirements

The requirements for different components in the AppDynamics platform are based on the performance profile you select. This page describes the different
performance profiles and how to determine the profile size you need.

CPU and Memory Space Requirements

When the Enterprise Console host is shared with the Controller host, it should have enough space to match the Controller host requirements, since there is
no need for additional memory for the Enterprise Console.

However, when the Enterprise Console host is not shared with the Controller host, then it requires additional memory and disk space.

See Enterprise Console Requirements and Prepare the Controller Host for additional space requirements.

Network Considerations

Your network or the host machine may have built-in firewall rules that you will need to adjust to accommodate the AppDynamics on-premises platform.
Specifically, you may need to permit network traffic on the ports used in the system. For more information, see Port Settings.

For expected bandwidth consumption for the agents, see the requirements documentation for app agents, see Install App Server Agents.

System User Account

You need to install all platform components with a single user account or accounts that have equivalent permissions on the operating system. The user
needs to have write permissions for the installation directory.

Operating System Support

These operating systems support the AppDynamics platform:

Linux (64 bit) Microsoft Windows (64 bit)
® RHEL 7.x and 8.x ® Windows Server 2012 and 2012 R2
® CentOS 7 and 8.x ® Windows Server 2016
® Ubuntu 14, 16, 18.x, and 20.x ®* Windows Server 2019
® openSUSE Leap 12 and 15
® Amazon Linux 1 and 2

You can use the following file systems for machines that run Linux:
* ZFS

* EXT4
* XFS

@ On-premises controller deployments on Linux are only supported on x86-64.

Internationalization Support

The Controller and App Agents provide full internationalization support, with support for double- and triple-byte characters. This support provides the
following abilities:

® Controller Ul users can enter double- or triple-byte characters into text fields in the Ul.
® The Controller can accept data that contains double- or triple-byte characters from instrumented applications.
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Network Bandwidth Requirements

See Administer App Server Agents for information on bandwidth usage in an AppDynamics deployment.

More Information

For requirements that are specific to product components, see the following pages:

® Controller System Requirements
® EUM Server Requirements

® Events Service Requirements

® Synthetic Server Requirements
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Port Settings

When deploying AppDynamics, you may need to open ports in a network firewall or configure a load balancer to enable communication between the
Controller and the rest of the AppDynamics platform.

For SaaS, you only need to adjust your infrastructure to accommodate the HTTPS port provided to you by AppDynamics. For an on-premises deployment,
however, you may need to make additional adjustments based on the information here.

Platform Component Ports

The following ports are open in a platform deployment. The "external" column indicates whether connections to the port occur entirely within the Controller
host or from outside the host, and therefore may require firewall or load balancer configuration changes.

Port Name

Enterprise Console
port

SSH port

Database server
port

Default database
port

Application server
admin port

Application server
JMS port

Application server
11OP port

Application server
primary port (HTTP)

Application server
SSL port (HTTPS)

Events Service
REST API port

Events Service
REST API admin
port

Reporting service
HTTP port

Reporting service
HTTPs port

EUM server port
(HTTP)

EUM server SSL
port (HTTPS)

Default

9191

22

3388

3377

4848

7676

3700

8090

8181

9080

9081

8020

8021

7001

7002

External?

Yes. The application uses port 9191 for all traffic.

The port needs to be open between the Enterprise Console and the remote hosts it manages. This is for Unix only
and is not configurable. If you have a requirement to configure the port, contact AppDynamics support.

No

No

No

No

No

Yes

Yes

If the Events Service and Controller are on different hosts, you need to configure the port in the firewall or load
balancer.

If the Events Service and Controller are on different hosts, you need to configure the port in the firewall or load
balancer.

No

No

If EUM and the Controller are on different hosts, you need to configure the port in the firewall or load balancer.

If EUM and the Controller are on different hosts, you need to configure the port in the firewall or load balancer.

At installation time, you can enter different ports manually. After installation, you can change the port settings by either reinstalling the Controller or by
editing the port configuration as defined on the Enterprise Console Configurations page or in the underlying GlassFish application server, as described

in the following sections.

Editing Controller Port Configurations
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You can modify connection settings through the Enterprise Console Ul. The Enterprise Console will automatically update all occurrences in the controller
for you. You do not need to manually update all the files and manage the sequence to restart services. See Update Platform Configurations.

You can also edit the ports manually by editing configuration files used by the application server for the Controller domain. Updating the ports manually,
however, will cause the Enterprise Console to have no visibility into the updates and cause health-check errors.

The following sections list the settings you need to modify to change a port.

Change the Primary Server Listening Port

1. Indomai n. xm , change the port number as it appears in these locations:
® The value of the net wor k- | i st ener element with the attribute id="ht t p- | i st ener - 1" for the primary listening port, or ht t p-
I'i st ener - 2 for the secure listening port to the new port setting.
®* The JVM argument values for the Controller HTTP port and Controller services port under the config element named ser ver - confi g.
2. For each deployed agent, navigate to proxy/conf in the agent home directory and change the control | er - port valueincontrol | er-info.
xm .

Change the Database Port

1. Indonai n. xm , change the database listening port where it appears under the j dbc- connect i on- pool
element named control | er _nysql _pool . It appears as the value of the property named por t Nunbel

2. Editthe file appser ver/ gl assfi sh/ donai ns/ domai n1/i ng/ i nst ances/ i ngbr oker/ props/ confi g. properti es to change the "i ng.
persi st.jdbc. nmysql . property.url" variable so that it includes the new port number. This variable is the JDBC connection string.

3. Indb/ db. cnf, set the " port =" variable to your new port setting.

4. Inbin/controller.bat (.sh),changethe"DB_PORT" variable to your new port setting.

Change the Glassfish Admin Listening Port

1. Indomai n. xm , change the port attribute value of the ht t p-1i st ener element to the new port. This is the element with an id attribute value of "
admin-1istener"”.

2. Also in the Controller home directory, change the adm nPort valuein.install 4j/response. varfil e. This ensures that the new port
number is not overwritten in a future Controller upgrade.

Change the JMS Port

1. Indomai n. xm , change the port attribute value for the j ms- host element with the name attribute of def aul t _JMS_host .
2. Change thej nsPort valuein.install4j/response.varfil e. This ensures that the new port number is not overwritten in a future
Controller upgrade.

Change the IIOP Listening Port

1. Indonmi n. xn , edit the port attribute value of the i i op-1i st ener element with an id attribute of or b-1i st ener- 1.
2. Change thei i opPort value in<control |l er_home>/.install4j/response. varfil e. This ensures that the new port number is not
overwritten in a future Controller upgrade.

Enable Appserver Health Checks for HTTPS

If you disable or lock the Controller's HTTP port, you will need to configure the Appserver health check to contact the Controller's HTTPS port instead. You
can do so by completing the following steps:

1. Indonmmi n. xm , set the HTTP listener, ht t p-1 i st ener - 1, to enabl ed=f al se.
2. Restart the Controller.
3. Use the Enterprise Console to discover and upgrade the Controller.

The Enterprise Console will default to the HTTPS port.
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Physical Machine Controller Deployment Guide

The following pages describe considerations and instructions for deploying the Controller on physical machines.
® Prepare the Controller Host

® Controller Data and Backups
® Migrate the Controller

Confidential: Beta Release Copyright © AppDynamics 2021 | Page 1



\) APPDYNAMICS

part of Cisco

Prepare the Controller Host

Related Pages:
® Controller System Requirements
This page describes the common configuration, tuning, and environment requirements for the machine that hosts the Controller.

These considerations apply whether the machine runs Linux or Windows or is a virtual machine. For specific considerations for your operating system
type, see the related pages links.

Time Synchronization Service

A time synchronization service, such as the Network Time Protocol daemon (ntpd), should be enabled on the Controller host machine.

MySQL Conflict

Certain Linux installation types include MySQL as a bundled package. No MySQL instances other than the one included in the Controller host should run
on the Controller host. Verify that no such MySQL processes are running.

Virtual Memory Space

The virtual memory size (swap space on Linux or Pagefile space on Windows) should be at least 10 GB on the target system, and ideally 20 GB.

Verify the size of virtual memory on your system and modify it if it is less than 10 GB. Refer to the documentation for your operating system for instructions
on modifying the swap space or Pagefile size.

Disk Space

In addition to the minimum disk space required to install the Controller for your profile size, the Enterprise Console writes temporary files to the system
temporary directory, typically /tmp on Linux or c:\tmp on Windows. The Enterprise Console requires 1024 MB of free temp space on the controller host.

On Windows, in case of an error due to not meeting the above requirement, you can set the temporary directory environment variable to a directory with
sufficient space for the duration of the installation process. You can restore the setting to the original temp directory when the installation is complete.

Network Ports

Review the ports that the Controller uses to communicate with agents and the rest of the AppDynamics platform. For more information, see Port Settings.
Note that on Linux systems, port numbers below 1024 may be considered privileged ports that require root access to open. The default Controller listen

ports are not configured for numbers under 1024, but if you intend to set them to a number below 1024 (such as 80 for the primary HTTP port), you need
to run the Enterprise Console as the root user.
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Prepare Linux for the Controller

This page describes the configuration requirements and considerations for using a Linux system as a Controller host machine.

User Account Requirements

The user account you use to perform the installation must have the following permissions:

® read, write and execute permissions on the directory where you install the Controller
® write permission onthe / et c/ . j aval . syst enpr ef s directory

If you are installing other AppDynamics Platform server components, such as the EUM Server or Application Analytics Processor, on the same machine, it
is recommended that you perform the installation as the same user or a user with the same permissions on the target machine.

Virus Scanners

Configure virus scanners on the target machine to ignore the AppDynamics Enterprise Console directory and database directory (or simply the entire
Controller directory). Code is never executed from the data directory, so it is generally safe to exclude this directory from virus scanning. The default
location of the data directory is <cont r ol | er _home>/ db/ dat a.

Also configure virus scanners to trust the Controller launcher, database executable, reporting service launcher, and events service (analytics processor)
launchers. The launcher names are:

Controller launcher: AppDynam csDomai n1Ser vi ce. sh
MySQL executable: mysql d. sh

Events service launcher: anal yti cs- processor. sh
Reporting service launcher: appdynani csreporti ngservi ce. sh

Anti-virus Exclusions

If you are running an antivirus program on your Linux system, it must meet one of the following conditions:

® The anti-virus program is read-only; it only detects and reports issues but never modifies files
® The anti-virus program excludes the MySQL data directory (dat adi r ), which is often set to the path db/ dat a.

If the program does not meet either of those conditions, it can randomly corrupt the MySQL database and hence the controller.

netstat Network Utility

Verify that your distribution of Linux includes the net st at network utility. If it does not, install the utility. The Controller installation uses net st at to
determine whether MySQL processes are running.

For example, you can install the package that includes net st at with the following command on CentOS:

yuminstall net-tools

libaio Requirement

The Controller requires the | i bai o library to be on the system. This library facilitates asynchronous 1/0O operations on the system. Note if you have a
NUMA based architecture, then you are required to install the nunact | package.

Install | i bai o on the host machine if it does not already have it installed. The following table provides instructions on how to install | i bai o for some
common flavors of Linux operating system.

Linux Flavor Command
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Use yumto install the library, such as:

® Red Hat
® CentOS ® yuminstall libaio
®* Amazon ® yuminstall numactl
® yuminstall tzdata
® yuminstall ncurses-1ibs-5.x
For RHELS, CentOS8, and Amazon2, you install the ncur ses- | i bs- 5. x library using a r pmfile downloaded from a trusted source:
sudo rpm-ivh --force ncurses-base-5.x.rpm
sudo rpm-ivh --force ncurses-1libs-5.x.rpm
Note: The ncur ses- | i bs depends on the ncur ses- base so you should install the ncur ses- base first.
Example of a trusted source for r pmdownload:
http://mirror.centos.org/centos/7/0s/x86_64/Packages/ncurses-base-5.9-14.20130511.el7_4.noarch.rpm
http://mirror.centos.org/centos/7/0s/x86_64/Packages/ncurses-libs-5.9-14.20130511.el7_4.x86_64.rpm
® To install version 6, follow these steps:
You must either create symlinks for ncur ses- | i bs- 5 which points to ncur ses- | i bs- 6, or install the ncur ses- conpat - | i bs pac
kage, to provide ABI version 5 compatibility.
RHEL8 symlink:
sudo In /usr/lib64/1ibtinfo.so.6.1 /usr/lib64/1ibtinfo.so.5
sudo In /usr/1ib64/libncurses.so.6.1 /usr/lib64/libncurses.so.5
CentOS8 symlink:
sudo In /usr/lib64/libtinfo.so.6.1 /usr/lib64/libtinfo.so.5
sudo In /usr/lib64/libncurses.so.6.1 /usr/lib64/libncurses.so.5
Amazon2 symlink:
sudo In -s /usr/lib64/libncurses.so.6.0 /usr/lib64/libncurses.so.5
sudo In -s /usr/lib64/1ibtinfo.so0.6.0 /usr/lib64/1ibtinfo.so.5
RHEL8 compat-libs:
sudo yuminstall -y ncurses-conpat-Ilibs
CentOS8 compat-libs:
sudo yuminstall -y ncurses-conpat-|ibs
Amazon2 compat-libs:
sudo yuminstall -y ncurses-conpat-Ilibs
Fedora Install the library RPM from the Fedora website:
® yuminstall libaio

® yuminstall numactl
® yuminstall tzdata
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Ubuntu Use apt - get , such as:
® sudo apt-get install |ibaiol
® sudo apt-get install nunactl
® sudo apt-get install tzdata
L]

sudo apt-get install libncurses5

@ For Ubuntu20 you can install | i bncur ses5 orli bncur ses6.

® If you choose | i bncur ses5:
sudo apt-get install |ibncurses5

® If you choose | i bncur ses6:
sudo apt-get install |ibncurses6

Note: For |i bncur ses6 you need to create symlink for | i bncur ses5 pointingto |i bncur sesé.

sudo In -s /usr/lib/x86_64-1inux-gnu/libncurses.so.6.2 /usr/lib/x86_64-1inux-gnu/lib
ncurses. so. 5

sudo In -s /usr/lib/x86_64-1inux-gnu/libtinfo.so.6.2 /usr/lib/x86_64-1inux-gnu/libti
nfo.so.5

Debian Use a package manager such as APT to install the library (as described for the Ubuntu instructions above).

SLES12 and Use zypper to install the library, such as:

SLES15
sudo zypper install 1ibxm2-2
sudo zypper install |ibxm 2-tools
sudo zypper install libaiol

sudo zypper install numactl
sudo zypper install |ibcursesb

sudo zypper install tzdata

tzdata Requirement

Ubuntu version 16 and higher requires the t zdat a package in order to install the Enterprise Console and Controller.

@ The t zdat a package is also required by the MySQL connector.

Toinstall t zdat a, use apt - get , such as:

® sudo apt-get install tzdata

Configure User Limits in Linux
AppDynamics requires the following hard and soft per-user limits in Linux:

® Open file descriptor limit (nof i | e): 65535
® Process limit (npr oc): 8192

The following log warnings may indicate insufficient limits:

® Warning in database log: "Could not increase number of max_open_files to more than xxxx".
® Warning in server log: "Cannot allocate more connections".

To check your existing settings, as the root user, enter the following commands:
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ulinmt -S -n
ulimt -S -u

The output indicates the soft limits for the open file descriptor and soft limits for processes, respectively. If the values are lower than recommended, you
need to modify them.

Where you configure the settings depends upon your Linux distribution:
® |fyoursystemhasa/etc/security/limts.d directory, add the settings as the content of a new, appropriately named file under the
directory.
® |fitdoes nothave a/etc/security/limts.d directory, add the settingsto/etc/security/limts.conf.
If your system does not have a/ et c/ security/limts. conf file, itis possible to put the ul i m t commandin/etc/ profil e. However,
check the documentation for your Linux distribution for the recommendations specific for your system.

To configure the limits:

1. Determine whether you have a/etc/security/limts.d directory on your system, and take one of the following steps depending on the
result:

® Ifyou donothave a/etc/security/limts.d directory:
a. As the root user, opentheli m ts. conf file for editing:

/etc/security/limts.conf

b. Set the open file descriptor limit by adding the following lines, replacing <I ogi n_user > with the operating system username
under which the Controller runs:

<l ogi n_user> hard nofile 65535
<l ogi n_user> soft nofile 65535
<l ogi n_user> hard nproc 8192
<l ogi n_user> soft nproc 8192

® Ifyoudohavea/etc/security/limts.d directory:
a. As the root user, create a new file in the I i mi t s. d directory. Give the file a descriptive name, such as the following:

/etc/security/limts.d/ appdynani cs. conf

b. In the file, add the configuration setting for the limits, replacing <l ogi n_user > with the operating system username under
which the Controller runs:

<l ogi n_user> hard nofile 65535
<l ogi n_user> soft nofile 65535
<l ogi n_user> hard nproc 8192
<l ogi n_user> soft nproc 8192

2. Enable the file descriptor and process limits as follows:

@ This step is not required for RHEL/CentOS version 5 and later. The below file has been combined into / et ¢/ pam d/ syst em aut h,
and already contains the required line.

a. Open the following file for editing:

/ et ¢/ pam d/ comon- sessi on

b. Add the line:

session required pamlints.so

3. Save your changes to the file.

When you log in again as the user identified by | ogi n_user, the limits will take effect.
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Fonts Needed for the Reporting Service

The Reporting Service depends upon certain system libraries and resources that are usually included in standard Linux distributions. However, certain
lightweight flavors of Linux may be lacking the requirements, primarily font libraries. The Reporting Service requires Fontconfig and FreeType installed as
well as at least one sans-serif font. Errors in the reporting server log will indicate missing components, such as a missing | i bf ont confi g. so file.

The following table lists one operating systems and the commands to install the required libraries:

Operating System Command

CentOS 6.1, 6.2; CentOS 6.3, 6.4,
and 6.5, Fedora 14

yuminstall fontconfig freetype urw base35-fonts
yum groupi nstal |l hebrew support

yum |l anginstall he_lL

CentOS 7.x, Redhat 7.x yuminstall fontconfig
Ubuntu 8, 12, 14 sudo apt-get update

sudo apt-get install libfreetype6 |ibfreetype6-dev |ibfontconfig

sudo apt-get install |anguage-support-he |anguage-pack-he

sudo apt-get install culnus cul nus-fancy xfonts-efont-unicode xfonts-efont-

$
$
$
$
$ yum groupinstall Fonts # Only needed for Chinese/Japanese
$
$
$
$
uni code-i b xfonts-intl-european nsttcorefonts

Ubuntu 13 $ sudo apt-get install libfontconfig
$ sudo apt-get install |anguage-support-he |anguage-pack-he

$ sudo apt-get install culnmus cul nus-fancy xfonts-efont-unicode xfonts-efont-
uni code-i b xfonts-intl-european nsttcorefonts

See Administer the Reporting Service for information on configuring the service.

GNU C Libraries

The Reporting Service requires GLIBCXX_3.4.9 or later and GLIBC_2.7 or later to run.

For more information and download instructions, see https://www.gnu.org/software/libc/.
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Prepare Windows for the Controller

This page provides operational and setup guidelines for running the Controller on Windows.

User Account Requirements

The user account you use to install the Controller must have administrative privileges on the host Windows machine.

@ If the host Windows machine is the Enterprise Console host, the Windows user account is configured to run with administrative privileges by
default.

Virus Scanners

Configure virus scanners on the target machine to ignore the AppDynamics Enterprise Console directory and database directory (or simply the entire
Controller directory). Code is never executed from the data directory, so it is generally safe to exclude this directory from virus scanning. The default
location of the data directory is <cont r ol | er _hone>\ db\ dat a.

Also configure virus scanners to trust the Controller launcher, database executable, reporting service launcher, and events service (analytics processor)
launchers. The launcher names are:

® Controller launcher: AppDynamni csDonai n1Ser vi ce. exe
* MySQL executable: Tysql d. exe

* Events service launcher: anal yti cs- processor. exe
® Reporting service launcher: appdynani csreporti ngservice. exe

Windows Defender Scanning

Exclude the Controller data directory (<cont r ol | er _home>\ db\ dat a), or simply the entire Controller directory, from scanning by Windows Defender. If
you are not sure whether Windows Defender is running on the system, check for it in your local Services list. You can either configure the Controller data
directory to be excluded in the Windows Defender Control Panel, or disable the service altogether if it is not needed.

For details on how to view services and exclude directories in Windows Defender, refer to the documentation for your version of Windows.

Windows Indexing Service

Ensure that the Windows indexing service is configured to ignore the Controller data directory (<cont r ol | er _hone>\ db\ dat a), or simply the entire
Controller directory.

The data directory does not contain any files that are meaningful to the indexer, so it can be excluded from indexing. To exclude the directory from
indexing, you can add the directory to the excluded directories list in the Indexer Control Panel, disable indexing in directory preferences, or stop the
indexing service entirely.

To add the directory to the excluded directory list, follow these steps:

1. From the Control Panel Indexing Options dialog, click the Modify button.
2. In the Indexed Locations dialog, navigate to and select the Controller data directory.

3. Clear the checkbox for the data directory and click OK.

Windows Update

Configure the Windows Update preferences so that the server is not automatically restarted after an update. To configure the restart policy:
1. Open the Local Group Policy Editor dialog (search for and run the gpedi t executable).

2. Navigate to the Windows Update component. In the tree, you can find it under Local Computer Policy > Computer Configuration >
Administrative Templates > Windows Components.
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3. Double-click on the No auto-restart... setting.
4. Select the Enabled option and click Apply.

NET Framework

Components of the .NET Framework 3.5 are required to allow the Controller to be installed as a Windows service on the target machine. The installer
checks your system and indicates if .NET 3.5 is not found. Follow the instructions on the Enterprise Console to get the required components.

@ Even if you have the latest version of .NET installed, you still have to install .NET 3.5. This is due to a Glassfish requirement where the
Glassfish launcher explicitly requires .NET 3.5.

Windows 7

The Controller is automatically installed as a Windows service. Windows 7 operating system must have the hotfix described in http:/support.microsoft.com
/kb/2549760. This hotfix ensures that the Windows registry modifications made by the installer to extend the default service timeouts work as expected.
The installer checks for the presence of the hotfix and warns you if it is not found.
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Controller Data and Backups

This page provides an overview of how to configure and administer Controller data storage.

About Controller Data Storage
The Controller requires persistent data storage to store the following type of information:

® Design of your applications (all metadata about business transactions, tiers, policies, and so on)
® History of the performance of your applications (metric data)
L]
L]

Transaction snapshot data and events
History of incidents that occurred (both resolved and unresolved incidents)

Controller Data Directory Location

By default, the AppDynamics Controller uses MySQL as its storage mechanism. The Controller bundles a MySQL instance with the Controller. At
installation time, the Enterprise Console creates the necessary tables and artifacts in the database.

By default, the database files and data are stored in: <control | er _hone>/ db.

Manage the Database User Password

The Enterprise Console creates the user account that the Controller uses to log into the database to perform database-related operations. The username
of the account is "root", and the password is the one you supply to the Enterprise Console during the Controller installation process.

When attempting to access the data, the Controller reads the database user password from these sources and in the priority shown:

® From the MYSQL_ROOT_PASSWD environment variable
® From user input to a command line prompt

If you do not keep the password in the environment variable, you will need to supply it in response to a command-line prompt whenever performing an
operation that involves accessing the database, starting the database, stopping the database, or logging into the database.

Moving the Controller Data Directory

After installation, you can move the data directory to a new location. This may be necessary, for example, if there is not enough disk space available during
Controller installation.

If you are using symlinks, you must create the symlink outside of the root Controller install directory and move the data directory to the new volume after
you install the Controller.

Warning: Do not mount a file system on <cont r ol | er _hone>/ db/ dat a. During Controller upgrade, the Enterprise Console moves the data directory to
dat a_ori g. Upgrade will fail if the Enterprise Console cannot complete this move.

You can also update the dat adi r path on the Controller Database Configurations page of the Enterprise Console GUI.

To relocate the Controller data directory

1. Stop the Controller and its database. See Start or Stop the Controller.
2. Modify following properties in the <cont r ol | er _hone>/ db/ db. cnf file to point to the new location of the data directory.

datadir

tnpdir

I og

sl ow query_log_file

3. Copy (or move) the existing data directory <cont r ol | er _hone>/ db to the new location.
For example, to copy the data on Linux:

Confidential: Beta Release Copyright © AppDynamics 2021 | Page 1



\) APPDYNAMICS

part of Cisco

cd <controller_honme>/db/
cp data <new | ocation>

4. Start the Controller. See Start or Stop the Controller.
5. Check the dat abase. | og and ser ver . | og for any errors related to the database connection.
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Controller Data Backup and Restore

Related pages:
® Enterprise Console Back Up and Restore
AppDynamics strongly recommends that you perform routine data backups of the Controller.
One method of maintaining backups of the Controller is to implement high availability. With high availability, the database on the secondary Controller
keeps a replicated copy of the data on the primary Controller. A secondary Controller also makes it practical to take cold copies of the Controller data,

since you can shut down the secondary to copy its data without affecting Controller availability. For information on HA, see Controller High Availability (HA).

Other approaches include using a disk snapshot mechanism or using database backup tools. The BackupTools section describes tools that support each
approach. In addition to regular backups, back up the Controller and Enterprise Console before upgrading or migrating them from one server to another.

This page provides an overview of the tasks and considerations related to backing up the Controller. Note that your Controller should be shut down before

performing any import functions.

@ It is to be noted that controller versions 4.3 and later will work only on restoring and backing up the <Cont r ol | er Hone>/ . appd.
scskeyst or e file.

Best Practices for Backups

To perform a complete backup of the Controller, the following three directories must be backed up:

1. Controller install directory
2. MySQL dat adi r
3. JRE directory used for Glassfish

Backing up the entire system each night may not be feasible when dealing with the large amount of data typically generated by a Controller deployment.
To balance the risk of data loss against the costs of performing backups, a typical backup strategy calls for backing up the system at different scopes at
different times. That is, you may choose to perform partial backups more frequently and full backups less frequently.
The scope of a Controller backup can be categorized into these levels:

® Level 1: A light backup of the installation environment only

® Level 2: A metadata backup involving all metadata associated with the installation except for big data tables.

® Level 3: Backs up all data, either by performing a cold backup of the /data directory or a hot backup using a third-party tool.
A possible backup strategy may be to perform a level 1 and level 2 backup very frequently, say nightly, and a level 1 and level 3 backup about once a

week. In addition to performing a level 1 or 2 backup, you should also back up the data for the Enterprise Console with nysql dunp on a regular basis. A
level 3 backup also backs up the Enterprise Console data. See Enterprise Console Back Up and Restore for more information.

Light Backup (Level 1)

A light backup targets Controller configuration files like db. cnf and domai n. xni . This type of backup lets you avoid having to reconfigure the Controller
in case of machine failure.

To perform this type of backup, simply copy everything in the Controller installation directory EXCEPT the data directory.
While it is recommended that you copy the entire Controller home except for the data directory when performing a light backup, particularly before

performing a Controller upgrade, there are scenarios in which you may wish to copy only site-specific configuration files. This may be the case if you are
migrating an existing Controller configuration to a new Controller installation, for example. For a list of those files, see Migrate the Controller.

Metadata Backup (Level 2)

A metadata backup exports the data that encapsulates the environment monitored by the Controller. Metadata defines the applications monitored by the
Controller, business transactions, policies, and so on. It does not include what can be thought of as "runtime data", the big data tables that contain the
metrics, snapshots, events, and top summary stats (top SQL, top URLs, and so on) generated in the monitored environment. By backing up metadata, you
can avoid having to reconfigure monitored applications in the Controller in the event of a failure.

To perform this type of backup:

1. Run the script described in Using mysgldump to back up the Controller.
2. Then augment it with a copy of:
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a. The Controller Java keystore (600 byte file): <control | er install>/.appd. scskeystore
b. And the Enterprise Console keystore: pl at f or m admi n/ . appd. scs

Complete Backup (Level 3)
A complete backup saves all runtime data associated with the Controller installation. It captures the actual metrics data, snapshots, and so on.

Some third-party backup tools, such as Percona XtraBackup, do not rely on transactions so you can perform a hot backup of your system (that is, back up
the Controller database while it is running).

You can perform a complete backup as either:

1. A cold backup of all three directories (Controller install directory, MySQL dat adi r , and JRE directory). To perform a cold backup, shut down the
Controller app server and database. Then, create an extra copy of the three directories using the cp -r command, the t ar utility, r sync, or
others.

2. A hot backup, which means the Controller is running.

a. If you have a high availability setup for the Controller, you can shut down the database on the secondary Controller. Then, you can
perform a cold backup on the secondary Controller and restart the database.

b. If you do not have a high availability setup for the Controller, use a third-party tool such as Percona XtraBackup to back up the MySQL da
tadi r. Then, use the cp -r command, the t ar utility, r sync, or others to back up the Controller install directory and the JRE
directory.

1 Percona XtraBackup can fail to hot backup Controllers that are too busy. To avoid this error,
® Back up the secondary Controller instead, if it exists.

® Increase the MySQL log sizes.
® Perform the hot backup when the Controller is less busy.

Backup Tools
This section lists a few third-party tools that you can use to back up Controller data. The list is not exhaustive; you can use any tool capable of backing up
(I;/IgtiQL data with the Controller. It is up to you to test your backup and restore process. However, the tool you decide on should back up the data as binary
For Linux systems:

® Percona XtraBackup
For Windows systems:

® Zmanda Recovery Manager for MySQL

An alternative to using a database backup tool is to use a disk snapshot tool to replicate the disk or partition on which the Controller data resides. Options
include:

® ZFS volume manager. For more information, see Using ZFS methods for data backup.

Details for performing this type of backup are beyond the scope of this documentation. For more information, refer to administration documentation
applicable to your specific operating system.

Back Up the Controller with mysgldump
The nysql dunp utility is a MySQL backup tool that is included with the Controller instance of MySQL.

While nysqgl dunp is not recommended for use on large data tables, such as the Controller metric data tables, it is useful for backing up Controller
metadata. Metadata defines the monitored domain for the Controller, including applications, business transactions, alert configurations, and so on.

The following instructions assume that the binary path for the Controller's MySQL instance is in the PATH variable. The path to the Controller's instance of
MySQL must precede any other MySQL path on your system. This prevents conflicts with other database management systems on your machine, such as
a MySQL instance included by default with Linux.

The database binary files for the Controller database are in <cont r ol | er _home>/ db/ bi n.

1 Before using nysql dunp, first ensure that the Controller app server is stopped. If you attempt to run nmysql dunp while the app server is
running, it will severely degrade the performance and stability of the Controller.

To use nysql dunp, run the nysql dunp executable, passing the root username, password, and output file. The executable is located in the following
directory:
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<control | er_honme>/ db/ bi n

The command should be in the form:

nmysqgl dunp -u root -p<password> <ignore-tabl e_statements> > /tnp/nmetadata_dunp. sql

For a full example that shows which tables to exclude for a metadata backup, see the contents of the metadata backup script described in the next section.

Sample mysqldump Script
The following script illustrates how to use mysql dunp to export Controller metadata while excluding runtime data tables by script.
® Linux: ControllerMetadataBackup.sh.txt
1 Backing up the Controller with a custom MySQL data directory location using mysqgldump will result in an incomplete and unusable metadata
dump. The default location for the Controller's MySQL data directory is appd_i nst al | _di r/ db/ dat a. If you do not see the data directory
here then that means an alternate directory or mount point was selected and configured for your MySQL data directory.
To fix this issue:
1. Examine <Control | er Home>/ db/ db. cnf
a. Locate the dat adi r parameter. It contains the path to the MySQL data directory on your Controller host.

2. Edit the metadata backup script
a. Replace $appd_i nstal | _di r/ db/ dat a with the dat adi r path you located in db. cnf

To use the script:
1. Download the version appropriate for your operating system.

2. Rename the file to remove the .txt extension.
3. Modify the contents of the file as described in the script comments.

Import Controller Data with mysq|
When you restore or migrate the Controller, you can import the data you exported with mysql dunp.

Shut down your Controller before using the following command to import the data into a database:

$install/db/bin/mysql -u controller -p<ControllerDBpassword> < netadata_dunp. sql

It will overwrite the tables. You can clone your installation to another host and test your restoration there.

1 AController that is installed with a custom MySQL data directory location requires additional flags.

Sample Data Backup Script

The following script uses Percona XtraBackup to back up Controller data. To use it, you need the per cona- xt r abackup or xt r abackup and gpress pac
kages. For information on installing XtraBackup, see the Percona installation documentation.

To use the script, download the following file:
® appdynamics-backup.sh.txt
Rename the script (by removing the .txt extension). In the script:
® Verify or edit the values of the CONTROLLER_HOVE and DESTI NATI ON variables at the beginning of the script for your environment.
® Edit the if/then/else clause at the end of the script if you want to implement backup file rotation, call your enterprise backup system to pick up the

compressed Controller database image, or send an alert if the backup fails for any reason.

The following commands demonstrate how to restore a compressed backup image:
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nkdir /path/to/big/staging/fol der

# unpack the conpressed backup archive
cd /path/to/big/staging/fol der & xbstream -xv < /path/to/backups/dir/controller-yyyymdd. xbstream

# deconpress the backup inage and apply the | og taken during backup

CONTROLLER_HOMVE=/ pat h/ t o/ AppDynani cs/ Control |l er && cd /path/to/big/staging/folder \

&& i nnobackupex --deconpress --parallel=16 . && i nnobackupex \

--defaul ts-fil e=$CONTROLLER_HOVE/ db/ db. cnf --use-nenory=1GB --apply-log --parallel =16 .

# Move a prepared backup into an enpty controller data directory

CONTROLLER_HOVE=/ pat h/ t o/ AppDynami cs/ Control l er & cd /path/to/big/staging/folder \
&& i nnobackupex --defaul ts-file=$CONTROLLER_HOME/ db/ db. cnf --nove-back .

For more information on these options, see the Percona innobackupex option reference.

Using a Backup to Migrate to a New Physical Server

You can use either a hot or cold backup procedure to migrate Controller data to a new server. However, we recommend performing cold backups. While a
hot backup does not bring down the Controller for an extended amount of time, it does introduce the possibility of data loss, since hot backups capture the
state of the data only when the hot backup starts.

To perform a cold backup, simply shut down the Controller and back up the data directory located in <cont r ol | er _hone>/ db.
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Controller Disk Space and the Database

This page discusses best practices for managing disk space for the MySQL database used by the Controller.

Disk Space Considerations
To ensure database integrity, the Controller automatically shuts itself down when available disk space falls below 1 GB.

Before it reaches that point, the Controller displays a low disk space alert in the Ul and writes an error level event to server.log. The point at which the
Controller generates the alert depends on its profile, as follows:

® For large and extra large profiles: 10 GB or less
® For all other profiles: 2 GB or less

The Controller shuts itself down when there is less than 1 GB on the disk regardless of the Controller profile type.

1 It'simportant to note that the Controller monitors the disk or partition that it is installed on. If the Controller data resides on a different disk or
partition from the Controller home directory, you will need to monitor available space on that disk or partition separately.

Managing Disk Space
If the disk space is low, you need to reduce the size of the Controller database.

To manage how much disk space the Controller database uses, you can change the amount of data retained in the Controller database. See Database
Size and Data Retention.
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Database Size and Data Retention

This page provides both the on-premises and SaaS default data retention periods for data stored by the Controller and instructions for modifying on-
premises values. AppDynamics manages SaaS Controller deployments, which eliminates the need for manual modifications.
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Migrate the Controller

Related pages:
® Controller High Availability

This page describes how to migrate a Controller from a physical or virtual machine (VM) to a new physical machine.

Before Starting

Migrating the Controller often results from the need to move the Controller to new hardware due to increased load. Before starting, make sure that the new
hardware meets the AppDynamics requirements as described in Controller System Requirements. Specifically, you should review the Controller hardware
performance profiles and the hardware requirements per profile information to verify that the target Controller hardware meets the RAM size and Disk /O
requirements.

1 You will need to update the MAC address associated with your license since licenses are tied to the machine MAC addresses. You can also
acquire new license files for the new Controller hardware. Send the MAC addresses to salesops@appdynamics.com and request a new license
file or two new licenses, if upgrading to an HA pair. See Apply or Update a License File for more information.

If you are performing a migration and upgrade for a 4.3 version Controller, you should first migrate the Controller. Then, you can upgrade the Controller to
4.5 or higher by installing the Enterprise Console and using the Discover & Upgrade feature. This also applies to migrations involving different OS
environments.

@ VMotioning, or migrating a VMware guest with a running Controller inside it from one host to another, is not supported. Doing so will lead to
dropped metrics and Ul performance problems.

Migrating a Linux Controller

You can use the high availability features provided by the Enterprise Console to migrate a Controller from one machine to another. It is assumed that the
Controller you need to migrate is already managed by the Enterprise Console (it has been installed or discovered by the Enterprise Console). See Enterpris
e Console for more information.

You add the new host as an HA pair to the old host, set the new host as active, and then remove (decommission) the old host. When finished, the
Controller will run on the new host.

Before starting, you should review the requirements and concepts related to Controller High Availability.
To migrate a Linux Controller:

. Log in to the Enterprise Console Ul interface.
. Select the Platform containing the host you want to migrate.
. In the Hosts page, add the new host (the one to serve as the new target host) and provide the credentials for connecting to that host.
. In the Controller page, select Add Secondary and select the new target host. Provide the DB root password and Controller root password, and
select Submit.
. In the Controller page, select HA failover.
The Primary Controller is now running on the new host.
. Update the license MAC address or apply a new license for the new machine. See Before Starting for more information.
. Decommission the old Controller from the Controller page:
a. Select Remove Controller, or run the following command on the Enterprise Console host:

(&) A WNP

~N o

pl atformadnin.sh submt-job --job renpbve --service controller --args renoveBi naries=true

b. Select the remove binaries option. (Do not select Remove entire cluster.)
The Controller is now running on the newly provisioned host.

You can keep the same access key from the old Controller. To migrate or update your access key, see Controller Secure Credential Store.

@ You must update the license rule access keys.
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Migrating a Windows Controller

Since high availability features are not available on Windows, you must use an alternative procedure to migrate a Controller from one machine to another.
You use the Enterprise Console to manually install and move the . appd. scskeyst or e and the dat adi r from the old host to the new host. Once

completed, the Controller will run on the new host.

Before starting, you should review the requirements and concepts related to Controller High Availability.

To migrate a Windows Controller:

1.
2.

3.

Install the Enterprise Console on the new Controller host from where you are running the existing Controller host.
Use the Enterprise Console to install the same version of the Controller on your new Controller host using the same passwords as on the existing

Controller host.
Shut down the Controller Appserver and database on both Controller hosts.
Copy <control | er_hone>/. appd. scskeyst or e and the Controller's MySQL dat adi r from the old host to the correct locations on the new

host.

@ When migrating the data, ensure that the destination MySQL version is the same as the source version.

5. Start the Controller Appserver and database on the new host.

The Controller is now running on the newly provisioned host.

You can keep the same access key from the old Controller. To migrate or update your access key, see Controller Secure Credential Store.

@ You must update the license rule access keys.
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Prepare Virtual Machines for the Controller

The following are considerations and requirements for the machine hosting the Controller.

Controller Sizing Restrictions

Demo, small, and medium profile Controllers can run on virtual machines that meet the performance requirements otherwise specified. Large deployments
are not supported except as indicated in Controller System Requirements.

1 The Controller is not supported on virtual machines with oversubscribed physical CPUs like T2 AWS instances. These Burstable Performance
Instances are CPU-throttled and do not have dedicated storage bandwidth. We recommend you use a Fixed Performance Instance type instead.

Fully Reserved RAM

The memory allocation for the Controller's virtual machine must be fully reserved RAM. Reserve as much as possible of the total memory allocation.

On VMWare VMs

Reserved Memory Configuration

For information on how to configure reserved memory on VMWare, see Set Memory Reservation on a Virtual Machine.

Trend Micro Configuration

On vSphere platforms shipped with Trend Micro, the Trend Micro process needs to be disabled in order for replication jobs to work. You can also add the
entire Enterprise Console and Controller directories to the exclusion list to avoid this conflict.

See Trend Micro and VMware Virtualization for more information.

On Hyper-V VMs
On Microsoft Hyper-V, "Dynamic Memory" needs to be disabled and "Static Memory" needs to be enabled.
To disable a Hyper-V VM from using Dynamic Memory:

1. Open the Hyper-V Manager.

2. Select the VM you want to configure in the Virtual Machines pane, making sure the VM is powered off.

@ You cannot enable or disable Dynamic Memory if the VM is in either the Running or Saved state.

3. Right-click the VM to bring up the context menu.
a. Select Settings.
b. Click the Memory page.

4. Uncheck the Enable Dynamic Memory box.

See Virtualization: Optimizing Hyper-V Memory Usage for more information.

Licenses on VMs

The Controller license is bound to the MAC address of the host machine. To run the Controller on a virtual machine, you must ensure that the host virtual
machine uses a fixed MAC address.
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I/O Performance Requirements

A factor that often limits the performance of the Controller is the underlying disk 1/O performance of the host machine.
Virtual machines, in particular, are less apt to provide sufficient I/O performance requirements for the Controller, compared to similarly specified physical

machines. In any case, whether you are deploying the Controller to a physical or virtual machine, you need to ensure that the machine meets the 1/0
performance requirements set forth in Controller System Requirements.

Host Name Entry

The fully qualified hostname for the application server is the address at which Controller Ul users and application agents will use to access the Controller.
You specify this hostname when you install the Controller. The hostname needs to be in the /etc/hosts file on the machine.

The following example shows an entry in / et ¢/ host s with the IP 21.43.65.987, the fully qualified hostname appl i cati onl. nyconpany. comand the
alias app1l:

21.43.65.987 applicationl. myconpany.com appl

Elastic Network Interface (ENI)

For AWS, provision an ENI for each Controller host and link the license to the ENI. For more information about ENI, see the AWS documentation at the
following link:

https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-eni.html.
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AWS Controller Deployment Guide

The AppDynamics Controller is certified to run on an AWS environment with the Aurora Database. This page provides information on installing,
configuring, and administering a Controller deployment on AWS with Aurora Database.

Installation Overview

You can deploy a medium- or large-scale Controller in AWS using Aurora. Aurora provides higher performance than MySQL, which allows you to scale
your Controller to handle more metrics.

Before you install the Controller, review the requirements for the components you plan to install and prepare the host machines. The requirements vary
based on the components you deploy and the size of your deployment.

You can manually deploy your Controller on AWS. See Deploy the Controller on AWS
This deployment requires attention and time because you have to set up all of the configurations. However, this gives you freedom to customize your
deployment.

You use the Enterprise Console to deploy the Controller by specifying Aurora as the database type. The Enterprise Console is the installer for the
Controller, and you can use it to manage the entire lifecycle of new or existing AppDynamics Platforms and components.

You can get the software for installing the platform components from the AppDynamics download site. See Download AppDynamics Software

AppDynamics on AWS Architecture

The following diagram depicts the components of an AppDynamics Controller deployment on AWS.

Enterprise
Console

. Y .
| —_— —_—
-—-=-
— Primary Standby
Application | Controller | -
Load . ENI App Server . RDS Rep_hca
Instance (multi-AZ)
Balancer l l
Auto Scaling group

Configure an Application Load Balancer in front of the Controller and ensure SSL terminates at the Elastic Load Balancer.

With Amazon Relational Database Service (RDS), you no longer need to worry about database backups, as it takes care of this for you. Also, you no
longer need to implement high availability (HA) on your own, since you can instead leverage the Standby Replica that Aurora/RDS offers and the Aurora
database is horizontally scalable. With the multi-AZ deployment option, Aurora offers 99.95% availability.

Controller High Availability and AWS

® |f your data is migrated to the Aurora DB, you can create a new Controller from the Amazon Machine Image (AMI) in case of failure. With
Aurora as the database, HA scenarios are not required because the Aurora database is horizontally scalable.

® |tis a good practice to cut the new root AMI every time you make a configuration change to the Controller.

® You can configure a read replica instance while creating Aurora DB, which should satisfy most database replication requirements.
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® You can configure the backup policy while creating the Aurora DB and modify it later.
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Prepare the AWS Machine for the Controller

Related pages:

® Prepare Linux for the Controller
® Prepare Windows for the Controller

This page provides considerations and requirements for AWS instances that host the Controller.

Instance Sizing

For AWS instance sizing by metric ingestion rate, see the Controller Sizing table.

The actual metrics generated can vary greatly depending on the nature of the application and the AppDynamics configuration. Be sure to validate your
sizing against the metric ingestion rate before deploying to production.

Elastic Network Interface (ENI)

For AWS, provision an ENI for each Controller host and link the license to the MAC address of the ENI. For more information about ENI, see the AWS
documentation at the following link:

https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-eni.html.
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Deploy the Controller on AWS

This page describes the procedure used to deploy the AppDynamics Controller to an AWS environment.

You can set custom configurations when you manually deploy the Controller to AWS. From these steps, you manually set up security groups, database
parameter groups, Amazon Relational Database Service (RDS), Aurora DB instance, EC2 instance, Elastic Network Interface (ENI) for the Controller, DNS
CNAMEsS, and listeners for your load balancer.

Afterward, you install the Enterprise Console, and then use the Enterprise Console to install the Controller and configure it for the AWS environment.
Based on the Amazon Machine Image (AMI), you can provision a replacement EC2 instance for the Controller as needed.

For help with your deployment, contact your AppDynamics account, sales, or professional services representative.

Before You Begin

® Review if Amazon Aurora DB is available in your region — Check the AWS Region Table in the AWS documentation to see if the Amazon Aurora -
MySQL-compatible service is available in your particular region.

®* Amazon RDS Password Requirements — There are some naming constraints in the Amazon Relational Database Service (RDS). The master
password for Aurora DB can be any printable ASCII character except "/", ™", or "@", and must contain 8 to 41 characters. Master password
constraints differ for each database engine.
For details on naming constraints in Amazon RDS, see the AWS documentation.

Deploy the Controller on AWS
To manually deploy the Controller on AWS:

. Create Security Groups

Create Custom DB Parameter Groups
Launch an Amazon RDS Aurora DB Instance
Create Database User for Controller

Launch an EC2 Instance for the Controller

. Create the ENI for the Controller

. Create DNS CNAMEs

. Install the Enterprise Console in an AWS Environment
. Install the Controller in AWS Using Aurora
10. Apply Controller Optimizations

11. Configure a Load Balancer

12. Configure Listener Rules

©COENDOUTAWN R

Troubleshooting the Installation

Issue: Controller EC2 Instance Stops

If the Controller EC2 instance stops almost immediately after you install the Controller, there may be an issue with your EBS devices. AWS may report that
it is not able to boot from the volumes. If the EC2 machine stops, check and update your EC2 volumes so that they are mounted correctly.
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Create Security Groups

A security group acts as a virtual firewall for your instance to control inbound and outbound traffic. For each security group, you add rules that control the
inbound traffic to instances, and a separate set of rules that control the outbound traffic.

At a minimum, we recommend creating the following security groups when deploying AppDynamics in AWS using Aurora DB.

@ You can create additional security groups to align with your organization's standards.

Required Security Groups

Use the instructions provided in the AWS security groups documentation to create these required security groups:

Security Group for the AppDynamics Enterprise Console
Security group name: appd- ec- security-group

Inbound rule: Allow all inbound TCP traffic on ports 22 and 9191

Outbound rules:

® Allow outbound TCP traffic to appd- appser ver -security-group on port 22
® Allow outbound TCP traffic to appd- db- securi ty- gr oup on port 3388

Security Group for the AppDynamics Controller Appserver
Security group name: appd- appser ver -security-group
Inbound rules:

® Allow all inbound TCP traffic on port 22
® Allow inbound TCP traffic on ports 8090-8097 from appd- el b- securi ty-group

Outbound rule: Allow outbound TCP traffic to appd- db- securi ty- group on port 3388

Security Group for AppDynamics Database Instances
Security group name: appd- db- security-group
Inbound rule: Allow inbound traffic on port 3388 from appd- appser ver - securi ty-group and appd- ec- security-group

Outbound rule: No outbound access allowed

Security Group for Load Balancer in Front of the AppDynamics Controller
Security group name: appd- el b-securi ty-group
Inbound rule: Allow all inbound HTTPS traffic on port 443

Outbound rule: Allow outbound TCP traffic to appd- appser ver - security-group on ports 8090-8097
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Create Custom DB Parameter Groups

You must modify some of the parameters for your database instance.

@ Any parameters not modified retain their default values.

Parameter

innodb_file_format
innodb_I| arge_prefix
innodb_I| ock_wai t _ti neout

i nnodb_rex_di rty_pages_pct
| ock_wai t _ti meout
log_bin_trust_function_creators
max_al | owed_packet
max_heap_t abl e_si ze
query_cache_type

sql _node

tnp_t abl e_si ze

wai t _tinmeout

To create custom DB parameter groups:

Recommended Value
Barracuda
1 (0 for Aurora 5.6)
180
20
180
1
104857600
1610612736
0
0
67108864

31536000

1. Navigate to the Parameter groups page on the Amazon RDS in the AWS console.
2. Click Create parameter group on the top right of the page.

Parameter groups (0)

Q

Name

a Family Type

No parameter groups found
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3. Enter the group details:

Create parameter group

Parameter group details
To create a parameter group, choose a parameter group family, then name and describe your parameter group

Parameter group family
DB family that this DB parameter group will apply to

aurora-mysql5.7 v
Type

DB Parameter Group v
Group name

Identifier for the DB parameter group

appd-db-parameter-group

Description
Description for the DB parameter group

custom parameter group for AppDynamics

4. Modify the parameter values in this group:
appd-db-parameter-group

Parameters Cancel editing H Preview changes H Reset |

‘ Q, innodb_file_format X ‘ 1 ©
Appl Dat
Name Values Allowed values Modifiable Source PPy At Description
type type
Sets InnoDB
innodb_file_format Barracuda v Antelope, Barracuda true engine- dynamic string Plug-in
| default default file
format.

5. Create a custom DB cluster parameter group:

Create parameter group

Parameter group details
To create a parameter group, choose a parameter group family, then name and describe your parameter group

Parameter group family
DB family that this DB parameter group will apply to

‘ aurora-mysql5.7 v ‘
Type

‘ DB Cluster Parameter Group v ‘
Group name

Identifier for the DB parameter group

‘ appd-dbcluster-parameter-group ‘

Description
Description for the DB parameter group

‘ custom db cluster parameter group for AppDynamics ‘

6. Modify the parameter values in this group as follows:

Parameter Recommended Value

character_set_client utf8

character_set_connection utf8

Confidential: Beta Release Copyright © AppDynamics 2021 | Page 2



\) APPDYNAMICS

part of Cisco

char act er _set _dat abase utf8

character_set_filesystem | binary

character_set_results utf8
character_set_server utf8
col I ati on_connection ut f 8_general _ci
col I ati on_server ut f 8_uni code_ci

innodb_default _row format #DYNAM C
innodb_file_per_table 1

| ower _case_t abl e_nanes 1
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Launch an Amazon RDS Aurora DB Instance

You launch an Amazon RDS Aurora DB Instance from the AWS console.

1. Select Aurora with the MySQL 5.7-compatible option.

Engine options

O Amazon Aurora MySQL MariaDB
Amazon
Aurora
PostgreSQL Oracle Microsoft SQL Server

ORACLE & §6°E Server

Amazon Aurora

Amazon Aurora is a MySQL- and PostgreSQL-compatible enterprise-class database, starting at <$1/day.
« Up to 5 times the throughput of MySQL and 3 times the throughput of PostgreSQL

¢ Up to 64TB of auto-scaling SSD storage

* 6-way replication across three Availability Zones

« Up to 15 Read Replicas with sub-10ms replica lag

* Automatic monitoring and failover in less than 30 seconds

Edition
MySQL 5.6-compatible

© MysSQL 5.7-compatible
PostgreSQL-compatible

Only enable options eligible for RDS Free Usage Tier info Cancel m

2. Select the desired DB Instance class. See Prepare the AWS Machine for the Controller for instance sizing information
3. Select Create Replica in Different Zone to have Amazon RDS maintain a synchronous standby replica in a different Availability Zone than the
DB instance. If a planned or unplanned outage of the primary occurs, Amazon RDS will automatically fail over to the standby replica.

Instance specifications
Estimate your monthly costs for the DB Instance using the AWS Simple Monthly Calculator.

DB engine
Aurora - compatible with MySQL 5.7.12
DB instance class Info

db.r4.xlarge — 4 vCPU, 30.5 GiB RAM v

Multi-AZ deployment Info
© Create Replica in Different Zone
No
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4. Enter an identifier for the DB instance. The master username must be admi n.
Settings

DB instance identifier info
Specify a name that is unique for all DB instances owned by your AWS account in the current region.

appd-database

DB instance identifier is case insensitive, but stored as all lower-case, as in "mydbinstance”.
Constraints:

« Must contain from 1 to 63 alphanumeric characters or hyphens (1 to 15 for SQL Server).
« First character must be a letter.
+ Cannot end with a hyphen or contain two consecutive hyphens.

Master username info
Specify an alphanumeric string that defines the login ID for the master user.

admin

Master Username must start with a letter. Must contain 1 to 16 alphanumeric characters.

Master password info Confirm password info
J— ® sessseessece ®

Master Password must be at least eight characters long, as in
"mypassword". Can be any printable ASCII character except "/",

", or"@"

5. Select the Default VPC and subnet group. The DB should not be accessible publicly, so select No for this option.
6. For the security group, select the appd-db-security-group that you created previously.

Network & Security

Virtual Private Cloud (VPC) info
VPC defines the virtual networking environment for this DB instance.

Default VPC (vpc-98d225f1) v

Only VPCs with a corresponding DB subnet group are listed.
Subnet group info
DB subnet group that defines which subnets and IP ranges the DB instance can use in the VPC you selected.

default v

Public accessibility info

Yes
EC2 instances and devices outside of the VPC hosting the DB instance will connect to the DB instances. You must also select one
or more VPC security groups that specify which EC2 instances and devices can connect to the DB instance.

O No

DB instance will not have a public IP address assigned. No EC2 instance or devices outside of the VPC will be able to connect.
Availability zone info
No preference v

VPC security groups
Security groups have rules authorizing connections from all the EC2 instances and devices that need to access the DB instance.

Create new VPC security group
© Choose existing VPC security groups

Choose VPC security groups v

appd-db-security-group X

7. For the database options, you do not need to specify the DB cluster identifier, nor enter a database name because the installer creates the
necessary databases for you.

8. Use the default database port of 3388.

9. Specify the custom parameter groups that you created previously.

Confidential: Beta Release Copyright © AppDynamics 2021 | Page 2



\) APPDYNAMICS

part of Cisco
10. We recommend that you select Enable Encryption for data at rest.

Encryption

Encryption

© Enable Encryption
Select to encrypt the given instance. Master key ids and aliases appear in the list after they have been created using the Key
Management Service(KMS) console. Learn More.

Disable Encryption

Master key info

(default) aws/rds v
Description Account KMS key ID
43205ff9-d90d-
Default master key that protects my RDS database This 4:dd bble
volumes when no other key is defined account(574486286119) c1e94¢1a4720

11. Use the default options for the remaining settings.
12. Click Launch DB Instance, and your new database will be available in a few minutes.
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Create Database User for Controller

During installation, AppDynamics must create additional databases and users in the Aurora database for the AppDynamics Controller application to
interact with the Aurora database server.

To create the Aurora database:

1. Create the Aurora database using adni n as the primary username.
2. After the Aurora database instance is created successfully, log in to the ec2 instance as adni n:

nysqgl -u adnmin -h <rds-aurora-endpoint> -P 3388 -p

3. Tocreate anew' root' user, enter:

CREATE USER 'root' @% | DENTI FI ED BY 'controller';

4. To check for the grants of the primary username (admi n), enter:

nysql > SHOW GRANTS FOR admi n;

Resulting output:

GRANT SELECT, | NSERT, UPDATE, DELETE, CREATE, DROP, RELOAD, PROCESS, REFERENCES, |NDEX, ALTER, SHOW
DATABASES, CREATE TEMPORARY TABLES, LOCK TABLES, EXECUTE, REPLI CATI ON SLAVE, REPLI CATI ON CLI ENT, CREATE
VI EW SHOW VI EW CREATE ROUTI NE, ALTER ROUTI NE, CREATE USER, EVENT, TRI GGER, LOAD FROM S3, SELECT | NTO
S3, INVOKE LAMBDA ON *.* TO 'adnin' @% W TH GRANT OPTI ON

1 rowin set (0.00 sec)

5. Apply the grants (listed in the output) for the new r oot user that you created in Step 1. The r oot user will have the same grants as the admi n us
er.

nysqgl > GRANT SELECT, | NSERT, UPDATE, DELETE, CREATE, DROP, RELOAD, PROCESS, REFERENCES, |NDEX, ALTER,
SHOW DATABASES, CREATE TEMPORARY TABLES, LOCK TABLES, EXECUTE, REPLI CATI ON SLAVE, REPLI CATI ON CLI ENT,
CREATE VI EW SHOW VI EW CREATE ROUTI NE, ALTER RQUTI NE, CREATE USER, EVENT, TRI GGER, LOAD FROM S3, SELECT
I NTO S3, I NVOKE LAMBDA ON *.* TO 'root' @% W TH GRANT OPTI ON

Resulting output:

Query OK, 0 rows affected (0.01 sec)

6. Once the r oot user has the same privileges as the primary username admi n, verify that you can log in to the database as r oot , and then
continue with the installation.

® |f you do not have users "root@x.x.x.x" and "root@ip-x-x-x-x.ec2.internal", ignore these users and continue to work with the r oot @6
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® |f you have users "root@x.x.x.x" and "root@ip-x-x-x-x.ec2.internal", then instead of using the previous GRANT command, use this GRANT
command:

nmysql > GRANT ALL ON "% .* TO 'root' @i p-x-x-x-x.ec2.internal' identified by 'controller' WTH
GRANT OPTI ON;

nysqgl > GRANT ALL ON "% .* TO 'root' @x.x.x.x"' identified by 'controller' WTH GRANT OPTI ON,;
nysql > GRANT RELOAD ON *.* TO 'root' @i p-x-x-x-Xx.ec2.internal' identified by 'controller' WTH
GRANT OPTI ON;

nysql > GRANT RELOAD ON *.* TO 'root' @x.x.x.x"' identified by 'controller' WTH GRANT OPTI ON,

After installation, you can revoke the primary-level privileges from the Aurora root user without interfering with the Controller. However, primary-level
privileges for Aurora root user are required prior to upgrading the Controller.
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Launch an EC2 Instance for the Controller

This example uses an Amazon Linux AMI (which is provided by Aws: Amazon Li nux AM 2017.09.1 (HVM, SSD
Vol umre Type - ami -f 63b1193). The Amazon Linux AMI is an EBS-backed, AWS-supported image.

The default image includes AWS command-line tools: Python, Ruby, Perl, and Java.

The repositories include: Docker, PHP, MySQL, PostgreSQL, and other packages.

Quick Start 1 to 35 of 35 AMIs

My AMIs Amazon Linux AMI 2017.09.1 (HVM), SSD Volume Type - ami-f63b1193 m

Amazon Linux  The Amazon Linux AMI is an EBS-backed, AWS-supported image. The default image includes AWS command line tools, Python, Ruby, Perl, and Java. The repositories include

64-bit
Docker, PHP, MySQL, PostgreSQL, and other packages. '

AWS Marketplace

Community AMIs Root device type: ebs  Virtualization type: hvm

1. Select the instance type.

Currently selected: r4.xlarge (13.4 ECUs, 4 VCPUs, 2.3 GHz, Intel Broadwell E5-2686v4, 30.5 Gi memory, EBS only)

Family Type VCPUs i i Available i Network i Ve Sweart
Memory optimized r4 large 2 1525 EBS only Yes Up to 10 Gigabit Yes
[ ] "Memory optimized ré.xlarge 4 305 EBS only Yes Up to 10 Gigabit Yes
rd.2xlarge 8 61 EBS only Yes Up to 10 Gigabit Yes
rd.4xlarge 16 122 EBS only Yes Up to 10 Gigabit Yes
2. Use the default instance settings.
Number of instances 1 Launch into Auto Scaling Group (i
Purchasing option (i Request Spot instances
Network (i vpc-98d225f1 (default) #) C Create new VPC
Subnet (| No preference (default subnet in any Availability Zon ¥ Create new subnet
Auto-assign Public IP (] Use subnet setting (Enable) 5
Placement group (| Add instance to placement group.
IAMrole (i None 4) C Create new IAM role
Shutdown behavior (i Stop B
Enable termination protection (i Protect against accidental termination
Monitoring (i Enable CloudWatch detailed monitoring
Additional charges apply.
EBS-optimized instance (i ¢ Launch as EBS-optimized instance
Tenancy (i Shared - Run a shared hardware instance v
Additional charges will apply for dedicated tenancy.
3. Increase the storage amount from the default 8 GB to 32 GB.
1 You will need considerably more space on a larger server.
H
Volume Type (i Device (i Snapshot (i Size (GiB) (i) Volume Type (i 10PS (i (TM";‘S‘;’""”‘ Delete on Termination (i Encrypted (i
i
Root /dev/xvda snap-Oda722d3235fa8c7c 32 General Purpose SSD (GP2) %) 100/3000 N/A ] Not Encrypted
Add New Volume
4. Assign the instance to the appd- appser ver - securi t y- gr oup that you previously created.
Assign a security group: ( Create a new security group
©Seloctan eisting secury group
Security Group ID Name Description Actions.
5g-2be76c40 ‘appd-appserver-security-group security group for the AppDynamics controller app server Copy to new
sg-alec67cb appd-db-security-group ‘security group for AppDynamics database instances Copy to new
@ sg-d7ed7fbc ‘appd-ec-security-group ‘security group for the AppDynamics enterprise console Copy to new
sg-a732a7cc ‘appd-elb-security-group ‘security group for load balancer in front of AppD controller Copy to new
5g-f053ad9g default default VPC security group Copy to new
sg-1025a77b launch-wizard-1 launch-wizard-1 created 2018-02-23T15:57:04.132-08:00 Copy to new
sg-ac27a5¢7 rds-launch-wizard Created from the RDS Management Console: 2018/02/23 23:49:16 Copy to new

5. To launch the instance, you must specify a key pair. If you are using an existing key pair, ensure that you have access to the private key file;
otherwise, generate a new key pair and download it from the AWS console. The private key file is required to connect to the instance using SSH.
The new instance should be available after a few minutes. Once the instance is available, you can verify the status using the AWS console.
Connect to it through SSH, enter:

ssh -i "<private key file>. pen' ec2-user @c2-18-222-75-189. us-east-2. conput e. amazonaws. com

6. Substitute the appropriate path and filename for your private key file.

Confidential: Beta Release Copyright © AppDynamics 2021 | Page 1



\) APPDYNAMICS

part of Cisco

Confidential: Beta Release Copyright © AppDynamics 2021 | Page 2



\) APPDYNAMICS

part of Cisco

Create the ENI for the Controller

You need to introduce an ENI which acts as a secondary network interface that you can attach and detach from the Controller EC2 instance.

You then have to associate the AppDynamics license file to the MAC address of this network interface instead of the MAC address of the underlying EC2

instance.
Create Network Interface X
Description (i) network interface for the AppD controller
Subnet (i subnet-490ef120" us-east-2a v
Private IP  (j auto assign
Security groups (i sg-2be76¢c40 - appd-appserver-security-group

sg-alec67cb - appd-db-security-group
sg-d7e97fbc - appd-ec-security-group
sg-a732a7cc - appd-elb-security-group

Attach the new network interface to the Controller EC2 instance.
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Create DNS CNAMEs

AppDynamics recommends that you create aliases used to connect the Aurora database instance to the Controller EC2 instance.

For example:

appdcontrol | er. nydomai n. com appdcontrol | erdb. cxyl wi exaqo2. us- east - 2. rds. amazonaws. com (DNS nanme for the Aurora
DB i nstance)

appd- dat abase. nydonmai n. com i p-172-31-22-161. us-east-2.conpute.internal (private DNS name for the ENl attached
to the Controller)

You should use these aliases when you install the Controller through the Enterprise Console. Using aliases prevents you from tightly coupling the
Enterprise Console with the specific Aurora DB instance or EC2 instance hosting the Controller.

For example, if the database were to fail completely, and you needed to restore the database from a snapshot, then you would have a new DNS name for
the Aurora DB instance. Pointing the Enterprise Console at an alias, instead of the DNS name for the Aurora DB instance itself, allows you to only update
the DNS alias, and leave the Enterprise Console configuration unchanged.

However, if you need to move the Controller to a different EC2 instance, which resides in another Availability Zone (AZ), you can just update the DNS alias
to point to the ENI in the new AZ.

For purposes of testing an AWS configuration, it may not be possible to increase DNS aliases. As a result, you can just add entries to the / et c/ host s file
on both the Enterprise Console and Controller EC2 instances. For example:

172.31.17. 84 appdcontrol | er
172. 31. 25. 80 appd- dat abase
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Install the Enterprise Console in an AWS Environment

This page describes how to install the the Enterprise Console in an AWS environment using an EC2 instance.
You then use the Enterprise Console to install the Controller on a separate EC2 instance (using Aurora DB as
the backend).

Launch the EC2 Instance

This example uses this AMI (which is provided by AWS): Amazon Li nux AM 2017.09.1 (HVM, SSD Vol ume Type - ami -f63b1193. The
Amazon Linux AMI is an EBS-backed, AWS-supported image.

The default image includes AWS command-line tools: Python, Ruby, Perl, and Java.

The repositories include: Docker, PHP, MySQL, PostgreSQL, and other packages.

Quick Start 1to 35 of 35 AMIs

My AMIs Amazon Linux AMI 2017.09.1 (HVM), SSD Volume Type - ami-f63b1193 m

Amazon Linux  The Amazon Linux AMI is an EBS-backed, AWS-supported image. The default image includes AWS command line tools, Python, Ruby, Perl, and Java. The repositories include

64-bit
Docker, PHP, MySQL, PostgreSQL, and other packages.

AWS Marketplace

Community AMIs Root device type: ebs  Virtualization type: hvm

1. Select the Instance type. The Enterprise Console has only modest requirements, therefore you can select the t2.medium instance type.

Currently selected: t2.medium (Variable EGUs, 2 vCPUs, 2.3 GHz, Intel Broadwell E5-2686v4, 4 GiB memory, EBS only)

Family Type vepus (i ) 0 AT (© S R el R Suppert
General purpose 12.nano 1 05 EBS only - Low to Moderate Yes
General purpose {2.miero 1 1 EBS only - Low to Moderate Yes
General purpose t2.5mall 1 2 EBS only - Low to Moderate Yes
(] Ger t2.medium 2 4 EBS only. - Low to Moderate Yes
2. Use the default instance settings.
Number of instances 1 Launch into Auto Scaling Group (i
Purchasing option (i Request Spot instances
Network (i vpc-98d225f1 (default) 4] C Create new VPC
Subnet (] No preference (default subnet in any Availability Zon % Create new subnet
Auto-assign Public IP (7} Use subnet setting (Enable) 3
Placement group  (j /Add instance to placement group.
AMrole (¢ None 3] C Create new IAM role
Shutdown behavior (j Stop v
Enable termination protection (i Protect against accidental termination
Monitoring (i Enable CloudWatch detailed monitoring
Additional charges apply.
EBS-optimized instance (i @ Launch as EBS-optimized instance
Tenancy (i Shared - Run a shared hardware instance B
Additional charges will apply for dedicated tenancy.
3. Increase the storage amount from the default 8 GB to 32 GB.
N " " Throughput -
Volume Type (i Device (i Snapshot (i Size (GiB) (i Volume Type i 10PS (i (MB/s) (i Delete on Termination i Encrypted (i
Root /dev/xvda snap-Oda722d3235fa8c7c 32 General Purpose SSD (GP2) +) 100/3000 N/A ] Not Encrypted
Add New Volume
4. Assign the instance to the appd- ec- securi t y- gr oup that you created previously.
Assign a security group: () Create a new security group
@ Select an existing security group
Security Group ID Name Description Actions
$g-2be76c40 ‘appd-appserver-security-group. ‘security group for the AppDynamics controller app server Copy to new
sg-a0ecB7cb ‘appd-db-security-group ‘security group for AppDynamics database instances Copy to new
@ sg-d7ed7fbc ‘appd-ec-security-group security group for the AppDynamics enterprise console Copy to new
sg-a732a7cc appd-elb-security-group. ‘security group for load balancer in front of AppD controller Copy to new
sg-f053ad99 default default VPC security group Copy to new
sg-1025a77b launch-wizard-1 launch-wizard-1 created 2018-02-23T15:57:04.132-08:00 Copy to new
sg-ac27a5¢7 rds-launch-wizard Created from the RDS Management Console: 2018/02/23 23:49:16 Copy to new
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Prepare the Instance

To launch the instance, you must specify a key pair. If you are using an existing key pair, ensure you have access to the private key file; otherwise,
generate a new key pair and download it from the AWS console. The private key file is required to connect to the instance using SSH.

The new instance should be available after a few minutes. Once the instance is available, you can verify the status using the AWS console. Connect to it
through SSH, enter:

ssh -i "<private key fil e> peni' ec2-user @c2-18-222-75-189. us-east - 2. conput e. amazonaws. com

Then, substitute the appropriate path and filename for your private key file.

Install the Enterprise Console

Use scp to transfer the Enterprise Console installer binary to your EC2 instance, enter:

scp -i "<private key file> pent' platformsetup.sh ec2-user@c2-18-222-75-189. us- east-2. conput e. anezonaws. com
/ dat a

Then, SSH to your EC2 instance and run the i nst al | er to install Enterprise Console:

cd /data
chnod 700 pl atform setup. sh
./platformsetup.sh -c

While installing the Enterprise Console, you are prompted to either select a database port, or accept the default port of 3377.

@ Do not use port 3388 because it conflicts with the Controller database port which is used later in the installation process.

You must have write access to the Enterprise Console installation directory you select.
When installing one Controller in the AWS environment, it is easier to install both the Controller and Enterprise Console on the same host.

However if you plan to install multiple Controllers and want to manage them through a single Enterprise Console instance, then you should install the
Enterprise Console and the Controller on separate hosts.

Complete the installation of Enterprise Console, and make a note of any passwords you specify during the installation process.
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Install the Controller in AWS Using Aurora

This page describes how to install the Controller in an AWS environment using an EC2 instance for the Controller Appserver, and an AWS RDS Aurora
instance for the database. This page uses the Enterprise Console that you previously installed.

G) Before you install the Controller using Aurora as the database, you must adjust the time zone of the Aurora database to match the time zone of
the Controller server. By default, AWS sets the time zone equal to the UTC time zone. See updating the Aurora RDS time zone

To install the Controller in an AWS environment using an EC2 instance for the Controller Appserver, and an AWS RDS Aurora instance for the database:

1. From the Enterprise Console instance, create a new platform:

cd ./appdynam cs/pl atfornf pl atform adm n/bin
./platformadm n.sh create-platform--name <platformnane> --installation-dir /data/appdynami cs/platform
/ product

2. Add a new host to the platform and install the Controller on the same host as the Enterprise Console:

./platformadm n.sh add-hosts --platformnanme testplatform--hosts |ocal host

3. Install the Controller using Aurora as the database. Substitute the appropriate values for the adm n user name, passwor ds, and Control | er
host and port . Ensure that dat abaseType is set to Aur or a, and use the pri vat e DNS nane of the network interface attached to the
Controller EC2 instance instead of the DNS nanre for the EC2 instance itself.

./platformadmn.sh subnmit-job --platformnanme testplatform--service controller --job install --args
controll erProfil e=<profile_size> controllerPrimaryHost =<network_i nterface_private_DNS nane>

control | er TenancyMbde=si ngl e control | er Root User Passwor d="<passwor d>" nysql Root Passwor d=" <passwor d>"
control | er Adm nUser name="admi n" control | er Adm nPasswor d="<passwor d>" dat abaseType=Aur or a

control | er DBPort=3388 control | er DBHost =" <aur or aHost >"

The installer connects to the Aurora DB instance, and creates the necessary databases, tables, and other objects. After a few minutes, the
Controller should be installed and ready to use.
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Apply Controller Optimizations
This page describes how to apply optimizations to the Controller.

Glassfish Configuration

You can configure domain protocols, network listeners, transports, and thread pools from the Enterprise Console Ul. You can edit them from the
AppServer Configurations page by selecting the platform, and navigating to Configurations > Controller Settings > Appserver Configurations.

These files contain sample content for each of the profiles:
domai n protocols.txt
donai n network |isteners

donmai n transports.txt

L]
L]
L]
® donmmi n thread pools.txt

@ The Enterprise Console restarts the Controller after you submit your configurations.
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Configure a Load Balancer

You can configure a load balancer after you have installed the Controller, and it is running in EC2. The load balancer distributes traffic across multiple ports
on the Controller.

If using HTTPS, an SSL certificate should be available. For testing, you can generate a self-signed certificate using Open SSL (described here). You can
then import that certificate using AWS Certificate Manager (ACM).

I You can create a load balancer to align with your organization's standards.

Create a Load Balancer

To create a load balancer:

1. Navigate to the Load Balancers page on the EC2 Dashboard in the AWS console.
2. Select Create Load Balancer at the top left of the page.

Create Load Balancer . 0L

o % 0
Q Filter by tags and attributes or search by keyword None found
Name ~  DNS name - state - VPCID - Availability Zones - | Type - Created At

You do not have any load balancers in this region.

3. Select Application Load Balancer as the load balancer type to terminate SSL at the ELB.
Select load balancer type

Elastic Load Balancing supports three types of load balancers: Application Load Balancers, Network Load Balancers (new), and Classic Load Balancers. Choose the load balancer type that meets your needs. Learn more about which load balancer
is right for you

Application Load Balancer

Network Load Balancer Classic Load Balancer

PREVIOUS GENERATION

for HTTR, HTTPS, and TCP.

Choose an Application Load Balancer when you need a flexible feature set
for your web applications with HTTP and HTTPS traffic. Operating at the
request level, Application Load Balancers provide advanced routing, TLS
termination and visibility features targeted at applicati

including microservices and containers.

Choose a Network Load Balancer when you need ultra-high performance
and static IP addresses for your application. Operating at the connection
level, Network Load Balancers are capable of handiing milions of requests
per maintaining ultra-low latencies. Learn more >

Choose a Classic Load Balancer when you have an existing application
running in the EG2-Classic network.

Learn more >
Learn more >

4. Enter a name for the new load balancer, and select HTTPS (Secure HTTP) as the load balancer protocol to accept HTTPS traffic only.
Step 1: Configure Load Balancer
Basic Configuration

To configure your load balancer, provide a name, select a scheme, specify one or more listeners, and select a network. The default configuration is an Inteet-facing load balancer in the selected network with a listener that receives HTTP traffic

on port 80,
Name (i appd-controlier-elb
Scheme (i @ internet-facing
internal
IP address type (i ipva

Listeners
A listener is a process that checks for connection requests, using the protocol and port that you configured.

Load Balancer Protocol Load Balancer Port

HTTPS (Secure HTTP) #) 443

Add listener

. Select the availability zones to enable for the new load balancer. It should include the availability zone in which the Controller Appserver EC2
instance resides.

Availability Zones

Specify the Availability Zones to enable for your load balancer. The load balancer routes traffic to the targets in these Availability Zones only. You can specify only one subnet per Availability Zone. You must specify subnets from at least two
Availability Zones to increase the availability of your load balancer.

VPC (i) (vpc-98d225f1 (172.31.0.0/16) (default) B
Availability Zone Subnet ID Subnet IPv4 CIDR Name
® us-east2a subnet-430ef120 172.31.0.0/20
® us-east2b subnet-a43522dc 172.3116.0/20
us-east-2c subnet-2cc21666 172.3132.0/20
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6. Select the certificate that was imported to the ACM.
Step 2: Configure Security Settings

Select default certificate

AWS Certificate Manager (AGM) is the preferred tool to provision and store server certificates. If you previously stored a server certificate using IAM, you can deploy it to your load balancer. Learn more about HTTPS listeners and certificate

management.
Certificate type (| ® Choose a certificate from ACM (recommended)
Upload a certificate to ACM (recommended)
Choose a certificate from IAM
Upload a certificate to IAM
Request a new certificate from ACM
AWS Certificate Manager makes it easy to provision, manage, deploy, and renew SSL Certificates on the AWS platform. ACM manages certificate renewals for you. Learn more

Select Security Policy

Security policy (i ELBSecurityPolicy-2016-08 B

7. Specify the security group.
Step 3: Configure Security Groups

Asecurity group is a set of firewall rules that control the traffic to your load balancer. On this page, you can add rules to allow specific traffic to reach your load balancer. First, decide whether to create a new security group or select an existing one.

Assign a security group:  © Create a new security group
© Select an existing security group
Fitter (VPG security groups &

Security Group ID Name Description Actions
59-2067640 ‘appd-appserver-security-group security group for the AppDynamics controller app server Copy to new
sg-adec67ch appd-db-security-group security group for AppDynamics database instances Copy to new

@ sgar3zarcc appd-elb-security-group security group for load balancer in front of AppD controller Copy to new
sg-f053ad99 default default VPC security group Copy to new
5g-1025a77b launch-wizard-1 launch-wizard-1 created 2018-02-23T15:57:04.132-08:00 Copy to new
sg-ac27asc? rds-launch-wizard Created from the RDS Management Console: 2018/02/23 23:49:16 Copy to new

8. For the initial configuration, set the load balancer to route all traffic to port 8090 using HTTP, and define the standard health check for the
Controller.
Step 4: Configure Routing

Your load balancer routes requests to the targets in this target group using the protocol and port that you specify, and performs health checks on the targets using these health check settings. Note that each target group can be associated with only.
one load balancer.

Target group
Target group (i New target group )|
Name (j controller-defaultport
Protocol (i HTTP v
Port (i 8090
Target type (i instance D)
Health checks
Protocol (| HTTP 2
Path (i /controller/rest/serverstatus

» Advanced health check settings

9. Add the Controller EC2 instance as a registered target.
Step 5: Register Targets

Register targets with your target group. If you register a target in an enabled Availability Zone, the load balancer starts routing requests to the targets as soon as the registration process completes and the target passes the inital health checks.

Registered targets
To deregister instances, select one or more registered instances and then click Remove.

Instance - Name - Port - state - Security groups - zone -
-0cie51141803841903 8090 @ running appa-appserver-security-group us-east 20

Instances

To register additional instances, select one or more running instances, specify a port, and then click Add. The default port is the port specified for the target group. Ifthe instance is already registered on the specified port, you must specify a different

port.

Q Search Instances X
Instance -~ Name - state - Securitygroups - Zone - SubnetID ~ | Subnet CIDR
@  -0desf1418038419d3 @ running appd-appserver-securit... us-east-2b subnet-ada522dc 172.31.16.0220

10. Launch the new load balancer. It may take a few minutes before the load balance occurs.
11. Verify that you can access the Controller Ul through the load balancer.

G) If your SSL cert is self-signed, a browser warning displays. You can ignore this warning if you are testing the Ul. However for Agent
traffic, you need a valid certificate that is trusted by the Agent.

Specify the External Load Balancer URL

Use the Enterprise Console Ul to update the Controller configuration and specify the external load balancer URL.

1. Open a browser and navigate to the Ul:

http://<host nanme>: <port >

9191 is the default port.
2. Navigate to AppServer Configurations by selecting the platform: Configurations > Controller Settings > Appserver Configurations.
3. Enter the external load balancer URL in the appropriate field and select Save.
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1 After applying the optimizations, you should create an AMI.
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Configure Listener Rules

Depending on the type of request, you can define additional rules to route traffic to various ports on the Controller. This table defines rules that users
typically include for their load balancer:

Pool Name

netrics-thread- pool

confi g-thread- pool

agent - t hr ead- pool

st at us-t hread- pool

htt p-t hr ead- pool

restui -defaul t-thread- pool

restui -anal ytics-thread- pool

Create Target Groups

URL Pattern

/controller/instance/*/netrics
/controller/instance/*/netrics*

/controller/instance/*/applicationConfiguration*
/controller/instance/*
/controller/rest/serverstatus

Default / User Traffic

/controller/restui/*

/controller/restui/anal ytics/*

Port Number ' Description

8091

8092

8093

8094

8090

8095

8096

Agent metric data upload

Agent configuration requests

Other Agent requests

Server status ping by load balancer
Default thread pool for all other traffic
Default thread pool for all r est ui traffic

Thread pool traffic for analytics traffic

You must create a target group for each of the rules listed in the table, with the exception of the default ht t p- t hr ead- pool rule (for which you can use

the default target group).

For example, you create a target group for the net ri cs-t hr ead- pool with these settings:

Create target group

X

Your load balancer routes requests to the targets in a target group using the protocol and port that you specify, and performs health checks on the targets using the health check settings that you specify.

Target group name  (j metrics-thread-pool

Protocol (i [ HTTP v

Port (i 8091
Target type (i [ instance v)
VPC (i ("vpc-98d225f1 (172.31.0.0/16) (My Default Vi)
Health check settings

Protocol (i [ HTTP v

Path (i /controller/rest/serverstatus

» Advanced health check settings

cancl

@ You can use the health check path for all of the target groups, however you may want to decrease the frequency because performing the same
check on all ports every 30 seconds is not required.

Register Targets
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1. To associate each target group with the EC2 instance, enter these settings:

Register and deregister targets

Registered targets
o deregister instances, select one or more registered instances and then click Remove.

Instance - Name - Port - State

1-0ie57141803841903 8091 @ running

Instances

appd-appserver-seaurity-group.

~ | Security groups - Zone

us-east-2b

o register additional instances, select one or more running instances, specify a port, and then click Add. The default port s the port specified for the target group. If the instance is already registered on the specified port, you must specify a

different port.
==
Q Search Instances X
Instance - Name - state - Securitygroups - Zone
@ 0desr141803841903 & nunning appd-appserver-securi...  us-east-2b

The full list of target groups should display:

Name ~  Port ~  Protocol
agent-thread-pool 8093 HTTP
config-thread-pool 8092 HTTP
controller-defaultport 8090 HTTP
metrics-thread-pool 8091 HTTP
restui-analytics-thread-pool 8096 HTTP
restui-default-thread-pool 8095 HTTP

@  status-thread-pool 8094 HTTP

- SubnetID - Subnet CIDR
subet-ad35223c 1723116020
~ Target type ~ VPCID

instance vpc-98d225f1
instance vpc-98d225f1
instance vpc-98d225f1
instance vpc-98d225f1
instance vpc-98d225f1
instance vpc-98d225f1
instance vpc-98d225f1

2. After the target groups have been defined, you can add new listener rules to map the traffic to the appropriate target group (based on the path

requested):

s 1 am..e7baf ¥ IF

« Path is /controller/instance/*/metrics*
d 2 am..14382 ¥ IF

« Path is /controller/instance/*/metrics
4 3  amn..097d v IF

« Path is /controller/instance/*/applicationConfiguration*
# 4 am.2b234 v IF

« Path is /controller/rest/serverstatus
4 5 arn..0f7e3 ¥ IF

« Path is /controller/restui/analytics/*
4 6 amn..761e3 v IF

+ Path is /controller/restui/*
d 7 arn..afae9 v IF

« Path is /controller/instance/*
4 last  HTTPS 443: IF

default action + Requests otherwise not routed

THEN
Forward to metrics-thread-pool

THEN
Forward to metrics-thread-pool

THEN
Forward to config-thread-pool

THEN
Forward to status-thread-pool

THEN
Forward to restui-analytics-thread-pool

THEN
Forward to restui-default-thread-pool

THEN
Forward to agent-thread-pool

THEN
Forward to controller-defaultport

{D The order of the rules is important because some paths may match multiple rules.
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Create and Manage the AMI

You can create an Amazon Machine Image (AMI) to recover from an unexpected event or create a new Controller from the same image.

The AMI image should be created for the Controller, including required optimizations, and an auto-scaling group should be created based on the AMI. You
can configure the Elastic Load Balancer (ELB) to send traffic to instances in the auto-scaling group, which will consist of one EC2 instance at a time.

Create an AMI and Auto Scaling Group

To ensure that you can recover from any interruptions, you need to create an AMI that includes the Controller. Then, you need to create an auto scaling
group based on the AMI.

Creating an AMI and auto scaling group involves the following steps:

Step 1: Shut Down the Enterprise Console
Step 2: Create an AMI

Step 3: Create the Launch Configuration
Step 4: Create an Auto Scaling Group

Step 1: Shut Down the Enterprise Console

You must stop the Enterprise Console before creating an AMI:

bi n/ pl at form admi n. sh stop-pl atform adni n

This ensures that all jobs and services are stopped in order to create a clean image.

Step 2: Create an AMI

You can create an AMI to use to deploy a new Controller without having to go through the installation steps again.

A new AMI should be created whenever the Controller version is upgraded, or configuration changes are made. This ensures that the changes
are propagated to the new EC2 instance, in the event that you need to move to a different availability zone, for example. At the same time,
previous AMI instances should be retained as well, in case a rollback is required.

1. Stop the Controller Appserver once optimizations have been applied to it.
2. Click Create Image to create an AMI for the Controller.

Instance ID (i i-Daeba8578ae330824
Image name (j appdynamics-controller-4.4.3
Image description (i
No reboot (i

Instance Volumes

Volume . Size Delete on
D Th hput Encrypted
Type eivuoe Snapshot (i (GiB) Volume Type (i IOPS (i (MrBOI:f ‘: Termination n,c
i i i
snap- a
Root /dev/xvda 0da722d3235fa8c7c 32 General Purpose SSD (GP2) v) 100/3000 N/A v Not Encrypted

Add New Volume

Total size of EBS Volumes: 32 GiB
When you create an EBS image, an EBS snapshot will also be created for each of the above volumes.

[ZISl Create Image

Step 3: Create the Launch Configuration
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Once the AMI is created, you can create an auto scaling group that uses it. But first, you need to create the launch configuration:

1. Select the appropriate instance type for the app server of your AMI.

Memory optimized rélarge 2
(] Memory optimized 4 xlarge 4
Memory optimized 4 2xlarge 8
Memory optimized r4.4xiarge 16
Memory optimized 14 8xlarge 32
Memory optimized r4.16xiarge 64

2. Specify a name for the launch configuration.

Name (i

Purchasing option (i

IAMrole (i

Monitoring (i

EBS-optimized instance (|

3. Specify storage configuration.

15.25

30.5

61

122

244

488

EBS only Yes
EBS only Yes
EBS only Yes
EBS only Yes
EBS only Yes
EBS only Yes

appd-controller-launch-configuration

Request Spot Instances

None

Enable CloudWatch detailed monitoring

Learn more

Launch as EBS-optimized instance
Additional charges apply.

Your instance will be launched with the following storage device settings. You can attach additional EBS volumes and instance store volumes to your instance, or
edit the settings of the root volume. You can also attach additional EBS volumes after launching an instance, but not instance store volumes.

aws.amazon. about storage options in Amazon EC2.
Volume Type (i Device (i)  Snapshot (i Size (GiB) (i) | Volume Type (i 10PS (i)  Throughput (i)  Delete on Termination (i
Root /devixvda  snap-Obb923edeal90dce8 |3z General Purpose (SSD) #) 100/3000 N/A “

Add New Volume

4. Associate it with the existing security group for AppDynamices application servers.

A security group is a set of firewall rules that control the traffic for your instance. On this page, you can add rules to allow specific traffic to reach your instance. For example, if you want to set up a web server and allow Internet traffic to reach your

instance, add rules that allow unrestricted access to the HTTP and HTTPS ports. You can create a new security group or select from an existing one below. Learn more about Amazon EG2 security groups.

Assign a security group: O Create a new security group

© Select an existing security group

Security Group ID Name
B sg2be76ed0 appd-appserver-security-group

sg-a73ze7cc appd-elb-security-group

sg-f053ad99 default

sg-1025a77b launch-wizard-1

sg-ac27asc7 rds-launch-wizard

VPC ID
Vpc-98d225f1
Vpo-98d225f1
Vpc-98d225f1
Vpc-88d225f1
Vpc-98d22511
Vpc-88d225f1

Step 4: Create an Auto Scaling Group

Description
security group for the AppDynamics controller app server

security group for AppDynamics database instances

security group for load balancer in front of AppD controller

default VPG security group

launch-wizard-1 created 2018-02-23T15:57:04.132-08:00

Created from the RDS Management Console: 2018102123 23:49:16

Up to 10 Gigabit

Up to 10 Gigabit

Up to 10 Gigabit

Up to 10 Gigabit

10 Gigabit

25 Gigabit

L 1d

Encrypted (i

No

Actions
Copyto new
Copy to new
Copyto new
Copy to new
Copyto new

Copyto new

You should create an auto scaling group based on this AMI to ensure that one node is running at any given time.

To create an auto scaling group:

1. Specify a name for the auto scaling group, enable traffic from the load balancer, and map the target groups created earlier.

1 Start with zero instances, as you will need to add your existing instance to the group later.
Keep the group at its initial size of zero, as you do not want to add more than one Controller at any point in time.
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Create Auto Scaling Group

Launch Configuration

Group name

appd-controller-launch-configuration

appd-controller-autoscaling-group

Group size (j Start with. o | instances
Network (i vpc-98d225f1 (172.31.0.0/16) (default) ~
Subnet (j

v Advanced Details

Load Balancing

Classic Load Balancers

Target Groups

[ :zilébnet-343522dc(1 72.31.16.0/20) | Default in us-east- x
(

C Create new VPC

Create new subnet

Each instance in this Auto Scaling group will be assigned a public IP address. (i

¥ Receive traffic from one or more load balancers

agent-thread-pool x || config-thread-pool x

controller-defaultport X | | metrics-thread-pool *
restui-analytics-thread-pool x

restui-default-thread-pool x | | status-thread-pool x

2. Accept the default values for the rest of the settings, and create the auto scaling group.
3. Once the auto scaling group is successfully created, edit the properties to specify the max allowable instances as 1 (up from 0).
4. Go back to the list of EC2 instances, and add the EC2 instance for the Controller Appserver to the new auto scaling group.

Learn about Elastic Load Balancing

Q Filter by tags and attributes or search by keyword [~] 1to30f3
Name Instance ID + Instance Type - Availability Zone -~ Instance State - Status Checks - Alarm Status Public DNS (IPv4) IPv4 Public IP IPV6 IPs
1-0574eb1005826370  2.medium us-east-2a @ running © 22checks...  None Y ec2-18-218-162-4use...  18.218.1624
e i-0006bf495c99238b7 e @ running @ 2/2checks ... None %o €c2-18-222:91-182us-..  18.222.91.182

1-0f6d053¢14635f0a1 @ stopped None %
Launch More Like This
Instance State »
Ins ttings »  Add/Edit Tags
> A ling Group
Instance: ] i-0cc6bf495c99a38b7  Public DNS: [ENCYEIILY] »  Attach/Replace IAM Role
CloudWatch Monitoring L
Description Status Checks Monitoring Change Termination Protection
View/Change User Data
Instance ID 1-0cc6bf495099a38b7 Change Shutdown Behavior Public DNS (IPv4)  ec2-18-222-91-182.us-east-2.compute.amazonaws.com
Instance state ~ running IPv4 Public IP 18.222.91.182
Instance type  mS5.xlarge Get System Log IPVBIPs -
Elastic IPs Private DNS  ip-172-31-22-152.us-east-2.compute.internal

Availability zone  us-east-2b

Security groups

Updating the AMI

appd-appserver-security-group. view inbound M

Get Instance Screenshot

Private s 172.31.22.152, 172.31.22.161

Secondary private IPs

The AMI should be updated whenever changes are made to the controller EC2 instance. For example:

® When a new license file is dropped on the Controller.
® When O/S configuration changes are made.
® When Controller configuration changes are made, either via the Enterprise Console or directly to domain.xml or other configuration files.
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Migrate the Controller Database to Amazon Aurora

You have the option to migrate an existing 4.4.3 or latest on-premises Controller database to Aurora DB. The Controller might already reside in AWS, or in
your data center.

Although the Controller already contains a MySQL database, you are recommended to migrate the MySQL database to Aurora because it offers
replication, high availability, and elasticity. The Amazon Relational Database Service (RDS) tool handles provisioning, patching, backup, recovery, failure
detection, and repair of the database. Also, Aurora DB offers encryption at rest, with encryption of all automated backups, snapshots, and replicas in the
same cluster.

If your Controller is not already in AWS, then follow Migrate the Controller to migrate it. Once this is complete, you should have a Controller running on one
or two EC2 instances in AWS, depending on whether or not your existing Controller deployment is high availability (HA), with the MySQL database hosted
on those instances.

1 Commands to start and stop the database do not work with Aurora DB.

Migrate MySQL to an Aurora Database for 4.4.3 or Latest

You can create and configure Amazon Aurora to serve as the Controller database for 4.4.3 or the latest version. This process, which uses mysgldump to
migrate the database, is required for Controllers running MySQL version 5.7. See Back Up the Controller with mysgldump for more information.

G) Since Controller upgrades to 4.4.3 from 4.3.x or earlier would use MySQL 5.5, it is important that you know what your Controller MySQL version
is. Please refer to Bundled MySQL Database Version to learn how to check your MySQL version and upgrade it if necessary.

Note that running a Controller on AWS requires that some of the cl ust er parameter group and db parameter group settings be adjusted. See Deploy the
Controller on AWS for more information.

Migrating MySQL to an Aurora Database involves the following steps:

If you attempt to upgrade or move a Controller migrated without its | i qui base- st or ed procedures, the upgrade will fail. You must recreate
these stored procedures manually in AWS.

Step 1: Provision an Empty Aurora Database

. Step 2: Use mysqgldump to Export from MySQL

. Step 3: Use mysqgldump to export stored procedures from the AppDynamics database
. Step 4: Use mysq| to Import to Aurora

. Step 5: Configure the Controller to Use the Aurora Database

aprwNR

Step 1: Provision an Empty Aurora Database

You first need to start up a new instance of Aurora, using the desired instance type and other custom settings as explained in Deploy the Controller on
AWS. Ensure that the database instance is created using port 3388.

Step 2: Use mysqgldump to Export from MySQL

1 Before using nysql dunp, first, ensure that the Controller app server is stopped. If you attempt to run nysql dunp while the app server is
running, it will severely degrade the performance and stability of the Controller.

To use nysql dunp, run the nysql dunp executable, passing the root username, password, and output file:

1. Run the following command to navigate to the executable directory:

cd <controller_hone>/db/bin

2. Use the following command to export the database from MySQL:
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./ mysqgl dunp -u root --databases controller |icensing nmds_auth nds_configuration nds_entitysearch

mds_i nfra_core nds_i nfra_server

3. In order to import the resulting file into Aurora, you need to replace the following line:

/*150013 DEFINER="controller @Il ocal host™ SQ SECURI TY DEFI NER */

With:

/*150013 DEFI NER="controller  @% SQ. SECUR TY DEFI NER */

mds_l i cense nds_netadata mds_netering mds_rbac nds_t opol ogy --single-
transaction --conpress --order-by-primary -p "<password>" > backup. sql

Step 3: Use mysqgldump to export stored procedures from the AppDynamics database

Run the following command to export the stored procedures from the AppDynamics database.

./ nysql dunp -u root
tabl e --no-create-info --skip-disabl e-keys nysql

-p --protocol =TCP -h 127.0.0.1 -P <controller_nysqgl _port> --no-create-db --skip-add-drop-
proc --result-file=/staging/path/for/nysql.proc.sql

This command, through the - -resul t - fi | e option, dumps the stored procedures to / st agi ng/ pat h/ f or/ mysql . proc. sql .

Step 4: Use mysql to Import to Aurora

1. Run the following command to navigate to the executable directory:

cd <controller_hone>/db/bin

2. Connect to the new Aurora instance:

.Inys

gl -u root

3. Then create the Controller user, and grant it permissions:

CREATE USER 'controller' @% | DENTIFIED BY 'controller';
USAGE ON *.* TO 'controller' @%;

GRANT
GRANT
GRANT
GRANT
GRANT
GRANT
GRANT
GRANT
GRANT
GRANT
GRANT
GRANT
GRANT

FLUSH

0)

ALL
ALL
ALL
ALL
ALL
ALL
ALL
ALL
ALL
ALL
ALL
ALL

Note

PRI VI LEGES
PRI VI LEGES
PRI VI LEGES
PRI VI LEGES
PRI VI LEGES
PRI VI LEGES
PRI VI LEGES
PRI VI LEGES
PRI VI LEGES
PRI VI LEGES
PRI VI LEGES
PRI VI LEGES

PRI VI LEGES;

292222222229

“controller .* TO'controller' @% ;
“licensing .* TO 'controller' @%;
“mds_auth™.* TO 'controller' @%;
“mds_configuration .* TO 'controller' @%;
“nds_entitysearch™.* TO 'controller' @%;
“mds_infra_core’.* TO 'controller' @%;
“mds_infra_server .* TO 'controller' @%;
‘nmds_license .* TO 'controller' @%;
“mds_metadata’.* TO 'controller' @% ;
“mds_metering .* TO 'controller' @% ;
‘mds_rbac™.* TO 'controller' @%;
“mds_topology .* TO 'controller' @% ;

- p"<passwor d>" -h <hostname>. <aws-regi on>. rds. amazonaws. com - P 3388 --protocol =TCP

The Aurora database is protected by security groups to prevent access from unauthorized sources.

4. Import the database backup:
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./nmysqgl -u controller -P 3388 -H <host name>. <aws- r egi on>. rds. amazonaws. com -p “controller" --
prot ocol =TCP < backup. sql

5. Import the stored procedures:

1 The import must be made by an admin or root user.

.I'nysqgl -u adm n -P 3388 -H <host nane>. <aws-r egi on>. rds. amazonaws. com -p “"controller" --protocol =TCP <
/ st agi ng/ pat h/ for/ nysql . proc. sql

Step 5: Configure the Controller to Use the Aurora Database

1. Change the configuration in the Controller to use the Aurora DB:
a. Inthe file <control | er _honme>/ appserver/ mq/li b/ props/ broker/default.properti es, setthe property i ng. persi st.
jdbc. mysql . property. url toyour Aurora database:

i mg. persist.jdbc. mysql.property.url=jdbc\:nmysql\://<aurora-db>. <aws-regi on>. rds. amazonaws. com : 3388
/controller

b. In the file <cont r ol | er _hone>/ appserver/ gl assfi sh/ domai ns/ domai n1/ confi g/ donai n.xml, set the property ser ver Nane t
o the value of your Aurora database:

<property name="server Name" val ue="<aur or a-db>. <aws-regi on>. rds. amazonaws. conf' ></ pr operty>
<property name="port Nunber" val ue="3388"></property>

<property name="url" val ue="jdbc\: nysql\://<aurora-db>. <aws-regi on>. rds. amazonaws. com : 3388
/controller?nul |l NamePat t er nMat chesAl | =t rue&anp; al | owLoadLocal I nfi |l e=t rue&anp;

cachePrepSt nt s=t rue&anp; pr epSt nt CacheSi ze=25&anp; dunpQuer i esOnExcept i on=t r ue&anp;

rew it eBat chedSt at enent s=t r ue&anp; useSSL=f al se&anp; maxAl | onedPacket =104857600"/ >

Add the following line to the same file, right before the j avaagent option:

<j vm opt i ons>- Dappdynani cs. control | er. use. gl obal . dat adi r. query. f or. di sk. space. check=f al se</jvm
options>

c. Inthe file <control | er _hone>/ bi n/ control | er _mai nt enance. xm , set the property db- host to the value of your Aurora
database:

<property name="db-host" val ue="<aurora-db>. <aws-regi on>. rds. amazonaws. con'/ >
<property name="db-port" val ue="3388"/>

d. Inthe file <cont rol | er _hone>/ bi n/ setup.xml, set the property db- host to the value of your Aurora database:

<property name="db- host"val ue="<aur or a- db>. <aws- r egi on>. rds. amazonaws. conf' / >
<property nanme="db-port" val ue="3388"/>

2. Remove the following cache folders from <cont r ol | er _hone>/ appser ver/ gl assfi sh/ domai ns/ donai nl as follows:
a. rm-rf osgi- cache/
b. rm-rf generated/

3. With the Controller service installed, start the Controller with root:
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service control ler start

4. Verify that the Controller is running successfully. The local MySQL database should be shut down, and you should see the migrated data in
Aurora, which can be verified via the Controller Ul.

Reset the Controller Database Root User Password

To reset the Controller Database root user password:

1. Log in to the RDS instance as admin:
a. ./nysql -u admn -h <rds-aurora-endpoint> -P 3388 -p
2. Use MySQL to run the commands:
a. To specify the Controller database, enter: use nysql ;
b. To reload the MySQL grant tables, enter: FLUSH PRI VI LECES;
c. To determine your MySQL version, enter: sel ect version();
d. If you are using MySQL version 5.5, to configure the new password for the root user, enter: updat e nysql . user set
passwor d=passwor d(' <new- passwor d- here>') where user like 'root%;
e. If you are using MySQL version 5.7. to configure the new password for the root user, enter: updat e nysql . user set
aut henti cati on_string=password(' <new password-here>'") where user like 'root%;
f. To reload the MySQL grant tables, enter: FLUSH PRI VI LECES;
g. To exit MySQL, enter: qui t

Change the Controller Database Root User Password

By default, the password for the controller user of the Aurora database used in your AppDynamics deploymentis control | er.
To change the Controller Database root user password:

1. Log in to the RDS instance as root:
a. ./nysql -u root -h <rds-aurora-endpoint> -P 3388 -p
2. Use MySQL to run the commands:
a. To specify the Controller Database, enter: use nysql ;
b. To reload the MySQL grant tables, enter: FLUSH PRI VI LECES;
c. To determine your MySQL version, enter: sel ect version();
d. If you are using MySQL version 5.5, to configure the new password for the root user, enter: updat e nysql . user set
passwor d=passwor d(' <new passwor d- here>') where user like 'controller%;
e. If you are using MySQL version 5.7, to configure the new password for the root user, enter: updat e nmysql . user set
aut henti cati on_string=password(' <new password-here>') where user like 'controller%;
f. To reload the MySQL grant tables, enter: FLUSH PRI VI LEGES;
. To exit MySQL, enter: qui t
3. Update the control | er - db- passwor d alias with the new Controller DB password in Glassfish:

cd <controller_hone>/ appserver/ gl assfish/bin
./ asadm n updat e- password-al i as control |l er-db-password

4. Restart the Controller AppServer for the changes to take effect:

cd <controller_hone>/bin
./controller.sh stop-appserver
./controller.sh start-appserver

5. Verify the change in asadmin:

cd <controller_hone>/ appserver/ gl assfish/bin
./asadmi n pi ng- connecti on-pool controller_nysql _pool
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Upgrade or Move the Controller on AWS

If your Controller instance is deployed on AWS and uses Aurora for its database, you can use the Enterprise Console CLI commands to either discover
and update or to just upgrade your Controller to the latest version. You cannot use the Enterprise Console Ul, however, to perform the upgrade.

After backing up the Aurora database, use the upgrade method below that best meets your needs:
® Discover and Upgrade - Use this method if you are not sure if you need to upgrade.
® Upgrade - Use this method if you know you are using an older version and want to upgrade. For example, if you want to upgrade from 4.4.3 to the

latest.

You can also move the Controller to a new EC2 instance to meet updated performance requirements. For platform-agnostic upgrade instructions, see Upgr
ade the Controller Using the Enterprise Console.

Back Up the Aurora Database

Before upgrading the Controller, you should back up the Aurora database instance. You should also ensure that you have an Amazon Machine Image
(AMI) that accurately reflects the current Controller instance.

@ The Enterprise Console upgrades the schema to the latest version. However, upgrading the Controller does not upgrade the Aurora DB server.

Discover and Upgrade the Controller on AWS

The Enterprise Console provides the di scover _upgr ade command that will discover your Controller, determine its version, and then upgrade it if
needed.

1. Log in to the Enterprise Console:

bi n/ pl at form admi n. sh I ogi n --user-nanme <adm n_user name> --password <adnmi n_passwor d>

2. Run the following command:

bi n/ pl atform admi n.sh subnmit-job --service controller --job discover-upgrade --args
control |l erPrimaryHost =" <host nane>" control | er Root User Passwor d=" <passwor d>" nysql Root Passwor d=
<passwor d>" dat abaseType=aurora destinationDirectory="<controllerlnstallationDirector>"

If your upgrade fails, you can resume by passing the flag useCheckpoi nt =t r ue as an argument after - - ar gs.
3. Update the AMI after the job finishes.

Upgrade the Controller on AWS

The Enterprise Console provides the upgr ade command to upgrade the Controller to the latest version. For example, if you are using Controller 4.4.3 and
want to upgrade to the latest, you can simply use the upgr ade command.

1. Log in to the Enterprise Console:
bi n/ pl at form admi n. sh I ogi n --user-name <adm n_user name> --password <adni n_passwor d>
2. Run the following command on the Enterprise Console host:
bi n/ pl at form adni n. sh submt-job --service controller --job upgrade --args controll er Root User Passwor d="

<passwor d>" mysql Root Passwor d="<passwor d>"

If your upgrade fails, you can resume by passing the flag useCheckpoi nt =t r ue as an argument after - - ar gs.
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3. Update the AMI after the job finishes.

Rollback to a Previous AMI

If a rollback is required, complete the following steps:

1. Create a new Aurora instance, using the database snapshot you took earlier as the source.
2. Stop the upgraded Controller if it is still running:

bi n/ pl at form admi n. sh stop-control | er-appserver

3. Repoint the database DNS alias to the new Aurora instance.

4. Terminate the EC2 instance hosting the current Controller. This should cause a new EC2 instance to be provisioned using the existing AMI, with
the older Controller version.

5. Attach the ENI to the new EC2 instance.

6. Verify that the Controller is working as it was before the upgrade.

Move the Controller on AWS

You can move the Controller to a new EC2 instance by completing the following steps:

1. Terminate the EC2 instance hosting the current Controller. This should cause a new EC2 instance to be automatically provisioned using the AMI.

The auto-scaling group and launch configuration are defined with the AMI. Therefore, if the existing EC2 instance in the auto-scaling
group dies, it is automatically replaced with a new EC2 instance based on the same AMI.

2. Attach the ENI to the new EC2 instance.
3. Verify that the Controller is working as expected.
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Platform Installation Quick Start

This page provides a high-level view of using the Enterprise Console to install the AppDynamics platform, including the Controller and Events Service.

See Discovery and Upgrade Quick Start for the upgrade quick start guide.

About these Steps

The process described in this page uses the Enterprise Console to perform the following tasks:
¢ |nstall a Demo Controller and embedded Events Service.
¢ |nstall an Events Service that runs on hosts that are separate from the Controller.
® Switch the Controller to a high availability pair.

This quick start is intended to introduce you to the Enterprise Console and AppDynamics platform. Before you start, review the requirements pages for the
platform components.

Install the Enterprise Console

1. Install the Enterprise Console with the following command:

Linux

./platformsetup-64bit-Iinux.sh

Windows

pl at f or m set up- 64bi t - wi ndows. exe

When the installation wizard launches, complete it to install the Enterprise Console. For more information about how to install the Enterprise
Console, see Install the Enterprise Console.
2. Verify that the Enterprise Console successfully installed by opening the GUI using the host and port you specified during installation:

http(s)://<hostname>: <port >

9191 is the default port.
3. Complete the installation process with the GUI or command line.

GUI Installation Quick Start

After you install the Enterprise Console, you can complete the platform installation process with the GUI. The following steps describe how to install a
Controller with an embedded Events Service. It then describes how to scale up the Events Service to run on a separate host. To install a Controller with a
scaled-up (unembedded) Events Service, see Custom Install.

You can install the Events Service on a separate host directly by selecting a Custom Installation at step 2.

1. Open a browser and navigate to the GUI:

http(s)://<host name>: <port >

9191 is the default port.

2. Select Express Install to install a Controller and Events Service on a shared host.

3. Inthe Add a Host section, choose Use Enterprise Console Host. This option installs a Controller with an embedded Events Service on the
same host as the Enterprise Console.

4. Choose Demo as the Controller profile if you are just getting to know the system.
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5. Fill out the Controller configuration fields as indicated. See Express Install for details.
You now have a running, testable system and can deploy agents. Next, we'll walk you through the steps for scaling up the Events Service. A
scaled-up deployment is strongly recommended for installations meant for something other than for demonstration or exploratory purposes.

Scale Up the Events Service

In this step, you expand your platform to use a scaled-up Events Service deployment. It is important to note that data is not migrated from an embedded
instance to a scaled-up instance.

1. In the Enterprise Console Ul home page, click on the Platform you created previously.

2. Click Hosts in the left navigation menu.

3. Add a least three hosts for a scaled-up Events Service, providing a host name and an SSH credential that enables the Enterprise Console to
access the host.

4. When finished, go to the Events Service page.

5. From the more menu ( ... ), choose Scale Up Events Service.

6. In the Scale Up Events Service dialog, choose the Prod profile and select the hosts you created previously from the Host drop-down menu.

7. Click Submit.

8. Now set up a load balancer for the Events Service hosts, as described in Load Balance Events Service Traffic.

9. When done configuring the load balancer, you need to indicate to the Controller the addressable URL for the Events Service. In the Controller

Administration Console, set these Controller properties:
® Setappdynani cs. non. eum events. use. on. preni se. events. servi ce to true.
® Setappdynani cs. anal ytics. server. store. url tothe URL of the Events Service as exposed at the load balancer. For example,
appdynami cs. anal ytics. server.store.url =http://es-master-host: 9080/ .

Set Up Controller High Availability

Now that you have a running Controller and Events Service, try setting up high availability for the Controller.

Before proceeding, see Set Up a High Availability Deployment. Specifically, follow the steps indicated in the section on configuring Controller High
Availability pair environment in for prerequisites.

Once you have fulfilled the prerequisites, follow these steps:

. In the Enterprise Console Ul home page, click on the Platform you created previously.

. Click Hosts in the left navigation menu.

. Add a single new host. Provide a hostname and an SSH credential that enables the Enterprise Console to access the host.
. When finished, go to the Controller page.

. Click Add Secondary Controller.

. Provide the same passwords as the primary database and Controller root password, and click Submit.

OOUTAWNE

Now you have two Controllers running in passive-active high availability mode. To complete the configuration, you need to set up a load balancer, so that
you can easily switch traffic between the Controllers. See Use a Reverse Proxy. After configuring a load balancer, you would need to specify the URL
address for reaching the Controller pair in the Enterprise Console Ul by clicking Configurations > Controller Settings > Appserver Configurations, and
specifying the URL in the External URL field.

You now have a functioning platform, consisting of Controller pair and a scaled up Events Service instance.

Install the EUM Server

If using EUM, you can continue by installing an EUM Server. The EUM Server is installed separately, not with the Enterprise Console.
Follow the steps below to get started:
1. Read an overview of the EUM Server in EUM Server Deployment.

2. Learn to install and configure the EUM Server by following the instructions in Install a Demo EUM Server.
3. Install the EUM Server for production.
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Discovery and Upgrade Quick Start

Related pages:

® Upgrade Platform Components
® Discover Existing Components

This quick start guide describes how to use the Enterprise Console to discover existing AppDynamics components, such as a Controller, and use it to
upgrade them.

Install the Enterprise Console
You can install the Enterprise Console on the same host as the Controller, or provide a separate host for installation.
1. Install the Enterprise Console with the following command:

Linux

./ pl atform setup-64bit-Iinux.sh

Windows
pl at f or m set up- 64bi t - wi ndows. exe

The installation wizard launches. Complete the wizard to install the Enterprise Console. For more information about how to install the application,

see Enterprise Console.
2. Verify that the Enterprise Console successfully installed by opening the GUI using the host and port you specified during installation:

http(s)://<hostname>: <port>

9191 is the default port.

Discover and Upgrade with the Enterprise Console GUI

The options presented are based on the state of your platform. If you have not created a platform, choose Discovery from the options presented. Complete
the wizard to create a platform, add hosts, and discover the Controller and Events Service.

If you created a platform already, such as with the CLI, complete the following steps:

1. Identify the host(s) where the Controller and Events Service are installed.
2. On the Credentials page, add credentials to the platform if you are using remote hosts.

@ Remember to provide the private key file for the Enterprise Console machine when adding a credential.

3. Navigate to the Hosts page and add hosts.
a. If the Controller and Events Service are installed on the same host as the Enterprise Console, select Add Enterprise Console Host.
b. If the Controller and Events Service are installed on different hosts than the Enterprise Console, input the host(s). Select a credential for
the host(s) and add credentials to the platform.

Discover and Upgrade with the CLI

1. Navigate to the directory where you installed the Enterprise Console.
2. Create a platform with the following command:

bi n/ pl atform adm n. sh create-platform--nanme <platformnanme> --installation-dir
<platform.installation_directory>
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3. Add credentials that the platform can use to access hosts with the following command:

bi n/ pl atform admi n. sh add-credential --credential -nane <name> --type ssh --user-nane <username> --ssh-
key-file <file_path_to_the_key_ file>

<file path to the key fil e>isthe private key for the Enterprise Console machine. The installation process deploys the keys to the hosts.
4. Add hosts to the platform:

bi n/ pl at f orm admi n. sh add- hosts --hosts | ocal host host_2 host_3 --credential <credential _nanme>

At a minimum, make sure to bootstrap all of the hosts where the AppDynamics server-side components, namely the Controller and Events
Service, are installed.

@ You may also use the loopback address '127.0.0.1' or the machine's actual hostname in place of 'localhost'.
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Enterprise Console

Related pages:

® [nstall the Enterprise Console
® Administer the Enterprise Console

The Enterprise Console is the installer for the Controller and Events Service. You can use it to install and manage the entire lifecycle of new or existing on-
premises AppDynamics Platforms and components. The application provides a GUI and command-line interface.

There is no customer-facing application for SaaS Controllers since they are managed by the AppDynamics Operations team.

If your Enterprise Console host goes down, it does not impact Controllers, Events Service, or High Availability (HA) pairs. Those services will continue to
run independently of the application. You can then discover all platforms on a new Enterprise Console host without any impact on the components.

1 Ifthe Enterprise Console is not available, the auto-failover option for HA pairs will also not be available when there is an issue with the primary
Controller. Therefore, it is important to keep the Enterprise Console host in a healthy state.

Enterprise Console Details

The Enterprise Console encompasses management features, installation modes, and lifecycle monitoring.

Enterprise Console Features
The Enterprise Console allows you to perform the following tasks:
Multi-Platform Management

® Manage multiple platforms at the same time using the application

@ The Enterprise Console does not require all services within a given platform to have the same major version number.

® Discover, install, and upgrade Controllers, Event Services, and MySQL nodes

1 Note that all services on Windows machines must be installed on the Enterprise Console host when using the Enterprise Console
since the application does not support remote operations on Windows.
HA-Lifecycle Management (Available on Linux only)

® Manage HA pair lifecycle without the use of the CLI based HA-toolkit or sudo privileges
® Perform failover management

Other Features
® Manage Controller and Events Service lifecycle

® Utilize GUI & CLI support
® Manage AppServer and database configurations

Platform Install Modes
There are two install types that you can use to deploy your platform:
Express Install

® The quickest way to get started for fresh Controller installations
¢ |nstall the Controller and an embedded Events Service on a single host

Custom Install

® Configure and customize user inputs and installation/data directories for the Controller and Events Service
® |nstall or upgrade single or HA Controllers and scaled-up Events Service in a distributed setup
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1 Controller HA pairs and Events Service clusters are not available on Windows machines through the Enterprise Console since the
application does not support remote operations on Windows.

You can manually install or upgrade multi-node Events Service clusters. See Install the Events Service on Windows or Upgrade the
Events Service Manually.

® Add one or more Events Service nodes
® Discover & Upgrade older platform services

Lifecycle Monitoring

On the Platforms page, you can see all of your platforms, their statuses, and the statuses of their services. Once you have selected a platform to view, the
screen is separated into different tabs:

Hosts

Hosts are the actual hardware devices that are connected to the platform. You can add, remove, or change the credentials of your hosts in this tab.

1 You cannot add a host in a Windows Enterprise Console machine.

Controller

The Controllers page shows the primary and secondary roles of the Controllers and their MySQL nodes. The entire lifecycle operations of Controllers and
MySQL nodes can be performed here. You can also see the External URL, which is the IP of the primary machine. Health statuses for the Controllers are
also available. You can Add a Secondary Controller if you would like to create an HA pair, then initiate an HA failover if you want to trigger a failover. You
can also start or stop a Controller, Upgrade a Controller and MySQL, and more.

Events Service

The Events Service page displays your Events Service cluster, which can be made using one to three machines. Again there is an entire lifecycle of
operations you can do.

Credentials
Credentials are your host's usernames and private keys. They are required to SSH or connect to the hosts via system user name and private keys.
Jobs

All of the jobs that you perform on your platform can be seen on the Jobs page. It is a nice way to keep track of your jobs and also see which jobs have
failed.

Configurations

Configurations are important since they let you customize your installations. Configuration settings on the Enterprise Console are separated into three
categories: Platform, Controller, and Events Service Settings.

The Controller Settings contains the most configurable settings. The AppServer Configurations under Controller Settings allows you to see all of the
Domain configurations which you can initiate from this point or configure your ports. The Database Configurations lets you edit your MySQL settings. So
you do not have to tweak the machine, you can do everything from the Console itself.

Enterprise Console Platforms Architecture

The following diagram depicts five platform examples that can be deployed and managed by the Enterprise Console.

1 You cannot use the Enterprise Console to install the End User Monitoring (EUM) Server. Instead, you must use a package installer that
supports interactive GUI or console modes, or a silent response file installation.
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Enterprise Console
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Depending on the scale of your deployment, your requirements, and the products you are using, your own application environment is likely to consist of a
subset of the components shown in the diagram.

You can find the full On-Premises Deployment Architecture diagram on Application Performance Monitoring Platform, as well as a more detailed On-
Premises and Saa$S architecture diagram on PDFs.

Enterprise Console Platforms

The following table describes how the components work together in the above platforms.

Controller with a local

Events Se

Controller with a remote, single host

rvice and

EUM Server. The local Events Service contains an

Events Service and

API Store and can be expanded to a cluster by adding two or more machines.

Controller pair with a remote

Events Service cluster and

API Store on all nodes. The cluster must have three or more nodes.

EUM Server. The remote Events

EUM Server. The Events Service

Controller. This Controller monitors the HA pair in platform 3 by receiving metrics via

App and Machine Agents. See Manage a High Availability Deployment for more information.

Platform Components Involved
Number
Platform 1
Platform 1 depicts a single
API Store.
Platform 2
Platform 2 depicts a single
Service contains an
Platform 3
Platform 3 depicts an HA
cluster contains an
Platform 4
Platform 4 depicts a single monitoring
connection e from the
Platform 5

Platform 5 depicts a single shared

Enterprise Console Platform Connections

Events Service. A shared Events Service can connect to multiple
platforms, minimizing required maintenance and cost. See Events Service Deployment for more information.

The following table lists and describes the traffic flow between the above components in the platforms.

Connection Source
@ Enterprise
Console

Destination

Controller

Traffic

Controller Health Checks / Controller Management
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Protocol Default
Port(s)
HTTP 8090
HTTPS 8181
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Enterprise
Console

Controller

Controller

EUM Server

App and
Machine Agents

MySQL
Database

Events Service

End User Monitoring

(EUM) Server

Events Service

Events Service

Controller

MySQL Database
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Events Service API Events Service Health Checks / Events
Store Service Management

Events Service API
Store Admin

EUM Metric Data

Events Service API|
Store

Analytics Event Data

Events Service API
Store Admin

Events Service API EUM Event Data

Store

Events Service API
Store Admin

Monitoring Metric Data

MySQL Database Replication

There is no communication from the Controller to the Enterprise Console.

HTTP(S)

HTTP(S)

HTTP

HTTPS

HTTP(S)

HTTP(S)

HTTP(S)

HTTP(S)

HTTP
HTTPS

TCP

9080

9081

7001

7002
(demo
mode only)

9080

9081

9080

9081

8090
8181

3388
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Enterprise Console Requirements

Related pages:

® Controller System Requirements
® Events Service Requirements

The Enterprise Console can run on the same host as the Controller and the embedded Events Service. If this is the case, the machine you choose to run
the Enterprise Console must meet the requirements for all the components that run on that machine.

However, we recommend that you place the Enterprise Console on its own separate dedicated host, particularly if you deploy Controllers as High
Availability pairs.

Supported Web Browsers
The AppDynamics Enterprise Console Ul is an HTML 5-based browser application that works best with the latest version of any browser.
The Enterprise Console Ul has been tested with and supports the last two versions of these browsers:

Safari

Chrome

Firefox

Microsoft Edge
Internet Explorer

Certain types of ad blockers can interfere with features in the Enterprise Console Ul. We recommend disabling adblockers while using the Enterprise
Console Ul.

CPU Requirements

The Enterprise Console is not CPU intensive and therefore can manage multiple platforms with two Cores.

Memory Space Requirements

The Enterprise Console requires an additional memory of one GB of free RAM for Java and MySQL processes.

Disk Space Requirements

The Enterprise Console requires ten GB of free space to install. After the Enterprise Console installation, there must be at least one GB of additional space
on the Enterprise Console host in order to perform any operations, such as installing a remote Controller.

Network Protocol Requirements

The Enterprise Console requires SSH or Secure File Transfer Protocol (SFTP) to be properly configured and enabled for it to use remote hosts.

1 Toaccess remote hosts, the Enterprise Console uses Java Secure Channel (JSch) API with the provided key file. The Enterprise Console does
not support SSH Jump Server. If you use an SSH Jump Server, or have jump host configuration, please contact your AppDynamics
representative for deployment options.

cURL

You must install cURL on systems that run Linux.
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Required Libraries

Linux systems must include these libraries for Enterprise Console operation:

® libaio
® nunact| package, which includes | i bnuma. so. 1 for RHEL, CentOS, and Fedora, and | i bnunmal for Ubuntu and Debian
. .

glibc2.12

@ This gl i bc version is included into a given operating system release, and therefore cannot be updated.

® tzdat a for RHEL, CentOS, Fedora, , openSUSE Leap 12 and Leap 15, and Ubuntu version 16 and higher

G) The t zdat a package is also required by the MySQL connector.

® | ibncurses5 (and above) for Ubuntu, CentOS, Debian, openSUSE Leap 12 and Leap 15, and Amazon Linux 2

1 Asof MySQL 5.5.57 and 5.7.19, | i bti nf 0. so. 5 is a required prerequisite library.

® ncurses-|ibs-5.x for RHEL and CentOS

1 Asof MySQL 5.5.57 and 5.7.19, | i bti nf 0. so. 5 is a required prerequisite library.

® SLES12 and SLES15 using | i bxm 2-2 and | i bxnl 2-t ool s

This table provides instructions on how to install the libraries on some common flavors of the Linux operating system.

@ If you cannot install the library, check that you have a supported version of your Linux flavor.

Linux Command
Flavor

Confidential: Beta Release Copyright © AppDynamics 2021 | Page 2



\) APPDYNAMICS

part of Cisco

Use yumto install the library, such as:
® Red Hat
® CentOS ® yuminstall libaio
® CentOS ® yuminstall numactl
Stream ® yuminstall tzdata
® Amazon ® yuminstall ncurses-1ibs-5.x

1 Ensure that only one package mgr for r pmand is installed before running the Enterprise Console installer.

(D For RHELS8, CentOS8, and Amazon2 you can either manually install version 5 of ncur ses or use version 6.
® To install version 5, follow these steps:

1. sudo rpm-ivh --force ncurses-base-5.x.rpm
2. sudo rpm-ivh --force ncurses-libs-5.x.rpm

1 Thencurses-|ibs depends on the ncur ses- base so you must install the ncur ses- base first. These are exa
mples of a trusted source for r pmdownload:

® http://mirror.centos.org/centos/7/0s/x86_64/Packages/ncurses-base-5.9-14.20130511.el7_4.noarch.rpm
® http://mirror.centos.org/centos/7/0s/x86_64/Packages/ncurses-libs-5.9-14.20130511.el7_4.x86_64.rpm

® Toinstall version 6, follow these steps:

You must either create symlinks for ncur ses- | i bs- 5 which points to ncur ses- 1 i bs- 6, or install the ncur ses- conpat -
| i bs package, to provide ABI version 5 compatibility.

RHELS8 symlink:
sudo In /usr/lib64/libtinfo.so.6.1 /usr/lib64/1ibtinfo.so.5
sudo In /usr/lib64/libncurses.so.6.1 /usr/lib64/1ibncurses.so.5

CentOS8 symlink:
sudo In /usr/lib64/libtinfo.so.6.1 /usr/lib64/1ibtinfo.so.5
sudo In /usr/lib64/libncurses.so.6.1 /usr/lib64/1ibncurses.so.5

Amazon2 symlink:
sudo In -s /usr/lib64/1ibncurses.so.6.0 /usr/lib64/1ibncurses.so.5
sudo In -s /usr/lib64/1ibtinfo.so.6.0 /usr/lib64/1ibtinfo.so.5

RHEL8 compat-libs:
sudo yuminstall -y ncurses-conpat-libs
CentOS8 compat-libs:

sudo yuminstall -y ncurses-conpat-libs

Amazon2 compat-libs:
sudo yuminstall -y ncurses-conpat-I|ibs

Use the following prerequisites to install on CentOS Stream:

sudo yuminstall -y |ibaio.x86_64

sudo yuminstall -y numactl.x86_64

sudo yuminstall -y tzdata

sudo yuminstall -y ncurses-conpat-|ibs.x86_64

Fedora Install the library RPM from the Fedora website:
® yuminstall libaio

® yuminstall numactl
® yuminstall tzdata
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Ubuntu Use apt - get , such as:
® sudo apt-get install |ibaiol
® sudo apt-get install nunactl
® sudo apt-get install tzdata
L]

sudo apt-get install |ibncurses5

1 Ensure that only one package mgr between dpkg and r pmis installed before running the Enterprise Console installer. This
pkg manager utility will be used to verify mandatory pkgs before the Enterprise Console installation.

(D For Ubuntu20 you can install | i bncur ses5 orli bncur ses6.

® [f you choose | i bncur ses5:
sudo apt-get install |ibncurses5

® |f you choose | i bncur ses6:
sudo apt-get install |ibncurses6

Note: For |i bncur ses6 you need to create symlink for | i bncur ses5 pointingto |i bncur ses6.

sudo In -s /usr/lib/x86_64-1inux-gnu/libncurses.so.6.2 /usr/lib/x86_64-1inux-gnu/lib
ncur ses. so. 5

sudo In -s /usr/lib/x86_64-1inux-gnu/libtinfo.so.6.2 /usr/lib/x86_64-1inux-gnu/libti
nfo.so.5

Debian Use a package manager (such as APT) to install the library (as previously described in the Ubuntu instructions).

Confidential: Beta Release Copyright © AppDynamics 2021 | Page 4


http://libncurses.so/
http://libncurses.so/
http://libncurses.so/
http://libtinfo.so/
http://libtinfo.so/
http://libtinfo.so/

\) APPDYNAMICS

part of Cisco
openSUSE Use zypper to install the library, such as:
Leap 12 and
Leap 15 ® sudo zypper install libaio
® sudo zypper install |ibnunmal
® sudo zypper install tzdata
® sudo zypper install libncurses5

G} For openSUE Leap 15, you can install | i bncur ses5 or | i bncur ses6.
® |fyou choose | i bncur ses5:
sudo zypper install 1ibncurses5
® |f you choose | i bncur ses6:
sudo zypper install 1ibncurses6
Note: For | i bncur ses6 you need to create symlink for | i bncur ses5 pointing to | i bncur ses6.

sudo In /1ib64/1ibncurses.so.6.1 /1ib64/1ibncurses.so.5
sudo In -s /lib64/1ibtinfo.so.6.1 /1ib64/1ibtinfo.so.5ncurses-conpat-Iibs

1 Ensure that only one package mgr for r pmand is installed before running the Enterprise Console installer. Also, you need
to add the openSUSE machine repository before installing the t zdat a package.

For openSUSE Tunbl eweed run the follow ng as root:

zypper addrepo https://downl oad. opensuse. or g/ reposi tori es/ home: anshi nde
/ openSUSE_Tunbl eweed/ hore: anshi nde. r epo

zypper refresh

zypper install tzdata

For openSUSE Leap 42.1 run the followi ng as root:

zypper addrepo https://downl oad. opensuse. or g/ reposi tori es/ home: anshi nde
/ openSUSE_Leap_42. 1/ hone: anshi nde. r epo

zypper refresh

zypper install tzdata

For openSUSE 13.2 run the follow ng as root:

zypper addrepo https://downl oad. opensuse. or g/ reposi tories/hone: anshi nde/ openSUSE_13. 2
/' home: anshi nde. r epo

zypper refresh

zypper install tzdata

For openSUSE 13.1 run the followi ng as root:

zypper addrepo https://downl oad. opensuse. or g/ reposi tori es/ hone: anshi nde/ openSUSE_13. 1
/ hone: anshi nde. r epo

zypper refresh

zypper install tzdata

You nay run into file conflicts when two packages attenpt to install files with the
same nane but different contents. If you choose to continue, the old files and their
contents will be replaced.

See the openSUSE website (https://software. opensuse. or g/ downl oad. ht M ?pr oj ect =hone%
3Aanshi nde&package=t zdata) to nanual |y downl oad and install the tzdata package.

SLES12 and Use zypper to install the library, such as:

SLES15
® sudo zypper install Iibxm2-2
® sudo zypper install 1ibxm 2-tools
® sudo zypper install |ibaiol
® sudo zypper install numactl
® sudo zypper install |ibcursesb
. install tzdata

sudo zypper

See Platform Requirements for operating system support information.

High Availability Requirements
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You must install r sync if you plan on deploying a Controller (HA) pair. In addition, when using SSH or an SSH client, note that OpenSSH 5.3p1 is the
minimum version supported by the Enterprise Console for HA.

Supported SSH Key Exchanges, Cipher Algorithms, MAC and Host Key Type

You can use these ssh key exchanges, cipher algorithms, MAC types, and host key types to customize the ssh configuration on your host(s):

Supported ssh Details

Key Exchanges

di ffie-hel |l man-group- exchange-shal
di ffie-hell man-groupl-shal

di ffie-hell man-groupl4-shal

di ffie-hel |l man- gr oup- exchange- sha256
ecdh- sha2- ni st p256

ecdh- sha2-ni st p384
ecdh-sha2-ni st p521

Cipher Algorithms

bl owf i sh-cbc
3des-chc
aes128-chc
aes192-chc
aes256-chc
aesl28-ctr
aesl192-ctr
aes256-ctr
3des-ctr
ar cf our
arcfour 128
ar cf our 256

MAC Type

hmac- nd5
hmac- shal
hmac- nd5- 96
hmac- shal- 96

Host Key Type

ssh-dss

ssh-rsa

ecdsa- sha2- ni st p256
ecdsa- sha2- ni st p384
ecdsa- sha2- ni st p521
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Install the Enterprise Console

This page provides information and instructions for installing the AppDynamics Enterprise Console to automate the task of installing and administering the
Controller and Events Service. You must install the Enterprise Console to install these components.

About the Enterprise Console Installation

Though the Enterprise Console can run on the same host as the Controller and, if installed, the embedded Events Service, it is recommended that you
install it on a separate host. Regardless, the machine that runs the Enterprise Console must meet the requirements for all the components that run on that
machine, as outlined below.

The Enterprise Console and Controller must run on separate MySQL instances allowing the Enterprise Console to manage the Controller's instance
independent of the Controller host, creating a lightweight setup that consumes less memory.

1 Ifyou install the Enterprise Console on the Controller machine, it must be in a different directory in order to keep data separate. For instance, if
the Controller is installed in / opt / appdynani cs/ cont r ol | er, the Enterprise Console might be in / opt / appdynani cs
/ent erpriseconsol e.

You must also avoid port conflicts with the Controller database, which is 3388 by default, whereas the Enterprise Console database is 3377 by default.

The Enterprise Console installation path you choose must be writeable, i.e. the user who installed the Enterprise Console should have write permissions to
that directory.

The Enterprise Console prevents multiple users from running commands at the same time. If a second user attempts to run a command while another
command is in progress, the second command is not completed and an error message appears indicating that another command is in progress. To avoid
such conflicts, the Enterprise Console should generally be used by a single user at a time.

You can enable HTTPS for the Enterprise Console during installation. See HTTPS Support for the Enterprise Console.

1 Cross-platform (OS) installation, e.g., installing the Enterprise Console on Linux and the Controller on Mac or Windows is not supported.

Installing on AWS Host

When installing the Enterprise Console on an AWS host, you must add the values for the following hostnames and IP addresses to the SAN:
Public DNS (IPv4)

IPv4 Public IP

Private DNS
Private IPs

L]
L]
L]
L]
Disk and Memory Space Requirements
The host must have enough disk space for the Enterprise Console and a platform, which includes a Controller. There is no need for additional memory for
the Enterprise Console when it shares the same host as the Controller. However, when the Enterprise Console host is not shared with the Controller host,

then it requires additional disk and memory space. See Enterprise Console Requirements and Prepare the Controller Host to make sure you meet the
minimum space requirements.

Software Requirements

On systems that run Linux, you must have cURL and net st at installed. Linux systems must also have the | i bai o library installed. This library provides
for asynchronous 1/O operations on the system.

See Required Libraries for how to install | i bai o and other libraries on some common flavors of the Linux operating system.

Password Requirements
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Due to browser incompatibilities, AppDynamics recommends using only ASCII characters for usernames, account names, and passwords

Configure your installation using these password settings:

GUI Mode Response Description

Screen or File

Option Label variable

Database Root nmysql Root U  The password of the user account that the Controller uses to access its MySQL database.

User's Password = ser Password
Do not use the single quotation mark ('), double quotation mark ("), or at sign (@) characters in this password.

Controller root root User Pa = The Controller root user password. The root user is a Controller user account with privileges for accessing the syste
User's Password = sswor d m Administration Console.
This password is used for the admin user of the built-in Glassfish application server as well. The Glassfish admin
user lets you access the Glassfish console and the asadni n utility. See Access the Administration Console.
Allowed characters in the password are: a-z, A-Z,0-9, ., +,=, @, _,-, $, ., # ,, (), L, { }

User Name user Nanme The username of the administrator account in the Controller Ul. This is the administrator for the built-in account if
(Admin User single-tenant systems, or for the initial account for multi-tenant. See Update the Root User and Glassfish Admin
Setup) Passwords.

Usernames and passwords cannot include the @ or ! character.
Also note that if this account will be used to access the REST API, additional limitations on the use of special
characters in usernames apply. See Create and Manage Tenant Users.

In the password field, you may include the space character at the beginning as well as in the middle of the password string. However, you cannot start
passwords with the space character when using the r esponse. varfil e.

GUI Installation

Before starting, get the Enterprise Console installer version appropriate for your target system. You can get the installer from the AppDynamics Downloads.
When ready, follow these steps to install the Enterprise Console:

1. Navigate to the directory where you downloaded the install file.
2. Run the following commands:

Linux

./ pl atform setup-64bit-Iinux.sh

@ You can run the installer as non-root or root.

Windows

pl at f or m set up- 64bi t - wi ndows. exe

@ It is recommended that you right-click the .exe file and select Run as Administrator.

3. After the GUI launches, use it to complete the installation. In Linux, you may also follow the steps in the installation wizard to complete the
console installation.

@ If you install the Enterprise Console on AWS, use the public DNS for the Enterprise Console hostname when prompted.

Silent Installation

To use the silent installation method, add the -q option, the response file, and the destination directory to the command to run the installer. For example, in
Linux, run the following command:
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./platformsetup-64bit-linux.sh -q -varfile ~/response.varfile

It is recommended that, if possible, you provide an absolute path as the installation path specified as the di r argument value and not a relative path as
shown in the example.

For a Windows system:

pl at f orm set up- 64bi t-w ndows.exe -q -varfile c:/response.varfile

Sample response files for silent installation

Linux

server Host Name=HOST_NAME
sys. | anguagel d=en
di sabl eEULA=t r ue

pl at f or mMAdmi
sys.installa

useHt t ps$Bool ean=f al se
onDi r =/ opt / appdynani cs/ pl atform

pl at f or mMAdni n. port=9191
pl at f or mMdm n. dat abasePor t =3377
pl at f or mMAdmi n. dat abDi r =/ opt / appdynami cs/ pl at f or mf nysql / dat a
pl at f or MAdni n. dat abasePasswor d=ENTER_PASSWORD
pl at f or mMdm n. dat abaseRoot Passwor d=ENTER_PASSWORD
pl at f or mMAdni n. adm nPasswor d=ENTER_PASSWORD
n.
ti

The sys. | anguagel Dand pl at f or mAdmi n. dat aDi r properties are optional. If not specified, the data directory will be in the / mysql directory
under the platform directory.

Windows

server Host Nane=HOST_NAME
sys. | anguagel d=en

di sabl eEULA=t r ue

sys. adm nRi ght s$Bool ean=true

pl at f or mAdmi
sys.installa

useHt t ps$Bool ean=f al se
onDi r=C\:\\ AppDynamni cs\\ Pl at f orm

pl at f or mMdmi n. port=9191
pl at f or mMAdni n. dat abasePort =3377
pl at f or mMAdmi n. dat aDi r =C\ : \\ AppDynani cs\\ Pl at for mi\ pl at f or m adm n\\ nysql \\ dat a
pl at f or mMAdmi n. dat abasePasswor d=ENTER_PASSWORD
pl at f or mMAdni n. dat abaseRoot Passwor d=ENTER_PASSWORD
pl at f or mMdm n. admi nPasswor d=ENTER_PASSWORD
n.
ti

The sys. | anguagel Dand pl at f or mAdmi n. dat aDi r properties are optional. If not specified, the data directory will be in the \nmysql directory
under the platform directory.

@ If you install the Enterprise Console on AWS, use the public DNS for the ser ver Host Nane value.

After the Installation

After you install the Enterprise Console, you can use the following methods to install the AppDynamics Platform:
® GUI: A graphical interface within a web browser to install the Controller and Events Service. You can select from Express Install or Custom Install
of the platform, which includes the option to install a Controller and Events Service.
® Command-line: A CLI to install the Controller and Events Service.

After installing the Enterprise Console, you can select from the Express Install or Custom Install of the platform, which includes the option to install a
Controller. For more information about those options, see Enterprise Console.

For information on installing the Controller or Events Service in unattended mode or via the command line, see Enterprise Console Command Line.
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Accessing the Enterprise Console

Access the GUI for the Enterprise Console with the following URL:

http(s)://<hostname>: <port >

Specify the port and hostname you used when you installed the Enterprise Console. The default port is 9191. This port needs to be exposed from your
firewall rules so you can access the port from any place. See Port Settings.

For example:

http(s)://aHost.aDomai n: 9191

With the GUI, you can install and manage the components of the AppDynamics platform, including tasks such as adding hosts or credentials, installing a
Controller, and monitoring jobs.

If you cannot access the GUI, verify that the hostname and port number are correct. Additionally, ensure that the Enterprise Console is running.
The first time you access the GUI, the Enterprise Console shows the following options for installing the AppDynamics Platform:
® Express: Select this option for new installations of the Controller and Events Service. The services are installed on the same host.
® Custom: Select this option to customize your installation, including installing or upgrading the Controller and Events Service on separate
hosts. By installing the Events Service on a separate host, you can create a 1 or 3+ node Events Service based on your needs. Installing

an Events Service on a separate host with the Enterprise Console is only supported on Linux. If you want to install the Events Service on
a separate host on Windows, see Install the Events Service on Windows.

@ The Events Service is installed by default with a Custom Installation unless you choose to unselect the Install Events Service
option.

® Discover and Upgrade: When performing a custom installation, you have the option to discover and upgrade an existing
AppDynamics deployment, such as a Controller or Events Service. For example, if you use the package installer to install the
Controller in a previous version of AppDynamics, you can use the discover and upgrade option to add the Controller to the
AppDynamics platform that the Enterprise Console manages. The application will then upgrade the Controller to the same
version of the Enterprise Console. Verify that the Controller and MySQL are running before you attempt to discover and
upgrade them.

Troubleshooting the Installation

This section provides troubleshooting information for issues that may arise during the Enterprise Console installation.

Installation Stuck at License Agreement

If your installation becomes stuck at displaying the license agreement on the console, then the EULA may be having issues with special characters. To fix
this issue, add the - Vdi sabl eEULA=t r ue flag to your installation command or r esponse. var file. For example:

./ platformsetup-64bit-linux.sh -c -Vdi sabl eEULA=t r ue

Enterprise Console Application Is in Use Error

If you get an error that states that the "Enterprise Console Application (9191/3377) is in use," you should check that you have specified the correct
hostname during the installation.

Default Font Change on Linux Machines

If your Enterprise Console installation fails on a Red Hat system, it may be due to an install4j issue. If the default font has been changed, the JRE cannot
interpret it, leading to a "could not display the GUI" error. You can fix this error by running the installation with - Vdi sabl eEULA=t r ue and creating the file
/etc/fonts/local.conf with the following contents:
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<?xm version='1.0"?>
<! DOCTYPE fontconfig SYSTEM
'fonts.dtd >
<fontconfi g>
<al i as>
<fam |l y>serif</famly>

<prefer><fam | y>Ut opi a</fam | y></prefer>
</ al i as>
<al i as>

<fam | y>sans-serif</famly>
<prefer><fam | y>Ut opi a</fam | y></ prefer>

</ al i as>
<al i as>
<f am | y>nonospace</fani|ly>

<prefer><fam | y>Ut opi a</fam | y></prefer>
</ al i as>
<al i as>

<fam | y>di al og</fam | y>
<prefer><fam | y>Ut opi a</fam | y></prefer>

</ al i as>
<al i as>
<fam | y>di al ogi nput </ fam | y>

<prefer><fam | y>Ut opi a</fam | y></prefer>

</alias>
</fontconfig>

Rename the Directory Error on Windows Machines

If the Enterprise Console installation fails with an error on "rename of the directory," it may be due to an antivirus scan. Stopping the antivirus scan on the
machine fixes the issue. You should also exclude the Enterprise Console directory from the scan if it sits outside of the Controller directory. See Prepare
Windows for the Controller.
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Express Install

Related pages:

® Controller System Requirements
® Events Service Requirements

You can choose Express Install on the Install page when you first use the Enterprise Console or when you want to create a new platform. This install
option provides you with a quick and simple way to install a fresh single node Controller and embedded Events Service.

This page guides you through the steps to perform an Express Install. Before you install the Controller with the Enterprise Console, verify that the
Enterprise Console is running and the host machine meets the requirements for the Controller.

If you use the GUI to install the Controller, you can create the platform at the same time. If you use the command line, you must create the platform prior to
installing the Controller. For more information, see Administer the Enterprise Console. Express Install does not give you the option to choose the version
you would like to install, and instead automatically installs the latest version of each service. If you would like more control over your installation, see Custo
m Install.

Install the Platform Using GUI

Express Install is the quickest way to get started with setting up your own AppDynamics Platform. You can use it to install the Controller and an Events
Service on a single host.

After you install the Enterprise Console, you can complete the platform installation process with the GUI:

1. Check that you have fulfilled the Enterprise Console prerequisites before starting.
2. Open a browser and navigate to the GUI:

http(s)://<hostname>: <port>

9191 is the default port.
3. Select Express Install to install a Controller and Events Service on a shared host.
4. Enter a Name and the Installation Path for your platform.

@ The Installation Path is an absolute path under which all of the platform components are installed. The same path is used for all hosts
added to the platform. Use a path which does not have any existing AppDynamics components (Controller, Events Service, etc.)
installed under it.

The path you choose must be writeable, i.e. the user who installed the Enterprise Console should have write permissions to that folder.
Also, the same path should be writeable on all of the hosts that the Enterprise Console manages.

Example path: / hone/ appduser/ appdynam cs/ pr oduct

5. Add a host by entering host machine-related information: Host Name, Username, and Private Key. To add the Enterprise Console host, click Add
Enterprise Console Host, which will automatically populate the text field with the hostname of the Enterprise Console machine. You do not need
to provide a credential. The Controller and Events Service will be installed on the same host as the Enterprise Console.

1 If the Controller is to be installed on a Windows machine, the Enterprise Console should be on the same machine. This is because
Windows hosts are not supported on the Enterprise Console.

@ If you use the Enterprise Console host to install the Controller, then no Username or Private Key is required. You can also install the
Controller and Events Service on a remote host. In that case, the Username and Private Key of the remote host would be required.

As of OpenSSH version 7.8, the ssh keys generated are in OpenSSH format using Ed25519. However, the Enterprise Console
expects the ssh keys to be formatted using the older pemformat.

6. Install the Controller:
a. Select a Profile size for your Controller. See Controller System Requirements for more information on the sizing requirements.
b. Enter the required Username and Passwords. The default Controller Admin Username is admin.

7. Click Install.
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After clicking Install you can monitor the status of your platform creation jobs on the Jobs page, which include Add Hosts, Controller Install, and Events
Service Install Jobs. Note that the Controller Install Job takes a considerably longer time to complete than the other two jobs. When the jobs successfully

complete, you can check the status of your platform, obtain the URL of the Controller, update platform configurations, and manage the lifecycle of your
services.

See Install the Events Service on Linux for additional setting requirements and to learn how to scale up an embedded Events Service.
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Custom Install

Related pages:

® Controller System Requirements
® Events Service Requirements

The Controller is the central component of the AppDynamics platform. Other components such as the Events Service connect to the Controller and stream
metrics to be displayed. The Enterprise Console Custom Install option provides you with a configurable way to install a fresh Controller and Events
Service. You can also Discover & Upgrade older platform services using Custom Install.

This page describes how to use Custom Install to install the Controller. Before you install the Controller with the Enterprise Console, verify that the
Enterprise Console is running and the host machine meets the requirements for the Controller.

If you use the GUI to install the Controller, you can create the platform at the same time. If you use the command line, you must create the platform prior to

installing the Controller. For more information, see Administer the Enterprise Console. If instead, you would like to get started with your platform as soon as
possible, see Express Install.

Install the Controller Using GUI

Installing a fresh Controller, HA-pair, or Events Service cluster is simple with Custom Install. You can use it to configure your platform deployment freely.
After you install the Enterprise Console, you can complete the platform installation process with the GUI:

1. Check that you have fulfilled the Enterprise Console prerequisites before starting.
2. Open a browser and navigate to the GUI:

http(s)://<hostname>: <port>

9191 is the default port.
3. Navigate to the Install homepage and click Custom Install.
4. Enter a name and installation path for your platform.

@ The Installation Path is an absolute path under which all of the platform components are installed. The same path is used for all hosts
added to the platform. Use a path which does not have any existing AppDynamics components installed under it.
The path you choose must be writeable, i.e. the user who installed the Enterprise Console should have write permissions to that folder.
Also, the same path should be writable on all of the hosts that the Enterprise Console manages.

Example path: / hone/ appduser/ appdynam cs/ pr oduct

5. Add a host by entering host machine-related information: Host Name, Username, and Private Key. This is where the Controller and Events
Service will be installed onto.

@ As of OpenSSH version 7.8, the ssh keys generated are in OpenSSH format using Ed25519. However, the Enterprise Console
expects the ssh keys to be formatted using the older pemformat.

For more information about how to add credentials and hosts, see Administer the Enterprise Console.

1 If the Controller is to be installed on a Windows machine, the Enterprise Console should be on the same machine. This is because
Windows hosts are not supported on the Enterprise Console.

6. Install Controller:
a. Select Install.
b. Select an available Target Version from the dropdown list.

@ The list is populated by versions that the Enterprise Console is aware of. This means that you can install the Controller to any
intermediate version or to the latest version as long as the Enterprise Console installer has been run for those versions.

c. Select a Profile size for your Controller. See Controller System Requirements for more information on the sizing requirements.
d. Enter the Controller Primary Host.
e. Enter the Controller Secondary Host if you would like to install an HA pair.
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@ It is highly recommended that you have the Enterprise Console on its own separate dedicated host, especially in the case of
HA installations. This means you would need three hosts for the recommended HA setup. If the Enterprise Console and
Controller are on the same host and that host becomes unavailable, the Enterprise Console will not be able to failover to the
other Controller.

You can set up an HA pair at a later time. See Set Up a High Availability Deployment for additional setting requirements and
to learn how to add a secondary controller after your initial installation.

f. Optional: Enter the Tenancy Mode.
g. Under Advanced, enter additional information for your HA pair.
h. Enter the required Username and Passwords. The default Controller Admin Username is admin.

If you do not install a Controller at this time, you can always do so later by navigating to the Controller page in the GUI and
clicking Install Controller.

7. Install Events Service:
a. Select Install.
b. Select the Profile size for your Events Service. See Controller System Requirements for more information on the sizing requirements.
c. Optional: Enter the Installation and Data Directory.

1 You do not need to specify the installation or data directory for the Events Service installation. If you do, use a different one
from the platform or mysql data directory.

d. Optional: Enter the Elastic Search, REST APl Admin, REST API, and Unicast Ports.
e. Enter the Events Service Host. You can deploy a single Events Service node or an Events Service cluster made up of three or more
nodes. The minimum size of an Events Service cluster is three. You can always add more at a later time on the Events Service page.

@ You can set up a scaled up Events Service at a later time. See Install the Events Service on Linux for additional setting
requirements and to learn how to scale up an embedded Events Service.

G) If you do not install an Events Service at that time, you can always do so later by navigating to the Events Service page in
the GUI and clicking Install Events Service.

8. Click Install.
After clicking Install you can monitor the status of your platform creation jobs on the Jobs page, which include Add Hosts, Controller Install, and Events
Service Install Jobs. Note that the Controller Install Job takes a considerably longer time to complete than the other two jobs. When the jobs successfully
complete, you can check the status of your platform, obtain the URL of the Controller, update platform configurations, and manage the lifecycle of your

services.

Once any high availability controllers are installed, they can be found under the Controller page. All high availability lifecycle operations such as start, stop,
upgrade, and failover can be performed from this page.
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Administer the Enterprise Console

You can use the GUI or command line to perform the following platform administration tasks with the Enterprise Console:
Create new platforms
Remove existing platforms

L]
L]
® Manage credentials
® Manage hosts

@ Some tasks may not be available through both the GUI and command line. Most of the commands described here are based on the Linux
command line and cover common tasks for managing the platform. You can run similar commands with the Windows command prompt by
replacing the pl at f or m admi n. sh script with pl at f or m admi n. exe cli .

Run the commands from the <Ent er pri se Consol e installation directory>/platform adni n directory. This page contains the minimum
options and parameters required to run a command.

Some commands may have more options and parameters. To see these additional options, run the command with - h specified. For example, run the
following command to see all the options and parameters for the create a platform command:

Start or Stop the Enterprise Console

The Enterprise Console must be running before you can perform other tasks or use the GUI.

@ The same user who installed the Enterprise Console should be the same user who starts or stops the Enterprise Console.

Use the following commands to start or stop the Enterprise Console:

To stop the Enterprise Console, replace st art with st op.

Manage Platforms

The platform is the collection of AppDynamics components and their hosts. The Enterprise Console supports up to 20 platforms at a time by default.

Create a Platform

To use the Enterprise Console for end-to-end installation and management, you must first create a platform. The Enterprise Console creates the platform
when you complete the Express or Custom installations or discover existing components in the GUI.

To use the command line to create a platform, run the following command:

The platform installation directory is the absolute directory where the Enterprise Console installs all AppDynamics components on all of its hosts. Once you
add a host to the platform, you can no longer change the directory. Additionally, the directory cannot contain a space.

Delete a Platform

You can use the Enterprise Console to delete a platform that is no longer in use. You may also want to consider editing the Platform's configuration
instead. You can perform either action on the Platform view page of the GUI.

To use the command line to delete a platform, run the following command:

1 Ifyou just deleted your current platform, you must clear the value of the APPD_CURRENT_PLATFORMvariable to prevent unexpected errors
when running future commands.
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Manage Credentials

Manage the credentials that the Enterprise Console uses to access and perform tasks on hosts, such as adding a node to an Events Service. You can use
the Credentials page in the GUI or the command line to manage credentials. You should add credentials to the platform before you add hosts.

Generate an RSA Key Pair

An RSA private key file is required to add credentials to a platform. The following steps will generate an RSA key pair that consists of the public key file ~/ .
ssh/i d_rsa. pub and the private key file ~/ . ssh/i d_rsa.

1. Log in to the Enterprise Console host machine via SSH.
2. Switch to the user that is the owner of the Enterprise Console:

sudo -i -u <user-owner of the EC

3. Create the RSA key pair:

ssh-keygen -t rsa -b 2048 -N'' -m pem

4. Accept the default location for the key pair at ~/ . ssh.
5. Confirm that the RSA public and private key files have been created:

I's ~/.ssh/
id_rsa
id_rsa. pub

Add Credential

When you add a credential, you need the following information:

® Credential name
® Username
® Private key file

The credential name is the unique identifier for a credential and is used to specify the credential when you perform tasks such as adding a host.
AppDynamics recommends that you follow the naming convention for all of your credential names. The i d_r sa, RSA private key, should be created using
the OpenSSL PEM encoding format over the Open SSH standard encoding.

@ The Unix system user specified in the username field must have writeable access to the platform directory.
You can add a credential in the GUI by clicking Add.
bi n/ pl at form admi n. sh add-credential --credential -name <nane> --type <ssh> --user-nane <usernane> --ssh-key-

file <file path to the key file>

Where <file path to the key fil e>isthe private key for the Enterprise Console machine. The installation process deploys the keys to the hosts.

Remove Credential

Remove a credential that is no longer used. You cannot remove a credential that is still used by a host. You can remove a credential in the GUI by
selecting the credential and clicking Delete.

bi n/ pl at f orm adnmi n. sh renove-credential --credential-nane <nanme>

List Current Credentials
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bi n/ pl atform adm n.sh list-credentials

Manage Hosts

The hosts are the machines used to run AppDynamics components such as the Controller and Events Service. For example, the Events Service can run
on the same host as the Controller, a single host, or a cluster of three or more hosts.

You must properly configure the credential you use to add a new host on a remote host. This means that for a private key that you have specified, you
must add the corresponding public key to the remote host ~/ . ssh/ aut hori zed_host s file.

The Controller and Events Service must reside on the same local network and communicate by internal network. Do not deploy the cluster to nodes on
different networks, whether relative to each other or to the Controller where the Enterprise Console runs. When identifying cluster hosts in the
configuration, you will need to use the internal DNS name or IP address of the host, not the externally routable DNS name.

For example, in terms of an AWS deployment, use the private IP address such as 172.31.2.19 rather than public DNS hostname such as ec2- 34- 201-
129- 89. us-west - 2. conput e. anazonaws. com You must then go to the Appserver Configurations under Controller Settings in the Enterprise Console
GUI, and edit the external URL so you can access the page.

The host that runs the Enterprise Console is automatically created and added to the platform as the hostname of the Enterprise Console machine if you
use the GUI to install or discover components. If you do not use the GUI, you must manually add this host.

Hosts can be managed through the Enterprise Console GUI on the Hosts page or the command line.

1 Theid_rsa, RSA private key, should be created using the OpenSSL PEM encoding format over the Open SSH standard encoding.

Set Up Remote Hosts
To set up seamless Enterprise Console communications with remote hosts, perform the following steps:
From the command line:
1. Set up the following passwordless SSH:
® From the Enterprise Console to the Controller.
® |f HA then:
® from the Enterprise Console to the primary Controller.
* from the Enterprise Console to the secondary Controller.
® From the primary Controller to the secondary Controller.
® from the secondary Controller to the primary Controller.
From the Enterprise Console:

2. Identify the Enterprise Console Linux AppDynamics user's public/private key pair (usually in ~/ . ssh).

3. Add the Enterprise Console Linux AppDynamics user's public key (~/ . ssh/i d_r sa. pub) into the remote Controller server Linux user's ~/ . ssh
/aut hori zed_keys.

4. Then chnod 600 /. ssh/ aut hori zed_keys.

5. Test the SSH connection from the Enterprise Console server with the following:

ssh <renote user>@krenot e-server > host nane

6. Verify that the remote hostname is printed. You may have to first answer yes to trust the server fingerprint.
7. Access the Enterprise Console Ul Credential page, and add or edit the existing credentials.

8. Create a single credential, which will likely be the same for all remote hosts, with a name like: EC- <ec |i nux user nanme>-<renote appd
user nane> For example, EC- ecappduser - appduser , or EC- appdyn if the username is the same on the Enterprise Console and remote server.

9. Enter the remote server Linux username. It might be the same as the local Enterprise Console AppDynamics user.

10. Supply the Enterprise Console Linux user's ~/ . ssh/ i d_r sa contents as the private key as chosen in step 2.
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Add Hosts

Before you add hosts to the platform, ensure that the required credentials are added to the platform.

You should also check that the user ID created matches those in the credentials. Additionally, the path you specify for the platform base
directory must exist.

You can add a host in the GUI by clicking Add.

bi n/ pl at form admi n. sh add- hosts --hosts host_1 host_2 host_3 --credential <credential nanme>

Instead of listing the hosts with --hosts, you can specify a text file with a line-separated list using the following command:

bi n/ pl at f orm adnmi n. sh add- hosts --host-file <file path to host file> --credential <credential nane>

If you do not use the GUI, you must add the host for the Enterprise Console. This is also the host used by the Controller and embedded Events Service.
The host is named "localhost" and does not require credentials. For example, run the following command:

@ You may also use the loopback address '127.0.0.1' or the machine's actual hostname.

Remove Hosts

Before you remove a host, ensure that you remove all AppDynamics components from the host. You can remove a host in the GUI by selecting the host
and clicking Remove.

bi n/ pl at f orm admi n. sh renpbve-hosts --hosts host_1 host_2 host_3

Instead of listing the hosts with - - host s, you can specify a text file with a line-separated list using the following command:

bi n/ pl at form adni n. sh renpbve-hosts --host-file <file path to host file>

If a host becomes unreachable, you can use the following command to remove it:

bi n/ pl at f orm adnmi n. sh renove-dead- hosts --hosts <host nane>

This removes the host and all of its associated metadata from the Enterprise Console database.

@ Running r enpve- dead- host s could leave various services in an inconsistent state.

List Current Hosts

Update Host Credentials

Change the credential that the Enterprise Console uses to access hosts. You can change the host credential in the GUI by selecting the host and clicking C
hange Credentials.

bi n/ pl at f orm admi n. sh updat e- host-credential --hosts host_1 host_2 host_3 --credential <credential name>
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Similar to the add and remove host commands, you can specify a text file instead of providing a list of hosts within the command.

Manage the Enterprise Console Admin User Password

Change the Admin User Password

You can change the password for the admin user with the following command:

Reset the Admin User Password

You can reset the password for the Enterprise Console's root user with the following command:

Resetting the password sets it to "admin".

Manage the Enterprise Console Database Root User Password

Change the Database Root User Password
To change the pl at f or mMAdni n. dat abaseRoot Passwor d, follow these steps:

1. Stop the Enterprise Console by running the following command in <EC_hone>/ Pl at f or ni pl at f or m adni n/ bi n:

bi n/ pl at f orm admi n. sh st op-pl atform adni n

2. Run the following command in <EC_home>/ Pl at f or nf nysql / bi n:

bi n/mysqld --defaul ts-file="/<EC hone>/Pl atform nysqgl/db.cnf" --skip-grant-tables

Replace <EC_hone> before running the command.
3. Open a new command prompt window.
4. Connect to the database without using a password by running the following command in <EC_hone>/ Pl at f or mf mysql / bi n:

bin/mysql -u root -h 127.0.0.1 -P 3377 --protocol =TCP

5. Execute the following queries:

updat e nysql.user set authentication_string=password('<new_password_here>'") where user like 'root%;
flush privileges;
quit;

Replace <new_passwor d_her e> before executing the queries.
6. Quit the command prompt.
7. Stop the Enterprise Console Database by running the following command in <EC_hone>/ Pl at f or ml pl at f or m admi n/ bi n:

bi n/ pl at f orm adm m sh stop-pl atform adm n

1 Thisis to stop the MySQL DB and start it without using the - - ski p- gr ant - t abl es option that is in the next step.

8. Start the Enterprise Console by running the following command in <EC_hone>/ Pl at f or ni pl at f or m admi n/ bi n:

bi n/ pl atformadnmi n.sh start-platformadnmn
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9. Verify the login by running the following command in <EC_homne>/ Pl at f or mf nysql / bi n:

bin/mysql -u root -p -P 3377 -h 127.0.0.1

Manage the Enterprise Console Database User Password

Change the platformAdmin Database User Password

To change the pl at f or mAdni n. dat abasePasswor d, follow these steps:

G) Use the application ID that owns the AppDynamics platform installation when running the commands.

1. Start the Enterprise Console, if it is not already running.
Run the following command, replacing <EC_hone> before running the command:

<EC hone>/platform platformadm n/bin: ./platformadmn.sh start-platformadmn

2. Navigate to the <EC_hone>/ pl at f or m nysql / bi n directory.
3. Log in to the database as the root user by running the following command:

.Inysqgl -uroot -p -h 127.0.0.1 -P 3377 --protocol =TCP

4. Execute the following queries, replacing <new_passwor d_her e> before executing the query.

updat e nysql.user set authentication_string=password('<new_password_here>') where user |ike
‘platformadmi n%; flush privileges; quit;

5. Verify the login by running the following command in the <EC_hone>/ Pl at f or mf nysql / bi n directory:

.Inysql -u platformadmn -p -P 3377 -h 127.0.0.1

6. Navigate to the <EC_hone>/ pl at f or m pl at f or m admi n/ bi n directory.
7. Run the command below to encrypt the new password that was set for pl at f or madni n in step 4.

./platformadmn.sh encrypt --text '<new_password_here>'

Take note of the encrypted password.
8. Navigate to the <EC_hone>/ Pl at f or m pl at f orm admi n/ conf directory.
9. Backup the Pl at f or mAdm nAppl i cation.ym file.
10. Using a text editor, such as vi , open the Pl at f or mAdmi nAppl i cati on. ym file and find the encrypted passwor d: line in the dat abase: se
ction.
11. Update the encrypted password, replacing the text after the passwor d: entry with the password noted after step 7 and save the changes.
12. Stop the Enterprise Console by running the following command in the <EC_homne>/ Pl at f or nf pl at f or m admi n/ bi n directory:

./platformadmn.sh stop-platformadnmn

13. Start the Enterprise Console by running the following command in the <EC_hone>/ Pl at f or ni pl at f orm admi n/ bi n directory:

./platformadm n.sh start-platformadnin

14. Validate that the Enterprise Console started successfully.

Change the Installation Directory
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The installation directory you specify when creating the platform is used to install all AppDynamics components. This directory can be changed but
requires that you uninstall all AppDynamics components.

1. Uninstall all AppDynamics components that you installed.

2. Remove all hosts from the platform, including the localhost. For example, run the following command to remove the localhost:
bi n/ pl at f orm adnmi n. sh renove-hosts --hosts | ocal host

3. Change the installation directory:

bi n/ pl at form admi n. sh update-platform--installation-dir <directory>

@ The installation directory cannot contain a space

After you change the installation directory, you must add hosts and reinstall AppDynamics components.

Troubleshooting Administration Tasks

Check Availability of the Enterprise Console
You can use the following API to check the availability of the Enterprise Console:

http://econsol e-host: 9191/ servi ce/ versi on

Error While Adding Hosts

While adding hosts to your platform, you may run into an "Enterprise Console host expansion failed" error. If you do, you should ensure that SFTP is
enabled in your sshd_confi g, and restart the SSH service.
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Remove Unused Artifacts

@ The purge clean up script (pur ge. sh) is available from Enterprise Console version 4.5.17 or later.

To remove unused artifacts from a prior Enterprise Console installation, you can run a purge clean up script (pur ge. sh). The pur ge. sh script preserves
any artifacts required to run and upgrade the components in your existing platform.

0)

® The purge clean up script must be run with the same user who installed the Enterprise Console.
® Verify that there are no jobs currently running from the Enterprise Console.

From the CLI:

1. Use the pl an command to show the purge script execution plan.

<pl at f or m adm n>/ pa- pur ger/ purge. sh plan

The execution plan shows you the exact commands to run when you use the appl y command.
2. Use the apply command to run and apply the commands of the purge script execution plan.

<pl at f or m adm n>/ pa- pur ger/ purge. sh apply

3. Restart the Enterprise Console.

1 Old JREs that are not being used by any product services (Events Service or Controller) are cleared during the implementation of job upgr ade-
or cha which is ran when the Enterprise Console is upgraded. You can use the upgr ade- or cha job on the adhoc basis to clean up old JREs.

#l i nux

./ platformadm n.sh upgrade-orcha
#wi ndows

platformadnin cli upgrade-orcha
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Enterprise Console Command Line

The Enterprise Console command line utility allows you to perform orchestration tasks in an automated way. It is designed with the following limitations in
mind:

® There is not a complete match of all the functionalities provided by the web UlI.
® The command line utility is only supported to run on the host where the Enterprise Console is installed.

Command Line Directory

The platform-admin.sh|bat script in the <Ent er pri se Consol e home>/ pl at f or m adni n/ bi n directory on the host machine provides a set of
commands to install and manage the AppDynamics platform.

To see the operations available for the Enterprise Console, from the command line, navigate to directory and run the script with -h specified:
And you can view the format for each command in the command line by specifying the -h argument for a specific command:
You can also use bi n/ pl at f orm adni n. sh list-jobs --service <controller or events-service>tosee alist of jobs

available for the provided service. You can then see what parameters are required for the provided job using bi n/ pl at f or m admi n. sh
list-job-paranmeters --job <job_nane> --service <controller or events-service>.

@ Not all commands available on Linux are available on Windows. Refer to the list of the Enterprise Console commands displayed with the - h
parameter.

The Enterprise Console prevents multiple users from running commands at the same time. If a second user attempts to run a command while another
command is in progress, the second command is not completed and an error message appears indicating that another command is in progress. To avoid
such conflicts, the Enterprise Console should generally be used by a single user at a time.

Logging into and out of the Enterprise Console

Commands for logging in and out of the Enterprise Console are:
® | ogin --user-nane <adm n_usernane> --password <adm n_password>

If it has been more than one day since your last session, you will have to log in before you are able to use the command line utility. You will also
have to log in again if you see the following error message:

error: Command failed due to an error: Unauthorized
APl code 401
Session expired. Please login and run the command agai n.

® | ogout

Managing the Password of the Enterprise Console

Commands for resetting or changing your Enterprise Console password are:
® reset-password

If you forget your admin password or run into a 401 error, run this command to reset your password to its default value, adm n. You will need to

log out then log back in for this change to take effect.
® change- password --user-nane <usernane> --password <ol d_password> --new password <new_passwor d>

Starting and Stopping the Enterprise Console

Just as you can start and stop the Controller and Events Service, you can start and stop the Enterprise Console process. Commands for starting and
stopping the Enterprise Console are:

® start-platformadmn
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® stop-platformadnmn

The Enterprise Console must be running to install or administer Events Service nodes.

Getting Platform Versions

You can get the version of the Enterprise Console and any other components that you installed with the Enterprise Console.
To get the version of the Enterprise Console:

To get the version of one of the platform components:

Setting the Current Platform

The optional parameter, - - pl at f or m nane, can be passed in each of your commands to set the current working platform. However, you can set the
environment variable, APPD_CURRENT_PLATFORM so that you do not have to pass the current working parameter with each of your commands. You can
set this variable using set env or expor t . The Enterprise Console will pick up the value if it is present.

If you happen to provide the - - pl at f or m nane parameter while APPD_CURRENT_PLATFORMis set, the value passed through the flag will override the
environment variable.

All Platforms Flag

You can use the - - al | flag to denote that you want to modify all platforms with your command. For example, you can upgrade all platform binaries at
once by running the following command:

Additional Enterprise Console Commands

The following is a list of frequently used Enterprise Console commands:

® create-platform--nane <platformname> --description <description> --installation-dir <install _dir>

® del ete-platform--name <platformnanme>

® upgrade-orcha --platformnane <platformnane>
This command triggers an upgrade of the Orcha module binaries on all remote Orcha machines in the provided platform. The platform should not
be running any jobs on its services when you run this command.

® |ist-supported-services

® show- pl at f or m admi n-ver si on
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Update Platform Configurations

Configurations are important since they let you customize your installations. The Enterprise Console enables you to configure these settings via GUI and
CLI. However, note that there is limited support for updating service configurations through the CLI. Therefore, it is recommended that you use the GUI for
updating configurations, especially for multi-line values.

Configuration settings on the Enterprise Console are separated into three categories: Platform, Controller, and Events Service Settings.

Platform Properties

The Platform configuration allows you to update platform description in the Ul. Updating the Platform path is only allowed in the CLI.

Controller Settings

The Controller Settings pages allow you to tune your controller. You can configure settings such as database configurations, JVM options, listeners, and
thread pools, for both single or high availability controllers.

Appserver Configurations

The AppServer Configurations page under Controller Settings allows you to edit most of the domain.xml configurations. You can also change the ports and
update the controller from a smaller to a higher profile. The configurations are categorized under Basic, JVM Options, and SSL Certificate Management:

Basic
® Profile: Demo, small, medium, or large

You can change the Controller profile from a smaller profile to a larger one. Before doing so, ensure that the host machine meets the
requirements for the profile size you want to use.

@ The Enterprise Console checks the disk size for the transaction log dir and db data dir for medium and large profiles only. If the
transaction log is in a separate mount, then it will check for half of the minimum recommended disk size.

This process is not reversible, and you cannot move from a larger to a smaller profile size. If you tune the Controller heap settings or database
configuration settings, even to be greater than the recommended settings for the new profile, those settings will be preserved. Otherwise, the
AppDynamics recommended settings are applied.

To increase the Controller profile size, navigate to AppServer Configurations by choosing the platform, Configurations, Controller Settings, and
Appserver Configurations. At the top of the page, select a new profile, then click Save.

Alternatively, you can also use the CLI to increase the Controller profile size to meet increased demand:

bi n/ pl at f orm admi n. sh update-controller-profile --profile <profile size>

For more information, see Controller System Requirements.
Tenancy Mode
External Load Balancer URL (HA only): This is the deep link URL.
Internal Virtual IP Address (HA only)
Ports: Server Port: 8090; Admin Port: 4848; SSL Port: 8181; IIOP Port: 3700; JMS Port: 7676
To change the Controller ports, navigate to AppServer Configurations by choosing the platform, Configurations, Controller Settings, and Appse
rver Configurations. Near the top of the page, specify new ports and scroll down to click Save. This will restart the Controller. Note that the new
ports should be available.
® Glassfish Admin Password
® Database User Password
If you do not specify this password then it will use the default. Click How to Change the Controller Database Root User Password for detailed
steps.

@ After a fresh installation or upgrade, the database user password will be hidden in dormai n. xm in the Appserver directory as an alias.

Alternatively, you can also use the CLI to change your database user password:
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For MySQL DB:

bi n/ pl at form adm n. sh submt-job --platformnane <platformname> --service controller --job update-
passwor ds --args newDat abaseUser Passwor d=<passwor d>

® Advanced configurations
®* NUMA Controller Configuration: This setting is preserved upon upgrades.
®* NUMA Database Configuration: This setting is preserved upon upgrades.

JVM Options

* JVM Options: You can update the JVM options via this page without having to use the nodi f yJvnOpt i ons utility or any other external scripts.
® Domain Http Services

® Domain Protocols

® Domain Network Listeners

1 Disabling the HTTPS listener is not allowed.

® Domain Transports
® Domain Thread Pools

You can also update the domain config settings using the CLI by following the steps below:

1. Download all four configurations to individual files. See Deploy the Controller on AWS for more information on the config file.
2. Create and load four variables:

new_net wor k="cat domai n-network-1isteners.txt"

new_pr ot ocol =" cat donmi n-protocols.txt"’

new_t hread="cat donai n-t hread-pool s. txt"

new_transports="cat donmmin-transports.txt"

3. Gotoplatformadm n/bin andlogin.

cd platformadnin/bin

./platformadmn.sh login --user-nane=adm n --passwor d=password

4. Run the following command on the Enterprise Console host:

./ platformadm n.sh update-service-configurations --service controller --job update-configs --args
donai nPr ot ocol s="$new_prot ocol " domai nTransports="$new_transports" domai nNet wor kLi st ener s="$new_net wor k"
domai nThr eadpool s="$new_t hr ead"

SSL Certificate Management

® You can view and edit the SSL Certificate here.

Controller Database Configurations
You can make database configuration changes using:

® Database Configuration Ul Page
® Enterprise Console CLI

Database Configuration Ul Page

Use the Database Configuration Ul page to edit your MySQL settings. This is helpful since you do not have to tweak the configuration file on the database
host.

If your RAM memory is greater than 200 GB and you are using a NUMA based architecture, you can specify the Linux nodes (typically CPU socket

numbers) from which both processes and memory will be allocated for each AppDynamics component. For example on a two-socket motherboard,
AppDynamics recommends the following node configuration settings:
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® Glassfish should should allocate its threads/processes and memory on the first node: 0
® MySQL should allocate its threads/processes and memory on the second node: 1

@ For the node configuration settings, you can enter an integer or comma separated list of integers. For example, for Glassfish, you can enter 0 or
0,1; for MySQL, you can enter 1 or 2,3.

The configurations include:

® DB Configuration Settings
Data Directory: You can change the dat adi r path and database port via this page.

@ You cannot change certain configurations, such as the MySQL root directory, through the Enterprise Console.

® DB Root Password
The Enterprise Console does not allow you to change the MySQL root password. However, if you change the MySQL root password for the
Controller, you should update the database root password in the Database Configurations page so that the Enterprise Console is aware of the
new password.

Enterprise Console CLI

You can update the Controller database configuration programmatically using the Enterprise Console CLI. This enables you to preserve configuration
settings during an upgrade.

@ ® If you are using High Availability Toolkit (HATK), you must manually apply these settings on the secondary Controller and restart the
secondary server.
® These instructions are specific to the UNIX operating system.

To update the database configuration using CLI:

1. Copy the db. cnf file from your primary Controller host onto the Enterprise Console host, for example db. cnf . newfile.
. Editthe db. cnf . newfile to add new settings or update existing values.
3. Load the db. cnf . newfile into an environment variable:

N

new_db_cnf ="cat db. cnf.new

4. Go to the pl at f or m adni n/ bi n directory and log in:

./platformadmn.sh login --user-nane=adm n --passwor d=password

5. Run the following command on the Enterprise Console host:

bi n/ pl at form admi n. sh submt-job --service controller --job db-update-config --args
nysql Cnf Cont ent =" $new_db_cnf "

Reports Service Configurations
The Reports Service Configurations page allows you to update the reports service ports:

® Reporting Service HTTP Port: 8020
® Reporting Service HTTPS Port: 8021

You can also view and edit the SSL Certificate here.

Events Service Settings

The Events Service configurations are read-only. See Administer the Events Service to learn how you can manage your Events Service. You can see the
following configurations:

® Profile: This value is either Dev or Prod.
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® |nstallation Directory

® Data Directory

® Ports

Elastic Search Port: 9200
REST API Port: 9080

REST API Admin Port: 9081
Unicast Port: 9300

Update Controller Configurations

You can update Controller configurations such as the deep link URL, JVM options, and network listeners.

Update the Deep Link URL
To update the deep link URL:

1. Gotopl atform adm n/bin andlogin.

cd platformadm n/bin

./platformadnmi n.sh |login --user-nane=adnmi n --passwor d=password

2. Run the following command on the Enterprise Console host:

./ platformadm n.sh update-service-configurations --service controller --job update-configs --args
control | er External Ul =<server-protocol > //<control | er-host>:<controller-port>

where ser ver - prot ocol is http or https.

Update JVM Options

To update JVM options and network listeners:

1. Gotopl atform adm n/bin andlogin.

cd platformadm n/bin

./platformadmn.sh | ogin --user-nane=adni n --password=password

2. List all of the Controller configurations from the Enterprise Console:

./platformadmn.sh |ist-service-configurations --service controller > controller-configs.conf

3. Opencontrol | er-configs. conf, and copy all JVM options. Then paste them into a separate file, and edit the desired parameters.
4. Run the following command on the Enterprise Console host:

./ platformadm n.sh update-service-configurations --service controller --job update-configs --args
control | er NonHost JvnOpti ons="All JVM options fromthe previous step including the updated fields'

For example:

./ platformadm n.sh update-service-configurations --service controller --job update_configs --args
control | er NonHost JvnDpt i ons=' - Dj ava. awt . headl ess=true, -Djdk.corba. al | owQut put St reanBubcl ass=tr ue,
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Retaining Configuration Changes

The Enterprise Console recognizes and retains many common customizations to the domai n. xni , db. cnf , and other configuration files, but is not
guaranteed to retain them all. If you have made manual configuration changes to the files, verify the configuration after updating.

You can also remove the Controller from the Enterprise Console and rediscover it to preserve the configuration changes:

1. Gotopl atform adm n/bi n andlog in.

cd platformadm n/bin

./platformadnm n.sh |login --user-nane=adnmi n --passwor d=password

2. On the Controller page, click on Remove Controller, or run the following commands on the Enterprise Console host:

@ If renoveBi nari es=f al se then the Enterprise Console forgets the Controller without impacting or uninstalling the Controller.

3. Discover the Controller by using the Discover & Upgrade feature as if you were upgrading the Controller using the Enterprise Console, or run the
following command on the Enterprise Console host:

@ You must specify and provide the full path to the existing Controller directory.
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Enterprise Console Jobs

The Enterprise Console saves all jobs that you perform on the application on the Jobs page.

View Job Details

The Jobs page displays all of your jobs by their names, start times, last updated times, and statuses. You can classify the jobs based on their status:
Successful, Failed, and In Progress. You can also search through all of your jobs.

You can view additional job details by clicking View Details in the Status column of the job.

Job Details

Controller Upgrade Job - Wed Dec 05 2018 16:33:58 GMT-0800 (Pacific Standard Time)

Y v @ mnio v 0 warning v/ @ Error Q

INFO [2018-12-06 00:34:03.390]

com.appdynamies.orcha.core.executor.Defanl tPlaybookExecutor: Executing :
Stringify mysgl response

INFO [2018-12-06 00:34:03.432]

com.appdynamics.platformadmin.core. job.JobProcessor: Platform/Job [1/623b%97fa-
43d8-45cd-Blec3-c33c72f8aB5e]: Sequence number 5, stage name Check Controller
database health status, stage id: 164

INFO [2018-12-06 00:34:03.434]

com.appdynamics.platformadmin.core. job.JobProcessor: Platform/Job [1/623b97fa=-
43d8-45cd-Ble3-c33c72f8a85e]: Sequence number 6, stage name Fail if mysgl isn't
running., stage id: 165

ERROR [2018-12-06 00:34:03.434]

com.appdynamics.platformadmin.core. job.JobProcessor: Platform/Job [1/623b97fa-
43d8-45cd-Ble3-c33c72f8a85e]: Stage [Fail if mysgl isn't running.] failed due
to [Detected that database is not running on the secondary host ]

INFO [2018-12-06 00:34:03.825] com.appdynamics.orcha.core.0OrchaRunnerImpl:
Running playbock /home/appdynamics/appdynamics/platform/platform-
admin/conf/../archives/platform-
configuration/../controller/4.5.5.15478/playbooks/cleanup-glassfish-password-
file.orcha with variables file /home/appdynamics/appdynamics/platform/platform-
admin/conf/../archives/platform-
configuration/../controller/4.5.5.15478/playbooks/controller.groovy

INFO [2018-12-06 00:34:03.828]
com.appdynamics.orcha.core.executor.DefanltPlaybockExecutor: Executing @

Rammring Femn alazefieh naceunrd fila

If the job you are viewing failed, then you can see what the error was that caused it to fail, and retry it at its last checkpoint.

(D Warnings and errors are color-coded in yellow and red, respectively.

View Job Progress

You can view job details on the Ul while the job is in progress by selecting a job and clicking View Details. This should help with troubleshooting.
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Job Details

Controller Install Job - Tue Dec 18 2018 16:07:34 GMT-0800 (Pacific Standard Time)

. Warning B Error Q

INFO [2018-12-18 16:10:30.071]

com.appdynamics .orcha.core .DefaultPlay Executing
Obtaining account access key from the controller

INFO [2018-12-18 16:10:30.093)

com.appdynamics .orcha.core .DefaultPlay Executing
Updating Application Server log path

INFO [2018-12-18 16:10:30.125]

com.appdynamics .orcha.core .DefaultPlay Executing
Updating Account Name in the app agent config file

INFO [2018-12-18 16:10:30.162]

com.appdynamics.orcha.core .DefanltPlay Executing
Updating Application Name in the app agent config file

INFO [2018-12-18 16:10:30.196]

com.appdynamics.orcha.core .DefanltPlay Executing
Updating Tier name in the app agent config file

INFO [2018=12-18 16:10:30.237]

com.appdynamics.orcha.core .DefanltPlay Executing
Updating Node name in the app agent config file

INFO [2018=12-18 16:10:30.273]

com.appdynamics.orcha.core .DefanltPlay + Executing
osgi-cache and generated folders prior to starting controller

INFO [2018=12-18 16:10:30.309]

com d ics.orcha.core .DefanltpPlay Executing
Attempting to start AppDynamics Controller

INFO [2018-12-18 16:10:30.345]

com d ics.orcha.core .DefanltpPlay Executing
Starting AppDynamics Controller
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Platform Log Files

The platform log files include the following:

® platform-admin-server.log: Information about events of the install process such as extraction, preparation, and other post-processing tasks. It is
located at <pl at f or m_admi n_hone>/ | ogs.

® server.log: Information for the embedded Glassfish application server used by the Controller. It is located at <cont r ol | er _hone>/1 ogs.

¢ audit.log: Information about Account/User/Group/Role CRUD/User login/logout/SSH connections, and all other operations. This can be used to
forward auditable events from the AppDynamics controller into a central log management system or SIEM. It is located at <cont r ol | er _hone>
/| ogs, and replicates the Controller Audit Report.

® database.log: Information for the MySQL database that is used by the Controller. It is located at <cont r ol | er _hone>/ db/ | ogs.

® startAS.log: Output generated by the underlying Glassfish domain for the Controller.

® orcha-modules.log: Information about all the tasks and commands that are run during installation. platform-admin-server.log has high-level
information about the task executed. However, or cha- nodul es. | og has more information on the specific command and output. It is located at <
pl at f orm di r >/ or cha/ <ver si on>/ or cha- nbdul es/ | ogs/ or cha- nodul es. | og.

Retrieve Log Files

You can use the Enterprise Console to retrieve log files for the Controller and Events Service. On the Controller or Events Service page, expand More
options and click Retrieve Log to start a Retrieve Log job. When the job has successfully completed, it will retrieve and save the Controller or Events
Service log files, which include AppServer, Reports Service, and DB logs, as a zip file to / horre/ appdynani cs/ appdynani cs/ pl atfornf pl atform
admi n on the Enterprise Console host.

You can also run the following command on the Enterprise Console host:

bi n/ pl atform adm n.sh submt-job --service <controller or events-service> --job retrieve-log --platformnane
<nane_of _the_pl atfornp

Manage Log Files

You can manage your log files by setting up log rotation and adjusting the retention periods.

Log Rotation

The application server is preconfigured to rotate the server.log file regularly, based on settings in the domain configuration file. On Windows, there is an
additional log file for Glassfish service launcher that needs to be rotated.

For the other log files, such as database.log or audit.log, you may need to set up log rotation to prevent them from consuming excessive disk space. The
audit.log file, in particular, may grow quickly because it contains SSH connections to Controller and Event Services hosts that occur every minute. You also
need to set up log rotation for an additional log file, <cont r ol | er _honme>/ db/ dat a/ sl ow. | og. This log contains information about slow MySQL
queries.

The tool you use to perform the rotation depends on your operating system. On Linux, you can use the nysql - | og- r ot at e script. The script is included
with the Controller database installation at <cont r ol | er _hone>/ db/ support-fil es. You need to modify the script for your environment since it is not

set up to rotate the database.log file by default. On other systems, you need to create or install a script that performs log rotation and make sure that it get
run regularly, for example, by cron or an equivalent task scheduler.

Retention Period

Enterprise Console logs in pl at f om adni n/ | ogs are automatically archived in a .gz format with a date-time stamp after they grow too large. The size of
each archived log is around 300 KB. Only the latest seven files are archived in the logs directory.

If you want to retain the archived logs for longer periods of time, you can configure the settings in the Dropwizard configuration file, Pl at f or mAdmi nAppl i
cati on. yni . Under the logging/appenders/type: file section, you need to specify a larger ar chi vedFi | eCount , as well as maxFi | eSi ze. See the Drop
wizard Configuration Reference for more information.

Change the Default Location or Names of the Controller Logs
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. In a web browser, log in to the Controller's Glassfish administration console, as described in Access the Administration Console.
. From the left-side navigation tree, expand Configurations -> server-config and click Logger Settings.
. Set the new location for server.log by modifying the Log File value.

The default value points to the logs directory located at the root of the Controller home directory.

${com sun. aas. i nstanceRoot}/../../../../logs/server.|og

If you specify a directory that does not exist, it is created when you restart the application server.

. Change the dat abase. | og location by opening the <cont r ol | er _honme>/ db/ db. cnf file. You can also change the db. cnf file from the

Enterprise Console GUI Database Configurations page. Doing so also restarts the database server.

@ The Enterprise Console takes a backup when you modify these configurations.

. Set the value of the | og- err or property to the new location of the dat abase. | og file. This directory location must exist before you restart the

Controller or you will get start-up errors.

. From either Linux or Windows, change the log location to the new location:

Linux File

<control |l er_home>/ bin/controller.sh
nohup ./asadmin start-domai n domai n1 > $I NSTALL_DI R/ | ogs/ startAS. | og

Windows File

<control |l er_honme>/ bin/controller. bat
call asadmin.bat start-domain donmainl > % NSTALL_DI R% | ogs\startAS. | og

. Open the <control | er _hone>/ appserver/ gl assfi sh/ domai ns/ donai n1/ confi g/ domai n. xn file, and change the log location

specified in the following:

® |og-root attribute of the domain element.
® file attribute of the log-service element.
® tx-log-dir attribute of the transaction-service element.

. Copy if desired any existing logs from the default directory (<cont r ol | er _hone>/ | ogs) to the new location.
. Restart the Controller. See Start or Stop the Controller.
10.

Verify that the dat abase. | og and ser ver . | og files are being written to the new location and remove the old log files. The dat abase. | og
location is cont r ol | er/ db/ | ogs/ dat abase. | og.

Log Level Granularity

The Controller logs provide information about possible errors in Controller operations. By default, the Controller writes to the log at the | NFOlevel. When
debugging your Controller deployment, you may need to increase the logging level to generate additional information.

You can set the logging level by Controller component, which include:

Agents

Business Transactions (BTS)
Events

Incidents

Information Points (IPS)
Metrics

Orchestration

Rules

Snapshots

Change Default Logging Level by Component

By default, the Controller generates logs at the INFO level. You can change the level for one or all of the components. This may be needed, for example,
when you are debugging your system, and want the Controller to generate more information in the form of logs. On the other hand, you may wish to
reduce logging verbosity to minimize the reduce the rate of growth of log files. The following steps describe how to change the default log levels.
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In a web browser, log in to the Controller's Glassfish administration console, as described in Access the Administration Console.
From the left navigation tree, expand Configurations > server-config and click Logger Settings.
. Click the Log Levels tab.
Modify those components that start with "com.appdynamics”. By sorting the list by name, you can quickly access the com.appdynamics
components. For each component, modify the log level by choosing a new level from the Log Level menu. For example, to debug the system, we
suggest setting the log level to FI NE.
5. Click Save.

»one
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Enterprise Console Back Up and Restore

The Enterprise Console keeps all data pertaining to its managed AppDynamics platform deployment in a MySQL database. To back up an Enterprise
Console installation, you use MySQL commands to export and restore data. You will also need to back up the Enterprise Console's secure credential store
file.

@ Backing up Enterprise Console data is a separate consideration from backing up a Controller. For more information on Controller backups, see
Controller Data and Backups.

In the event that your Enterprise Console host fails, follow these steps to ensure that you can recover.

To back up the Enterprise Console:

1. Export the Enterprise Console data:

nysql dump -u root -p <password> -h <nysqgl - host name> -P <nysqgl-port> platformadnmn > /tnp
/ pl atform adm n_dunp. sql

This puts the export file into a named file in the / t np directory. Choose another location, if appropriate.
2. Change to the nysql / bi n directory of Enterprise Console:

cd <pl atfornme/ nmysql/bin

3. Import the data into the backup Enterprise Console instance:

nysqgl -u root -p <db_root_user_password> -h <nysql - host nane> -P <nysql -port> platformadnmn < /tnp
/ pl atform adm n_dunp. sql

4. Copy the Enterprise Console's secure credential store (SCS) file <pl at f or m»/ pl at f or m_adm n/ . appd. scs to the same directory on your
backup Enterprise Console instance. Make sure you retain the same file permissions for the SCS file (644) on the backup instance of the
Enterprise Console.
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Upgrade the Enterprise Console

Related pages:

® Upgrade Platform Components
® [nstall the Enterprise Console

To upgrade the Enterprise Console, you run the installer for the version of the application to which you want to upgrade on the Enterprise Console
machine. The installer detects the Enterprise Console installation and upgrades that instance.

About the Upgrade

® You can upgrade across multiple versions at a time; that is, you do not need to run the installer individually for each intermediate version.
® You can enable HTTPS for the Enterprise Console during upgrades. See HTTPS Support for the Enterprise Console for more information.

Before Upgrading
® Before you start upgrading the Enterprise Console and your platform, make sure that you are using the correct upgrade order.
® The user upgrading the Enterprise Console should be the same user who installed the Enterprise Console.
® Make sure your Enterprise Console is running before you run the upgrade. This is to validate the Database Root User Password and Platform
Admin Database Password. You will need to input the passwords when upgrading through the GUIL.

® For first-time upgrades, you need to use the same response file you used for your silent install. See Silent Installation.
® [rrespective of first time or subsequent upgrades, you need to provide the relevant passwords in the response file.

Upgrade the Enterprise Console

The following steps describe how to upgrade the Enterprise Console on Linux and Windows. You use the Enterprise Console installer in GUI mode,
console mode, or silent mode to perform the upgrade.

GUI Installation

If there is a newer version of Enterprise Console available, you can begin the upgrade process by downloading and installing the latest version from the Ap
pDynamics download site on top of the existing application.

Before starting, get the Enterprise Console installer version appropriate for your target system. You can get the installer from the AppDynamics download
site. When ready, follow these steps to install the Enterprise Console:

1. Navigate to the directory where you downloaded the install file.
2. Run the following commands:

Linux

./ pl atform setup-64bit-Iinux.sh

@ You can run the installer as non-root or root.

Windows

pl at f or m set up- 64bi t - wi ndows. exe
@ It is recommended that you right-click the exe and select Run as Administrator.

3. After the GUI launches, use it to complete the installation. In Linux, you may also follow the steps in the installation wizard to complete the
console installation.
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@ If you install the Enterprise Console on AWS, use the public DNS for the Enterprise Console host name when prompted.

Silent Installation
To use silent mode, pass the response file that the installer generated at first installation to the installer. This response file is at the following location
® <Enterprise_Consol e_honme_directory>/.install4j/response.varfile

If you have made any changes to the settings as originally configured by the installer—such as to the connection port numbers, tenancy mode, or data
directory—make the same change in the response file before starting the upgrade.

You must also add the existing passwords to the file:

pl at f or mAdni n. dat abasePasswor d= ENTER_PASSWORD
pl at f or mAdni n. dat abaseRoot Passwor d= ENTER_PASSWORD
pl at f or mMAdni n. adm nPasswor d= ENTER_PASSWORD

If you do not, the installer prompts you to add the password.

After Upgrading

After upgrading the Enterprise Console, you must first clear your browser cache before you can successfully log in to the Enterprise Console through the
browser.
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Uninstall the Enterprise Console

This page describes how to remove the Enterprise Console software and associated files using the uninstaller utility located in the Enterprise Console
directory.

Before Starting
Uninstalling the Enterprise Console will not uninstall any of the components it has deployed or managed since the Enterprise Console installer is agnostic
of the Controller and other services. Therefore, you do not need to first uninstall any components before uninstalling the Enterprise Console. However, if

you accidentally uninstall the Enterprise Console without first uninstalling any components, then you will have to manually manage the remaining platforms
and components. Leftover environments can be also be rediscovered using another Enterprise Console application.

Uninstall the Enterprise Console Manually

1. Open a console on the machine where the Enterprise Console is installed:

® On Linux, open a terminal window and switch to the user who installed the Enterprise Console or to a user with equivalent directory

permissions.
® On Windows, open an elevated command prompt by right-clicking on the Command Prompt icon in the Windows Start Menu and

choosing Run as Administrator.
2. From the command line, navigate to the Enterprise Console home directory.
3. Execute the uninstaller script to uninstall the Enterprise Console, as follows:

¢ On Linux:

./linstaller/uninstallPlatform

® On Windows:

run installer/uninstallPlatfomexe
® To uninstall in quiet mode, add the - g option. For example:

./installer/uninstallPlatform-q

With this option, you do not need to interact with the installer to complete the removal.

@ On the Enterprise console host and any of the hosts that the Enterprise Console manages, <pl at f orm honme dir>/jre
and <pl at f orm home di r >/ or cha are not removed.
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FAQs for the Enterprise Console

What is the difference between the Enterprise Console installer and the Controller installer?

The Enterprise Console installer only installs the Enterprise Console application. You need to use the Enterprise Console later on to install the Controller
as well as other AppDynamics platform components.

The Controller Installer is used to install only the Controller application. From 4.4, AppDynamics does not support the Controller installer anymore. You
should use the Enterprise Console instead to install, monitor, upgrade, and configure the Controller.

Where should | install the Enterprise Console application?
The Enterprise Console can be installed on the same host as the Controller. However, you should not install the Enterprise Console on the same host if
the Controller is part of an HA pair. If the Enterprise Console and Controller are on the same host and that host becomes unavailable, the Enterprise

Console will not be able to failover to the other Controller. For large deployments, it is also recommended that you install the Enterprise Console on a
separate host.

Which hosts does the Enterprise Console need SSH access to?

The Controller and Events Service hosts.

How many SSH connections does the Enterprise Console make per minute?
For each single Controller node (HA Controller deployments will have two Controllers), the Enterprise Console will open approximately 10 SSH

connections per minute. For each Events Services node (an Events Service cluster may have 3-5 nodes), the Enterprise Console will open 1 SSH
connection per minute.

What protocols does the Enterprise Console use to connect to remote hosts?
The Enterprise Console uses Java Secure Channel (JSch) API with the provided key file to access remote hosts. In scenarios where you have an SSH

jump server or jump host configuration, you will have to invest in additional provisions for your application to work. Consult your AppDynamics
representative in such cases.

Can platforms share the same installation path?

No, platforms cannot share the same installation path or hosts. You must also choose an installation path that does not overlap with where the Enterprise
Console is installed.

Can | use Express installation to discover and upgrade existing controllers and events services?

Express installation is a convenient way to create a complete platform on a single host in one step. It does not support discovering and upgrading an
existing controller managed outside the Enterprise Console.

Can | make configuration changes outside of Enterprise Console?

It is not recommended that you make changes directly to AppDynamics configuration files, such as in domain.xml or db.conf. If you do make changes
directly in configuration files, it is recommended that you make the equivalent change in the Enterprise Console. Note that such changes result in a restart
the controller.
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Do | need to back up the Enterprise Console database?

Yes, the Enterprise Console database is not automatically backed up. See Controller Data Backup and Restore for information on backing up the
Controller and Enterprise Console databases.

Is Enterprise Console supported on Windows?

Yes, it is, but there are several differences between the Linux and Windows deployment. First, the platform components (Controller, MySQL database,
Events Service, and EUM Server) all have to be installed on the same machine for Windows. The second difference is that the Enterprise Console on
Windows does not support Controller High Availability. Finally, on Windows, you do not have the replication of the MySQL database and cannot install a
second node through the Enterprise Console. On Linux, it is recommended to have at least three node clusters for the Events Service.

If you need to scale up the Events Service on Windows, see Install the Events Service on Windows for instructions.

How can | install the Controller without the Enterprise Console?

Starting from AppDynamics version 4.4, you can only install the Controller through the Enterprise Console. For earlier versions, you can still use the Control
ler installer.
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Controller Deployment

Related pages:
® |[nstall the Controller Using the CLI

This page introduces you to the tasks involved with deploying AppDynamics to its operating environment, including host preparation and Controller
installation.

The system resources of the machine that hosts the Controller in a live environment must be able to support the expected workload.

Deployment Overview

Installing AppDynamics to a test or evaluation setting typically involves verifying system requirements, preparing the host, and then performing the
Controller installation. These topics are described in Prepare the Controller Host and Install the Controller Using the Enterprise Console.

Deploying the Controller to its production operating environment normally introduces additional requirements and considerations. Security, availability,

scalability, and performance all play an important role in production deployment planning. The following section lists the tasks related to deploying the
Controller.

Deployment Tasks
Depending on your specific requirements and environment, deployment tasks may include:

® Ensure that target systems meet the Controller System Requirements for the Controller's expected workload.
® Implement Controller High Availability to ensure service continuity in the event of a failure of the Controller server.

® Configure the network environment. If deploying the Controller with a reverse proxy, configure passthrough of Controller traffic. Also, note other Ne

twork Requirements for the deployment environment.

® Implement security requirements for your environment. If clients will connect to the Controller by HTTPS, install your custom SSL server certificate

on the Controller.

Generate a password management strategy for the built-in system accounts in the Controller and platform.

Make sure the mail server is properly configured for the Controller in the target environment and define your alerting strategy.

Devise your backup strategy. A typical backup strategy consists of frequent partial backups with intermittent full backups.

Plan your configuration maintenance and enhancement strategy. Changes to the configuration should be staged in a non-critical environment,
and rolled into the live environment only after thorough testing. The AppDynamics Ul and REST API offer the ability to export and import
configuration settings from various contexts.

® Deploying App Agents is likely to be an ongoing task, especially in dynamic environments where monitored systems are regularly taken down and

new ones brought up. There are two basic strategies for deploying large numbers of App Agents across a managed environment:
1. Deploy the agents independently of the application inside the application server. This method ensures that re-deployments of the
application do not overwrite the agent deployment.

2. Integrate deployment of AppDynamics agents into the deployment of applications. This more sophisticated approach requires modifying

the existing application deployment automation scripts.
For details, see:
® Automate Agent Deployment
® Unattended Installation for .NET

Network Requirements

Deploying the Controller often calls for configuration changes to existing network components, such as firewalls or load balancers in the network. If the
Controller will reside behind a load balancer or reverse proxy, you need to set up traffic forwarding for the Controller. You may also need to open ports
used by AppDynamics on firewalls or any other device through which traffic must traverse.

The following are general considerations for the environment in which you deploy AppDynamics. See AppDynamics Quick Start for other network
configuration requirements.

Correlation HTTP Header

AppDynamics adds a custom header to traffic in the monitored environment named si ngul ari t yheader . This header enables AppDynamics to
correlate traffic across tiers. It's important to ensure that any load balancer, proxy, or firewall in the network between monitored tiers or between the tiers
and the Controller preserves the header added by AppDynamics.
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Clock Management
To ensure consistent event time reporting across the AppDynamics deployment, App Agents attempt to synchronize their time with the Controller time.

They do so by retrieving the time from the Controller every five minutes. App Agents then compare the Controller's time to its own local machine's clock
time. If the times are different, whether ahead or behind, it applies a time skew based on the difference to the timestamps for the metrics it reports to the
Controller.

If, despite the agent's attempt to report metrics based on the Controller time, the Controller receives metrics that are time-stamped ahead of its own time,
the Controller rejects the metrics. To avoid this possibility, AppDynamics recommends maintaining clock-time consistency throughout your monitored
environment.

Admin Accounts Created at Installation

During the installation process, you need to configure several accounts for the Controller. These include the embedded MySQL database account, a root
user account in the Controller, and an administrator in the Controller.

Usernames and passwords should not include the & or ! characters. If a user account needs to access the Controller REST API, additional limitations on
the use of special characters in usernames apply. See Create and Manage Tenant Users.

About Controller Tenancy Mode

In most installations, the Controller operates in single-tenant mode. In multi-tenant mode, the Controller Ul context is divided into separate accounts. Each
account has its own set of users, agents reporting to it, and application monitoring configuration.

You choose the tenancy mode at installation time. You can switch the tenancy mode from single-tenant to multi-tenant mode later. It is not possible to
switch from multi-tenant to single-tenant mode.

Having a single tenancy Controller is suitable for most installations. Only very large installations or installations that have very distinct sets of users may
require multi-tenancy.

A summary of the differences between the modes follows:

® |n multi-tenant mode:
® You can create multiple accounts (tenants) in the Controller.
® Each account will have its own set of users and applications.
® The Controller login page includes an additional field where users need to choose an account to log in to.
® Essentially, multi-tenant mode allows you to partition users and access application data in a logical, secure way.
® In single-tenant mode:
® There is only one account (tenant) in the Controller system.
® All users and applications are part of this single built-in account, so all users have access to all monitored Applications in this mode.
® The account is not exposed to users in the Controller Ul. The account field in the login page is omitted for single-tenant mode.
® AppDynamics recommends a single-tenant mode for most installations.

For more information, see Multi-Tenant Controller Accounts.

Self-Monitoring the Controller

You can use the system account to self-monitor the Controller. When your system experiences noticeable performance issues with the Controller, you can
log in to the system account to access and review the memory utilization trend for the last few hours.

Only the internal Java Agent bundled in the path: <Cont r ol | er _home>// appserver/ gl assfi sh/ donai ns/ domai n1/ appagent ( -
javaagent: ${com sun. aas. i nst anceRoot } / appagent / j avaagent . j ar) with the controller, the application is supported for self-
monitoring. Using a custom Java Agent from a different path is not supported for self-monitoring.

To self-monitor the Controller using the system account:

1. If you are already logged in to the Controller from your Browser, you must first log out as a non-administrative user of the Controller.
2. Log back into the Controller using the following credentials:
® Account: system
® User: root
® password: <r oot passwor d>
3. Select Appdynamics Controller application.
4. Select Tiers and Nodes > Nodel > Memory to review the memory trend for the past 24 hours and locate the time when the performance issues
occurred.
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Controller System Requirements

Related pages:
® Prepare the Controller Host
This page describes hardware and software requirements for the Controller hosted on private or public cloud to help you prepare for your AppDynamics
deployment.
1. Note

The Controller requirements do not include Enterprise Console and Event Service. You need to prepare memory for each of those components.

About Controller Sizing Information

Every deployment is unique. Factors such as the nature of the application, workload, and the AppDynamics configuration can all affect the resources
required for your specific scenario. Be sure to test the performance of your system in a staging environment, so that you can fully understand your
requirements before deploying AppDynamics to its live operating environment.

Before installation, it's usually easiest to estimate your deployment size based on the number of nodes. For Java, for example, a node corresponds to a
JVM. However, the best indicator of the actual workload on your Controller is provided by the metric ingestion rate.

After initial installation, you should verify your Controller sizing using the metric upload rate. You then need to continue to monitor the Controller for
changing workload brought about by changes in the monitored application, its usage patterns, or in the AppDynamics configuration.

General Hardware Requirements

The following general requirements that apply to the machine on which you install the Controller:

® The Controller should run on a dedicated machine. A production Controller must run on a dedicated machine. The requirements here assume that
no other major processes are running on the machine where the Controller is installed, including no other Controllers.

® The Controller is not supported on machines that use Power Architecture processors, including PowerPC processors. The Controller is supported
on amd64 / x86-64 architectures.

® Ensure that the Controller host has approximately 200 MB of free space available in the system temporary directory.

® Disk I/O is a key element to Controller performance, particularly low latency. See Disk 1/0O Requirements for more information.

Controller Sizing
The following table shows Controller installation profiles by metric ingestion rate and node count. As previously noted, the actual metrics generated by a

node can vary greatly depending on the nature of the application on the node and the AppDynamics configuration. Be sure to validate your sizing against
the metric ingestion rate before deploying to production.

General Sizing for On-Premises

Profile Max Metrics Max Agents oS Compute Storage
/Minute (Approx)
Demo 10,000 5 Linux or 2 Cores, 8 GB RAM 50 GB
Windows Note: This profile is not supported when installing with Aurora DB.
Small 50,000 50 Linux or 4 Cores, 16 GB RAM 400 GB
Windows Note: This profile is not supported when installing with Aurora DB.
Medium 1,000,000 1,500 Linux or Bare-metal: 8 Cores, 5 TB SAS SSDs. Hardware-based RAID 5 configuration

Windows 128GB RAM

Linux or VM: 16 vCPUs, 128GB 5 TB SSD-based SAN with 10 Gb/s FCoE
Windows RAM
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5,000,000 10,000 Linux Bare-metal: 28 cores,
512 GB RAM ® 2 x 800 GB write-intensive NVMe cards for MySQL redo logs. Software-
based (mdadm) RAID 1 configuration.
® 20 TB SAS SSDs for main data volume. Hardware-based RAID 5
configuration

For deployments that exceed the Large profile configuration defined here, contact AppDynamics Professional Services for a thorough viability
evaluation of your Controller.

Amazon Web Services (AWS) Sizing for On-Premises

AWS Profile Max Max Agents oS Compute Instance Size for Block Storage (for Controller application files only)*
with Aurora Metrics (Approx) AWS Aurora Storage
/Minute
Medium 1,000,000 1500 Linux @ EC2:r4. db.r4.4xlarge 10 GB GP2 EBS Volume. We recommend using a different
2xlarge volume than the instance's root volume.
Large 5,000,000 10000 Linux = EC2:r4. db.r4.16xlarge 10 GB GP2 EBS Volume. We recommend using a different
8xlarge volume than the instance's root volume.

* The specified disk space must be available for use by the Controller. Specifications do not include overhead from the operating system, file system, and

SO on.

Elastic Network Interface (ENI)

The ENI numbers were last updated on Feb 28, 2018.

For AWS, provision an ENI for each Controller host and link the license to the MAC address of the ENI. For more information about ENI, see the AWS
documentation at the following link:

https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-eni.html.

Additional Sizing Considerations

Note the following additional requirements:

® Large installations are not supported on virtual machines or systems that use network-attached storage.

®* The RAM recommendations leave room for operating system processes. However, the recommendations assume that no other memory intensive
applications are running on the same machine. While the Enterprise Console can run on the same host as the Controller in small or demo profile
Controllers, it is not recommended for medium and larger profiles or for high availability deployments. Refer to the Enterprise Console
Requirements if the Enterprise Console is on the same host as the Controller.

Disk sizing shown in the sizing table represents the approximate space consumption for metrics, about 7 MB for each metric per minute.

The motherboard should not have more than 2 sockets.

See Calculating Node Count in .NET Environments for information related to sizing a .NET environment.

The agent counts do not reflect additional requirements for EUM or Database Visibility. See the following sections for more information.

Disk 1/0 Requirements

A critical factor in a machine's ability to support the performance requirements of a Controller in a production environment is the machine's disk 1/0
performance.

There

are two requirements related to I/O latency:

® This disk I/O must perform such that the maximum write latency for the Controller’s primary storage must not exceed 3 milliseconds while the
Controller is under sustained load. AppDynamics cannot provide support for Controller problems resulting from excessive disk latency.

® Self-monitoring must be set up for the Controller. Self-monitoring consists of a SIM agent that measures the latency of data partitions on the
Controller host, and the configuration needs to include dashboard and health rule alerts that trigger when the maximum latency exceeds 3 ms.
For details on Controller self-monitoring, contact your AppDynamics account representative.

Disk 1/0O Operations

The AppDynamics Controller performs two types of I/O operations important to Controller performance:

®* The MySQL intent log is very sensitive to latency, and MySQL performs writes using varying block sizes.
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®* MySQL'’s InnoDB storage engine uses random, asynchronous, 16Kb reads and writes to move database pages between storage and cache. In a
properly sized Controller, most reads are satisfied from one of the software caches.

It's important for best performance that the stripe size of the RAID configuration matches the write size. The two write sizes are 16Kb (for the database)
and 128Kb (for the logs). You should use the smallest stripe size supported, but no smaller than 16Kb. If using a hardware-based RAID controller, be sure
that it supports these stripe sizes. The stripe size can be determined by the number of data disks multiplied by the strip/segment/chunk (the portion of data
stored on a single disk).

SAN-based Storage Limitations

While onboard disks typically satisfy I1/O requirements, SAN-based storage could be hampered by poor 1/O latency performance. In addition, AppDynamics
discourages the use of an NFS-mounted filesystem. NFS adds latency and throughput constraints that can negatively affect Controller performance and
even lead to data corruption. Similarly, you should avoid iSCSI or other SAN technologies that are subject to quality of service issues from the underlying
network.

If you choose to deploy one of these latency-challenged storage technologies on a system that is expected to process 1M metrics/min or greater, a
mirrored NVMe configured as a write-back cache for all storage accesses is recommended. Configuring such a device will hide some of the longer
latencies that have been seen in these environments.

In all cases, be sure to thoroughly test the deployment with real-world traffic load before putting an AppDynamics Controller into a live environment.

End User Monitoring (EUM) Considerations

End User Monitoring (EUM) typically increases the number of metrics collected. Accordingly, the Small Controller profile is not supported for installations
that use EUM. A Medium profile running 20+ high-traffic BRUM/MRUM agents should be sized at a specification closer to a Large profile for EUM.

Specifically, EUM impact metrics as follows:

® Web RUM can increase the number of individual metric data points per minute by up to 22000

® Mobile RUM can increase the number of individual metric data points per minute by as much as 15 to 25K per instrumented application if your
applications are heavily accessed. The actual number depends on how many network requests your applications receive.

® Monitoring EUM is memory intensive and may require more space allocated to the metrics cache.

The number of separate EUM metric names saved in the Controller database can be larger than the kinds of individual data points saved. For
example, a metric name for a metric for iOS 5 might still be in the database even if all your users have migrated away from iOS 5. So the metric
name would no longer have an impact on resource utilization, but it would count against the default limit in the Controller for metric names per
application. The default limit for names is 200,000 for Browser RUM and 100,000 for Mobile RUM.

Database Monitoring Considerations

The following guidelines can help you determine additional disk and RAM required for the machine hosting the Controller that is monitoring the Database
Agent. For very large installations, you should work with your AppDynamics representative for additional guidelines.

For on-premises installations, the machine running the Controller and Event Service will require the following additional considerations, for a data retention
period of 10 days:

® 1-10 collectors: 2 GB RAM, Single CPU

® 10— 20 collectors: 4 GB RAM, 2 CPUs
® More than 20 collectors: 8 GB RAM, 4 CPUs

Sizing the Controller for the Events Service

The Events Service is a file-based storage facility used by EUM, Database Monitoring, and Analytics. Database Monitoring uses the Events Service
instance embedded in the Controller by default. The disk space required will vary depending upon how active the databases are and how many are being
monitored.

For redundancy and optimum performance, the Events Service should run on a separate machine. For details on sizing considerations, see Events
Service Requirements.

Calculating Node Count in .NET Environments

The .NET Agent dynamically creates nodes depending on the monitored application's configuration in the 1IS server. An IS server can create multiple
instances of each monitored IIS application. For every instance, the .NET Agent creates a node. For example, if an IIS application has five instances, the .
NET Agent will create five nodes, one for each instance.
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The maximum number of instances of a particular 1IS application is determined by the number of worker processes configured for its application pool, as
illustrated in the following diagram:

AppA

AppB
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AppF
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The diagram shows three application pools — AppPool-1, AppPool-2, and AppPool-3 — with the following characteristics:
® AppPool-1 and AppPool-3 can have a maximum of two worker processes (known as a web garden), containing two applications (AppA, AppB)
and one application (AppF), respectively.
® AppPool-2 can have one worker process. It has three applications.

To determine the number of nodes, for each AppPool, multiply the number of applications by the maximum number of worker processes. Add those
together, as well as a node for the Windows service or standalone application processes.

The example would result in nine AppPool nodes. Adding one for a Windows service would result in a total of ten nodes, calculated as follows:

AppPool -1: 2 (applications) * 2 (max nunber of worker processes) =4
AppPool -2: 3 (applications) * 1 (max nunber of worker processes) = 3
AppPool -3: 1 (application) * 2 (max nunber of worker processes) =2
W ndows Service or standal one application process =1
Total : =10

To find the number of CLRs that will be launched for a particular .NET Application/App Pool:
1. Open the IIS manager and see the number of applications assigned to that AppPool.
2. Check if any AppPools are configured to run as a Web Garden. This would be a multiplier for the number of .NET nodes coming from this
AppPool as described above.

Also see: http://technet.microsoft.com/en-us/library/cc725601(v=ws.10).aspx.

Asynchronous Call Monitoring Considerations

The Small profile is not supported for installations with extensive async monitoring. A Medium profile running 40+ agents may need to upgrade to a
configuration closer to a Large profile if extensive async monitoring is added.

Specifically, monitoring asynchronous calls increases the number of metrics per minute to a maximum number of 23000 per minute.
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Install the Controller Using the CLI

Related pages:

® Controller System Requirements
This page describes how to install the AppDynamics Controller using the CLI. You can also find information on settings you should have after installation. Al
ternatively, you can use the Enterprise Console GUI to install the Controller. For information about how to use the Enterprise Console to install the

Controller, see Enterprise Console.

The Controller can be installed on the same host as the one on which the Enterprise Console is running or a remote host. Installing on the same host is not
recommended, however, particularly for medium and large scale profiles or for high availability deployments.

Install the Controller Using the Command Line

Determine which host you plan to install your Controller on before starting. The host that runs the Enterprise Console is "localhost".

G) You may also use the loopback address '127.0.0.1' or the machine's actual hostname.

Complete the following steps carefully if you choose to install the Controller on this shared host rather than on a remote host. Note that all services on
Windows machines must be installed on the Enterprise Console host since the Enterprise Console does not support remote operations on Windows.

Inthe <Instal | ati on directory>/platform adm n directory, run the following commands to install the Controller:
1. Create a platform:
2. Add the credential.

For a remote host on Linux machines only:

pl atform adnin. sh add-credential --credential-name <nane> --type <ssh> --user-nane <usernane> --ssh-key-
file <file path to the key file>

<file path to the key fil e>isthe private key file. The installation process deploys the key to the Controller host.
For the localhost:
The localhost does not require credentials. You can, therefore, skip this step, especially for Windows deployments. For more information, see Man
age Hosts.
3. Add the host.
For a remote host on Linux machines only:

pl at form admni n. sh add-hosts --hosts renotehost --credential <credential name>

For the localhost:

4. Install the Controller on the host.
On a remote host for Linux machines only:

pl atform adnin. sh submit-job --service controller --job install --args
control |l erPrimaryHost =<r enot ehost > control | er Adm nUser nane=<user 1> control | er Adm nPasswor d=<passwor d>
control | er Root User Passwor d=<r oot passwor d> nysql Root Passwor d=<dbr oot passwor d>

On the localhost:

Note that these are the required parameters for installing a Controller with a demo profile size. For information about optional configuration options, run the
following command:

Installation Settings
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The installation does some basic system checking of your environment as it performs the installation. It notifies you if it encounters conditions that need to
be addressed.

Listening ports are configured for the Controller during installation. In GUI and CLI mode, the installation checks to make sure that each port it suggests is
available on the system before suggesting it. You only need to edit a default port number if you know it will cause a future conflict or if you have some other
specific reason for choosing another port.

Due to browser incompatibilities, AppDynamics recommends using only ASCII characters for usernames, passwords, and account names. The characters "
%" and "|" are allowed in the Controller root password.

Verifying Controller Installation

Verify by navigating in a browser to the URL of the Controller Ul:

http://<application_server_host_nane>: <http-listener-port>/controller/rest/serverstatus

Log in using the credentials of the initial Controller administrator.

Licensing the Controller

Upon the first login, the Controller Ul may prompt you that you need a valid license. You may have acquired the license file from AppDynamics.

To apply a license file manually, copy the license file to the Controller home directory. After moving the license file, allow up to 5 minutes for the license
change to take effect.

Troubleshooting the Installation

A log for the installation process is automatically created in the platform-admin/logs/platform-admin-server.log. This file contains information for
troubleshooting installation issues.

While installation is in progress, you can find the log file in the pl at f or m admi n/ | ogs/ pl at f or m adni n-server. | og.

During installation and setup, the Enterprise Console tries to start the Controller. This procedure can take some time. If Controller installation fails, you can
troubleshoot and identify the fix and retry from a checkpoint.

To diagnose the Controller, run the following command:

Refer to the Controller diagnostic data in pl at f or m adni n- server. | og.
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Controller High Availability

A High Availability (HA) Controller deployment helps you minimize the disruption caused by a server or network failure, administrative downtime, or other
interruptions. An HA deployment is made up of two Controllers, one in the role of the primary and the other as the secondary.

The Enterprise Console automates the configuration and administration tasks associated with a highly available deployment on Linux systems. Controller
HA pairs are not available on Windows Enterprise Console machines.

Essentially, to set up high availability for Controllers, you are configuring master-master replication between the MySQL instances on the primary and
secondary Controllers.

An important operational point to note is that while the databases for both Controllers should be running, both Controller application servers should never
be active (i.e., running and accessible by the network) at the same time. Similarly, the traffic distribution policy you configure at the load balancer for the
Controller pair should only send traffic to one of the Controllers at a time (i.e., do not use round-robin or similar routing distribution policy at the load
balancer).

G) The Controller supports encrypted database replication.

Overview of High Availability

Deploying Controllers in an HA arrangement provides significant benefits. It allows you to minimize the downtime in the event of a server failure and take
the primary Controller down for maintenance with minimal disruption. It fulfills requirements for backing up the Controller data since the secondary
maintains an updated copy of the Controller data. The secondary can also be used to perform certain resource-intensive operations that are not advised to
be performed on a live Controller, such as performing a cold backup of the data or accessing the database to perform long-running queries, say for
troubleshooting or custom reporting purposes.

In HA mode, each Controller has its own MySQL database with a full set of the data generated by the Controller. The primary Controller has the master
MySQL database, which replicates data to the secondary Controller's replica MySQL database. HA mode uses a MySQL Master-Master replication type of
configuration. The individual machines in the Controller HA pair need to have an equivalent amount of disk space.

The following figure shows the deployment of an HA pair at a high level. In this scenario, the agents connect to the primary Controller through a proxy load
balancer. The Controllers in an HA pair must be equivalent versions, and be in the same data center.

Primary Controller
G\ sl
_ .
- O
App Server e’
Agents | L
— R I
= ]
-l O
r (= N
Controller Ul et
Users MySQL
Secondary Controller

In the diagram, the MySQL instances are connected via a dedicated link for purposes of data replication. This is an optional but recommended measure for
high volume environments. It should be a high capacity link and ideally a direct connection, without an intervening reverse proxy or firewall. See Load
Balancer Requirements and Considerations on Set Up a High Availability Deployment for more information on the deployment environment.
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In a high availability deployment, it is important that only one Controller is the active Controller at one time. Only the database processes should be running
on the secondary so that it can maintain a replicated copy of the primary database.

The Controller app server process on the HA secondary can remain off until needed. Having two active primary Controllers is likely to lead to data
inconsistency between the HA pair.

When a failover occurs, the secondary app server must be started or restarted (if it is already running, which clears the cache).
@ To benefit from increased replication setup speeds, your server will need access to network resources capable of some hundreds of MB per
second. By specifying replication setup parallelism, you can radically reduce setup times.
For example, if a single r sync is using only one-fifth of the available network capacity, you can achieve maximum throughput for setup by
appending - P r 5 to end of the r epl i cat e. sh command. If this level of network traffic interferes with the ongoing Controller operation, you
should monitor and adjust this setting.
® |f you are using HA Toolkit version 3.54 and later, append - P r 5 to end of the r epl i cat e. sh command
® |f you are using the HA module with Enterprise Console (version 4.5.17 and later), you must add the - - ar gs
nunber Thr eadFor Rsync=5 to the CLI

® From the Enterprise Console Ul, select Number of parallel rsync threads for incremental or finalize (depending on what stage you
are performing)

Connecting Agents to Controllers in an HA Scenario

Under normal conditions, the App Agents and Machine Agents communicate with the primary Controller. If the primary Controller becomes unavailable, the
agents need to communicate with the secondary Controller instead.

AppDynamics recommends that traffic routing be handled by a reverse proxy between the agents and Controllers, as shown in the figure above. This
removes the necessity of changing agent configurations in the event of a failover or the delay imposed by using DNS mechanisms to switch the traffic at
the agent.

If using a proxy, set the value of the Controller host connection in the agent configuration to the virtual IP or virtual hostname for the Controller at the proxy,
as in the following example of the setting for the Java Agent in the control | er-i nfo. xn file:

<control |l er-host>controller.conpany. conk/controller-host>

@ For the .NET Agent, set the Controller high availability attribute to true in conf i g. xm . See .NET Agent Configuration Properties.

If you set up automation for the routing rules at the proxy, the proxy can monitor the Controller at the following address:

http://<controller>: <port>/controller/rest/serverstatus

An active node returns an HTTP 200 response to GET requests to this URL, with <avai | abl e>t r ue</ avai | abl e> in the response body. A passive
node returns 503, Service Unavailable, with a body of <avai | abl e>f al se</ avai | abl e>.

For more information, see Use a Reverse Proxy.
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Prerequisites for High Availability

Before You Begin

Ensure that these requirements are met:

® Controller installation pre-requisites for both servers are met. See Platform Requirements

® Two dedicated machines running Linux. The Linux operating systems can be Fedora-based Linux distributions (such as Red Hat or CentOS) or
Debian-based Linux distributions (such as Ubuntu).

® |n a Controller HA pair, a load balancer should route traffic from the Controller clients (Controller Ul users and App Agents) to the active
Controller. Before starting, make sure that a load balancer is available in your environment and that the virtual IP address for the Controller pair is
known as presented by the load balancer.

® Open port number 3388 between the machines in an HA pair.

® The login shell must be bash (/ bi n/ bash).

® A network link connecting the HA hosts can support a high volume of data. The primary and replica must be in the same data center, and there
must be a dedicated network link between the hosts.

1 10 Latency must be under 3 ms.

Passwordless ssh has been set up between two Controller hosts. See Set Up the SSH Key.

SSH keys on each host allow ssh and r sync operations by the AppDynamics user.

The host s file (/ et ¢/ host s) on both Controller machines should contain entries to support reverse lookups for the other node in the HA pair.

Because Controller licenses are bound to the network MAC address of the host machine, the HA replica Controller requires an additional HA

license. You should request a secondary license for HA purposes in advance.

® While adding high availability hosts as part of the add host operation, you determine and provide the remote user, of which the Controller needs to
be installed as. The platform path you specify (while creating the platform) must be writable on the two HA hosts for the remote user specified
during add host operation.

® The following packages are installed on both Controller hosts, and the relevant installation commands are provided:

Command Yum based installer (RH, Centos, Amazon Linux) Apt based installer (Ubuntu)

| sof yuminstall | sof apt-get install [|sof

ssh yuminstall openssh-server apt-get install openssh-server
awnk yuminstall gawk apt-get install gawk

scp yuminstall openssh-clients apt-get install openssh-client
rsync yuminstall rsync apt-get install rsync

curl yuminstall curl apt-get install curl

sed (G\U) yuminstall sed apt-get install sed

openssl yuminstall openssl apt-get install openssl

ps yuminstall procps apt-get install procps

xm i nt yuminstall libxm 2-utils apt-get install libxm 2-utils
tineout/base64/tr yuminstall coreutils apt-get install coreutils
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Set Up a High Availability Deployment

This page describes how to set up and deploy Controllers as a high availability pair. For installation and upgrade details, see Custom Install and Upgrade
an HA Pair.

1 The Enterprise Console HA deployment works on Linux systems only. Controller HA pairs are not available on Windows machines using
Enterprise Console.

About the HA Deployment Using the Enterprise Console

The Enterprise Console automates HA-related setup and administration tasks for the Linux operating system. It does not require sudo privileges and can
be deployed as a non-root user on Unix operating systems. It works with most flavors of Linux, including Ubuntu and Red Hat/CentOS.

1 The servers of Controllers in an HA pair must be identical in terms of OS, CPU, RAM, and Disk. See Controller System Requirements.

You can:

Configure Controllers in a high availability pair arrangement.

Use the Enterprise Console to monitor the health of the primary Controller, App Server, and database, and failover to the secondary when needed.
Use scripts that allows you to install the Controllers as a Linux service, and gracefully stop and start service in the event of a machine reboot.
Failover to a secondary Controller manually (for example, when you need to perform maintenance on the primary).

Revive a Controller (restore a Controller as an HA secondary after its database is more than seven days behind the primary as a replica).

Set up a Controller HA pair.

Deploying Controllers as an HA pair ensures that service downtime in the event of a Controller machine failure is minimized. It also facilitates other
administrative tasks, such as backing up data. For more background information, including the benefits of HA, see Controller High Availability (HA).

Before Starting

For general guidelines and requirements on how to deploy HA in your environment, see Prerequisites for High Availability. Your environment must meet
the prerequisites.

User Privilege Escalation Requirements

After installing a Controller high availability via the Enterprise Console, it is recommended to install MySQL as a Linux service. This is to prevent against
MySQL data integrity issues. Installing the Controller and MySQL as a Unix service will ensure that whenever the machine reboots, the service will be shut
down and started gracefully.

® /etc/sudoers. d/ appdynamn cs contains entries to allow the AppDynamics user to access the / sbi n/ ser vi ce utility using sudo without a
password. This mechanism is not available if the AppDynamics user is authenticated by LDAP.

® /sbi n/ appdservi ce is a set ui d root program distributed in source form in <cont rol | er _hone>/ control | er-ha/ini t/ appdservi ce.
c. Itis written explicitly to support auditing by security audit systems. The i nstal | -i ni t. sh script compiles and installs the program. It is
executable only by the AppDynamics user and the root user. The script requires a C compiler to be available on the system. You can install a C
compiler using the package manager for your operating system. For example, on Yum-based Linux distributions, you can use the following
command to install the GNU Compiler, which includes a C compiler:

sudo yuminstall gcc

Load Balancer Requirements and Considerations

Before setting up HA, a reverse proxy or load balancer needs to be available and configured to route traffic to the active Controller in the HA pair. Using a
load balancer to route traffic between Controllers (rather than other approaches, such as DNS manipulation) ensures that a failover can occur quickly,
without, for example, delays due to DNS caching on the agent machines.

An HA deployment requires the following IP addresses:
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® One for the virtual IP of the Controller pair as presented by the load balancer used by clients, such as App Agents, to access the Controller.

(Callout in the following diagram.)
® Two IP addresses for each Controller machine, one for the HTTP primary port interface (°) and one for the dedicated link interface between

the Controllers (e) on each machine. The dedicated link is recommended but not mandatory.
® |f the Controllers will reside within a protected, internal network behind the load balancer, you also need an additional internal virtual IP for the
Controller within the internal network (°).

Primary Controller
: ,
: | — >
App Server . L
Agents . L
— - I
: = ]
: - - O
- o - O
»
Controller Ul : % g’
Users : MySQL
H-
. ﬁ Secondary Controller
-2
e
n O

When configuring replication, you specify the external address at which Controller clients, such as app agents and Ul users, will address the Controller at
the load balancer. The Controllers themselves need to be able to reach this address as well. If the Controller will reside within a protected network relative
to the load balancer, preventing them from reaching this address, there needs to be an internal VIP on the protected side that proxies the active Controller
from within the network. This is specified using the - i parameter.

The load balancer can check the availability of the Controller at the following address:

http://<controller_host>: <port>/controller/rest/serverstatus

If the Controller is active, it responds to a GET request at this URL with an HTTP 200 response. The body of the response indicates the status of the
Controller in the following manner:

<serverstatus vendorid= version="1">

<avai | abl e>t rue</ avai | abl e>

Ensure that the load balancer policy you configure for the Controller pair can send traffic to only a single Controller in the pair at a time (i.e., do not use
round-robin or similar routing distribution policy at the load balancer). For more information about setting up a load balancer for the Controller, see Use a
Reverse Proxy.

Set Up the Controller High Availability Pair

To set up high availability:

Step 1: Configure the Controller High Availability Pair Environment
Step 2: Install a Controller High Availability Pair

Step 3: Activate the Controller High Availability Pair

Step 4: Install as a Service

Step 1: Configure the Controller High Availability Pair Environment
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The following sections provide more information on how to configure a few of the system requirements. They describe how to configure the settings on
Red Hat Linux as a sample deployment. Note that the specific steps for configuring these requirements may differ on different systems. Consult your
system documentation for specific details.

Host Reverse Lookups

You need to set up a reliable symmetrical reverse host lookup on each machine. To do this, enter the hostnames of the pair into the hosts files (/ et ¢
/ host s) on each machine. This is preferable over other approaches, such as using reverse DNS, which adds a point of failure.

To enable reverse host lookups, on each host:
1. In/etc/ nsswitch. conf, enterfil es before dns to have the host s file entries take precedence over DNS. For example:
hosts: files dns
2. In/ et c/ host s file, add an entry for each host in the HA pair. For example:

192. 168. 144. 128 host 1. domai n. com host 1
192. 168. 144. 137 host 2. domai n. com host 2

@ To reduce errors, use the correct format of / et ¢/ host s files. If you have both dotted hostnames and short versions, you need to list
the dotted hostnames with the most dots first and the other versions subsequently. This should be done consistently for both HA server
entries in each of the two / et ¢/ host s files. Note that in the examples provided, the aliases are listed last.

Set Up the SSH Key

SSH must be installed on both hosts in a way that gives the user who runs the Controller passwordless SSH access to the other Controller system in the
HA pair. You can accomplish this by generating a key pair on each node, and placing the public key of the other Controller into the authorized keys
(authorized_keys) file on each Controller.

The following steps describe how to perform this configuration. The instructions assume an AppDynamics user named appduser, and the Controller
hostnames are nodel, the active primary, and node2, the secondary. Adjust the instructions for your particular environment. Also note that you may not
need to perform every step (for example, you may already have the . ssh directory and don't need to create a new one).

Although not shown here, some of the steps may prompt you for a password.

On the primary (nodel) host:

1. Change to the AppDynamics user, appduser in our example:

su - appduser

2. Create a directory for SSH artifacts (if it doesn't already exist) and set permissions on the directory, as follows:

nkdir -p .ssh
chnod 700 . ssh

3. Generate the RSA-formatted key:

ssh-keygen -t rsa -N"" -f .ssh/id_rsa -mpem

4. Secure copy the key to the other Controller:

scp .ssh/id_rsa. pub node2:/tnp

On the secondary (node2) host:

1. Asyou did for nodel, run these commands:

su - appduser

nkdir -p .ssh

chmod 700 . ssh

ssh-keygen -t rsa -N"" -f .ssh/id_rsa -mpem
scp .ssh/id_rsa. pub nodel:/tnp
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2. Add the public key of nodel that you previously copied to the secondary Controller host's authorized keys and set permissions on the authorized
keys file:

cat /tnp/id_rsa.pub >> .ssh/authorized_keys
chnod 700 ~/.ssh/authorized_keys

On the primary (nodel) again:

1. Move the secondary's public key to the authorized keys

cat /tnp/id_rsa.pub >> ~/.ssh/authorized_keys
chnmod 700 ~/.ssh/authorized_keys

To test the configuration, enter:

ssh -oNunber Of Passwor dPr onpt s=0 <ot her _node> "echo success

Verify that the echo command is successful.

Step 2: Install a Controller High Availability Pair

Once you have set up the environment, you can install a Controller HA pair on the primary machine. To add an HA secondary to an existing standalone
Controller deployment, you only need to verify that the user who runs the Controller has write access to the Controller home.

To install a Controller HA pair:

1. Check that you have fulfilled the Enterprise Console prerequisites before starting.
2. Open a browser and navigate to the GUI:

htt p(s)://<host nane>: <port >

9191 is the default port.
3. Verify that the credentials and hosts you want to use are added to the AppDynamics platform. For more information, see Administer the
Enterprise Console.

a. On the Credential page, add the SSH credentials for the host you want to install the primary Controller on. You can also run the
following command on the Enterprise Console host:

bi n/ pl at form admi n. sh add-credential --credential-name <nane> --type <ssh> --user-nane <usernane>
--ssh-key-file <file path to the key file>

@ Remember to provide the private key file for the Enterprise Console machine when adding a credential.

b. On the Hosts page, add the host using the credentials from above. You can also run the following command on the Enterprise Console
host:

bi n/ pl at f or m adni n. sh add- hosts --hosts secondaryhost --credential <credential nanme>

4. Navigate to the Install homepage and click Custom Install.
5. Name the platform:

a. Enter a Name and the Installation Path for your platform.

@ The Installation Path is an absolute path under which all of the platform components are installed. The same path is used for
all hosts added to the platform. Use a path which does not have any existing AppDynamics components installed under it.
The path you choose must be writeable, i.e. the user who installed the Enterprise Console should have write permissions to
that folder. Also, the same path should be writable on all of the hosts that the Enterprise Console manages.

Example path: <pat h_t o_AppD>/ appdynam cs/ pl at f orm

Or run the following command on the Enterprise Console host:
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bi n/ pl atform adm n.sh create-platform--nane <platformname> --installation-dir
<platform.installation_directory>

6. Add two hosts:

a. For each of the two hosts, enter their host machine information: Host Name, Username, and Private Key.
This is the location onto which the Controllers will be installed. For more information about how to add credentials and hosts, see Adminis
ter the Enterprise Console.

7. Install Controller:

a. Select Install.

b. Select a Profile size for your Controller. See Controller System Requirements for more information on the sizing requirements.

c. Enter the Controller Primary and Secondary hosts.

d. Enter the required Username and Passwords. The default Controller Admin Username is admi n.

@ If you do not install a Controller at this time, you can always do so later by navigating to the Controller page in the GUI and
clicking Install Controller.

Or run the following command on the Enterprise Console host:

bi n/ pl atf orm admi n. sh submt-job --service controller --job install --args
control |l erPrimaryHost =<pri mar yhost > control | er Secondar yHost =<secondar yhost >
control | er Adm nUser name=<user 1> control | er Adm nPasswor d=<passwor d>

control | er Root User Passwor d=<r oot passwor d> nysql Root Passwor d=<dbr oot passwor d>

8. Click Install.
Step 3: Activate the Controller High Availability Pair

This step ensures that the Enterprise Console is no longer in the critical path of the HA Controller failover process.

Open a command shell on the Enterprise Console host and enter:

pl atform adnin. sh submt-job --service controller --job activate-ha-nodul es

Your output should be similar to the following:
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Step 4: Install as a Service

The Enterprise Console does not install the Controller as a service on Linux because it requires root user or sudo privileges. However, the Enterprise
Console copies the i ni t scripts on the Controller hosts in <contr ol | er _honme>/ control | er - ha. To complete the installation, manually run the
following:

1. Change directories to <control | er _home>/ control | er- ha.
2. As the user who owns the Controller folder, run:

set _nysql _password_file.sh -p <db root password> -s <secondary host>

- s copies the file to the secondary host. Enter the MySQL database root user password in the command.
3. Change directories to <cont rol | er _hone>/controller-ha/init.

4. Runinstall-init.sh asrootuserwith one of the following options to select how to elevate the user privilege:
® - c #use setuid c wrapper
® - s #use sudo
® - p #use prune wrapper
L]

- X #use user privilege wrapper
You must run this script on both Controller HA pair servers. If you need to uninstall the service later, run the uni nstal | -i ni t. sh script.

The status and progress of the deployment's various components are written to the logs.

Convert a Standalone Controller to a Controller High Availability Pair
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You can convert a standalone Controller to a Controller HA pair through the Enterprise Console GUI. Ensure that you have completed the prerequisites in
the above Configure the Controller High Availability Pair Environment section that requires both the primary and secondary hosts to talk to each other via
passwordless SSH.

Additionally, you can use incremental replication to add a secondary Controller. See Initiate Controller Database Incremental Replication for more
information.

If you are starting from a fresh installation, you will need to first create a platform, then add two credentials and hosts for your HA pair.
To convert a standalone Controller to a Controller HA pair:
1. Open the Enterprise Console GUI.
2. Verify that the credentials and hosts you want to use are added to the AppDynamics platform. For more information, see Administer the

Enterprise Console.

a. On the Credential page, add the SSH credentials for the host you want to install the secondary Controller on. You can also run the
following command on the Enterprise Console host:

bi n/ pl at form admi n. sh add-credential --credential-name <nane> --type <ssh> --user-nane <usernane>
--ssh-key-file <file path to the key file>

@ Remember to provide the private key file for the Enterprise Console machine when adding a credential.

b. On the Hosts page, add the host. You can also run the following command on the Enterprise Console host:

bi n/ pl at f orm adni n. sh add- hosts --hosts secondaryhost --credential <credential name>

The Enterprise Console uses this host for the HA pair.
3. On the Controller page, click Add Secondary Controller, and complete the wizard:

a. Select the Controller Secondary Host that you added for the secondary Controller.

b. Optional: Enter the External URL. This is the external load balancer URL, which should reflect this format: ht t p(s): // <ext er nal .
Vi p>: <port>

c. Enter the DB Root Password, and re-enter it for confirmation.

1 Ensure to provide the same passwords during the secondary server installation as those that you provided for the primary
server.

4. Select Submit.

Your HA pair will automatically set up, each with their own MySQL node.
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Manage a High Availability Deployment

This page describes how to manage and troubleshoot Controllers as a high availability pair.

Set Up Monitoring for the HA Pair
You can set up monitoring for your HA pair by installing another Controller to act as the monitoring Controller.

1. If you do not already have an HA pair, set one up.
2. Install the monitoring Controller on the Enterprise Console host in a new platform by selecting Custom Install:
a. Create a platform (e.g.: Controller Monitor Platform).

1 This platform should not be used for installing any other services.

b. Install a Controller.
c. Make sure to unselect the Install Events Service option before clicking Install.
3. Complete the monitoring setup by installing and configuring the App Agents and Machine Agents on your HA pair:
® Set Up App Agents for Monitoring
® [nstall and Set Up Machine Agents for Monitoring

Set Up App Agents for Monitoring

You can set up App Agents, which are automatically installed on the Controller hosts by the Enterprise Console, on both Controllers of an HA pair to report
to the monitoring Controller. This can be done by updating the JVM options of your HA pair platform. To set up your App Agents using the Enterprise
Console, perform the following steps:

1. SSH into the primary Controller box and update the primary Controller App Agent's control | er -i nf o. xnl by running the following commands:

cd <controller-install-dir>/appserver/glassfish/domai ns/ donai nl/ appagent
cp conf/controller-info.xm ver<version#>/conf/

2. Repeat step 1 for the secondary Controller.
3. In the Enterprise Console Ul, select your HA pair platform, and navigate to the JVM Options section by clicking Configurations > Controller

Settings > Appserver Configurations.
4. Make the following updates to JVM Options:

a. Update the appdynanmni cs. control | er. host Nane to the monitoring Controller's IP.
b. Add the following required j vim opt i ons for monitoring:

- Dappdynani cs. agent . appl i cati onName=<app_nane>, -Dappdynani cs. agent.tierNanme=<tier_nanme>,
- Dappdynani cs. agent . nodeNanme=<node_nane>, -Dappdynani cs. agent.account Nanme=<account _nanme>,
- Dappdynami cs. agent . account AccessKey=<access_key>

You can get your access key from the Controller Ul: navigate to Settings> License > Account. Then click to show your
access key. Note, when you log in to the Controller, use the account specified in appdynani cs. agent . account Nane.

Scroll down the page and click Save. The job will apply these properties and restart both the primary and secondary Controllers.
In the Enterprise Console Ul, select your Controller Monitor Platform, and navigate to the Controller page.

. Click on External URL on the widget to open the monitoring Controller's UI.

Log in to the Controller. You should be able to see the monitoring application for both the primary and secondary Controllers.

O N O

Install and Set Up Machine Agents for Monitoring

You must install Machine Agents on both Controllers of an HA pair to report to the monitoring Controller. These agents are Java programs that collect
hardware metrics. To install and set up your machine agents, perform the following steps:

1. Install the Machine Agent on the primary Controller box. Do not start the agent.
2. Repeat step 1 for the secondary Controller.
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3. Configure the Machine Agent properties for both Machine Agents by editing the cont rol | er -i nf o- xnml file located in the <machi ne_agent _h
ome>/ conf directory.
a. Update the <contr ol | er - host > to the monitoring Controller's IP.
b. Model the rest of your cont rol | er-i nf o- xni file after the Example Configuration.
Start both Machine Agents.
In the Enterprise Console Ul, select your Controller Monitor Platform, and navigate to the Controller page.
Click on External URL on the widget to open the monitoring Controller's Ul.
Log in to the Controller. You should be able to see the monitoring application for both the primary and secondary Controllers.

No ok

Bouncing the Primary Controller Without Triggering Failover

The Enterprise Console does not allow you to stop and start the primary Controller without initiating failover. Therefore, to work around this, you will need
to perform the following steps:

1. Log in to the Enterprise Console and navigate to the Appserver Configurations page by clicking through Configurations, followed by Controller
Settings.
. Deselect Enable Auto Failover and click Save.

2
3. SSH to the Controller machine where the Controller is installed.
4. Run the following commands on the Enterprise Console host:

bi n/ pl at f orm adnmi n. sh stop-control | er-appserver
bi n/ pl at form adni n. sh start-controll er-appserver

This will bounce the primary Controller in HA mode.
5. Re-enable auto failover on the Enterprise Console Appserver Configurations page.

Starting and Stopping the Controller

The Enterprise Console does not allow you to shut down the primary Controller. However, you can restart the secondary Controller via the start and stop
Controller commands.

To start or stop the Controller manually, use the following commands:

® To start:

bi n/ pl at form admi n. sh start-controller-appserver --wth-db

® To stop:

bi n/ pl at f orm adni n. sh stop-control | er-appserver --wth-db

Automatic Failover

The Enterprise Console monitors the health of the primary Appserver and database. If the Appserver or database is unresponsive, the Enterprise Console
will by default wait for five minutes before initiating a failover. This interval can be configured by updating the default value in the Domain Protocol text field
on the Appserver Configurations page under Controller settings.

You can also disable or enable automatic failover through the CLI.

@ Version 4.5.14 and above of the Enterprise Console comes with the High Availability (HA) modulewhich utilizes the Controller Watchdog for
auto-failover. If you want to enable or disable the auto-failover, then the wat chdog script needs to be running or stopped.

To disable and enable the Controller Watchdog with CLI using the following commands:

® To stop the Controller Watchdog:

./platformadmn.sh subnit-job --job stop-controller-watchdog --service controller

® To start the Controller Watchdog:
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./platformadmn.sh subnit-job --job start-controller-watchdog --service controller

Performing a Manual Failover and Failback

To failover from the primary to the secondary manually, click the HA Failover option on the Controller page of the Enterprise Console or run the following
command on the Enterprise Console host:

bi n/ pl at form adni n. sh submt-job --service controller --job ha-failover --platformnane <nanme_of _the_pl atforne

This changes the Appserver on the secondary as primary and database on the secondary as the replication master. It also changes the old primary to
secondary.

The process for performing a failback to the old primary is the same as failing over to the secondary. Simply run the following command on the Enterprise
Console host:

bi n/ pl at form adni n. sh submt-job --service controller --job ha-failover --platformnane <name_of _the_pl atforne

Note that if it has been down for more than seven days, you need to revive the database, as described in the following section.

Initiate Controller Database Incremental Replication

Re-enable Broken Replication

Incremental replication, replication via rsync when the primary database is up, is required in cases where the database replication on the secondary
Controller is lagging behind the primary Controller by more than three days. This type of replication allows the primary Controller to keep operating while
the disk contents are copied to the secondary node.

To initiate incremental replication:

1. Run the following command on the Enterprise Console host:

bi n/ pl at form admi n. sh submt-job --service controller --job incremental -replication

This launches a continuously running background job.
2. Make sure replication occurs four or more times, by checking mysql Di r/ i ncr ement al _sync. st at us on the primary database host.

Sample rsync status file output:

rsync started at Mon Mar 5 11:49:56 PST 2018
rsync conpleted at Mon Mar 5 11:50:56 PST 2018
rsync started at Mon Mar 5 11:51:01 PST 2018
rsync conpleted at Mon Mar 5 11:51:11 PST 2018

If replication fails, go to the secondary host and stop all rsync and ha-replicate.sh processes. Then try running the incremental-
replication job again.

3. Finalize the job by running the following command on the Enterprise Console host:

bi n/ pl atformadnmi n.sh submt-job --service controller --job finalize-replication

This stops the incremental replication loop. The command will restart the primary Controller, resulting in downtime.
4. Make sure replication is working by checking that there is no significant gap between the primary and secondary Controllers. You can run the
following command on the Enterprise Console host to check the replication status:
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bi n/ pl at f orm admi n. sh show servi ce-status --platformname <platformnane> --service controller

It may take a few minutes for the secondary status to catch up.

Add a Secondary Controller Using Incremental Replication

You can convert a single Controller with a large amount of data to an HA pair by using incremental replication. This way, you can rsync most of the
Controller's data while the Controller is still running, limiting the downtime of adding a secondary Controller.

To add a secondary Controller using incremental replication:

1. Start the incremental replication, giving host and rsync parameters:

bi n/ pl at form admi n. sh submt-job --service controller --job increnmental -replication --args
control | er SecondaryHost=1.1.1.1 rsyncThrott| e=40000 rsyncConpress=true

This launches a continuously running background job.

2. Make sure replication occurs four or more times, by checking <cont r ol | er _hone>/ control | er-ha/tnp/replication. status onthe
primary database host.
Sample rsync status file output:

rsync started at Mon Mar 5 11:49:56 PST 2018
rsync conpleted at Mon Mar 5 11:50:56 PST 2018
rsync started at Mon Mar 5 11:51:01 PST 2018
rsync conpleted at Mon Mar 5 11:51:11 PST 2018

If replication fails, go to the secondary host and stop all rsync and ha-replicate.sh processes. Then try running the incremental-
replication job again.

3. Run the add secondary job. The Enterprise Console will perform a final rsync and add the secondary.

bi n/ pl atform adnmi n.sh submt-job --service controller --job add-secondary --args
control | er Secondar yHost =secondary mnysql Root Passwor d=* passwor d'

The command will restart the primary Controller, resulting in downtime.

@ Until you trigger the add-secondary command, the secondary Controller is not added to the Enterprise Console platform. Therefore, the
Enterprise Console will not be able to perform any other operations on the secondary Controller.

If you need to stop replication, you can run the following command:

bi n/ pl at form admi n. sh submt-job --service controller --job stop-increnental -replication

Set Replication Factors for Rsync Threads

Using the Enterprise Console Ul or the CLI, you can set the number of parallel rsync threads as a job parameter when you perform incremental or finalize
replication.

® From the Enterprise Console Ul:
1. Log in to the Enterprise Console and access the Controller page.
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2. From the More menu, based on which replication you are performing, select either Incremental Replication or Finalize Replication.

3] \ Platform:
ER_Platform v Controller (€2
S Normal http://ec2-52 Running 0
Health Status External Load Balancer URL DB Replication Status Seconds Behind Master
T controller Running
Controller Watchdog Status
& Events Service s
£ i > C

Start Controller  Stop Controller  Upgrade Controller  Remove Controller  More

Credentials Hosta Role Upgrade MysQL Node Type Node Version
Start MySQL
Jobs ec234 west2.comp..  Secondary stopMysQL Controller 45172638
Retrieve L
TGS ec234 -west-2.comp..  Secondary etrieve Log MysQL 57.28
Diagnosis
ec252- west-2.compute...  Primary Controller 45172438
Incremental Replication
ec252- west2.compute...  Primary Finalize Replication MysQL 5728

HA Failover
Upgrade HA Modules
Start Controller Watchdog

Stop Controller Watchdog

3. Enter a number in the Number of parallel rsync threads field and click Submit. The default value is 1.

Finalize Replication

Database parallel replication

Enable SSL for replication traffic

Number of parallel rsync threads 1

Advanced
Finalize replication will rebuild secondary Controller. It involves a downtime on primary Controller, Click OK
to continue.

® From the CLI, based on which replication you are performing, run either of the following commands from the Enterprise Console host and set the n
unber Thr eadFor Rsync argument.

bi n/ pl at form adni n. sh submt-job --job increnental -replication --args nunber Thr eadFor Rsync=<nunber > bin
/platformadm n.sh submit-job --job finalize-replication --args nunber Thr eadFor Rsync=<nunber >

Enable MySQL5.7 Parallel Replication

Using the Enterprise Console Ul or the CLI, you can enable MySQL5.7 parallel replication when you perform finalize replication.

® From the Enterprise Console Ul:
1. Log in to the Enterprise Console and access the Controller page.
2. From the More menu, select Finalize Replication.

O Platform:
ER_Platform v Controller (€2
= o Normal http:/ec2-52 Running 0
Health Status External Load Balancer URL DB Replication Status Seconds Behind Master
12 controller Running
Controller Watchdog Status
£ EventsService =
4 > [ ] @
StatConroller  Stop Controler  Upgrade Cortroller  Remove Controler  More
e Hosta: Role Upgrade MySQL Node Type Node Version
Start MysQL
Jobs ec2-34-, -west-2.comp.. Secondary Stop MysQL Controller 4.5.17.2438
Configurations 230 -west-2.comp...  Secondary Retrieve Log MysQL 57.28
Diagnosis
ec2-52- west-2.compute...  Primary Controller 45172438
Incremental Replication
ec252- west-2.compute...  Primary Finalize Replication MysQL 5728

HA Failover
Upgrade HA Modules
Start Controller Watchdog

Stop Controller Watchdog
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3. Select the Database parallel replication check box to enable parallel replication with the MySQL5.7 database.

Finalize Replication

Database parallel replication

Enable SSL for replication traffic

Number of parallel rsync threads 1
Advanced
Finalize replication will rebuild secondary Controller. It involves a downtime on primary Controller, Click OK
to continue.

4. Click Submit.

® From the CLI, run the following command from the Enterprise Console host to enable MySQL5.7 parallel replication. The default value is true.

bi n/ pl atformadnmi n.sh submt-job --job finalize-replication --args dbParallel Replication=true

Troubleshooting the Incremental Replication Status
If your first incremental replication run is taking longer than usual, you can refer to the status file, <cont r ol | er _honme>/i ncr ement al _sync. st at us, to

review a detailed list of files that are being rsynced. You can find the file in the primary Controller host under the Platform folder: nysql Di r
/ <controller_home>/increnental _sync. status.

Re-enable Controller Database Replication

The Controller databases can be synchronized using the replicate script if they have been out of sync for more than seven days. Synchronizing a database
that is more than seven days behind a master is considered reviving a Controller database. Reviving a database involves essentially the same procedure
as adding a new secondary Controller to an existing production Controller, as described in Set Up the Secondary Controller and Initiate Replication. You
can also follow these steps in the case of an HA failover that failed at replication.

To re-enable replication or revive a Controller database:

1. On the Controller page, click Remove Controller, or run the following command on the Enterprise Console host:

bi n/ pl at form adnmi n. sh submt-job --job renmove --service controller

2. Enter the database root credentials.
3. Check Remove Binaries, or run the following command on the Enterprise Console host:

bi n/ pl atform adnmi n.sh submt-job --job renove --service controller --args renoveBinari es=true

4. Uncheck Remove Controller Cluster. If it is already unchecked, remove the secondary server.
. Click Submit.
. Add a secondary controller from the Controller page, or run the following command on the Enterprise Console host:

o O

bi n/ pl atform adm n.sh subnmt-job --service controller --job add-secondary --args
control | er Secondar yHost =secondary nysql Root Passwor d=' passwor d'

The command will restart the primary Controller, resulting in downtime.

The Enterprise Console will onboard the secondary Controller and re-enable replication.

Backing Up and Restoring Controller Data in an HA Pair
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An HA deployment makes backing up Controller data relatively straightforward since the secondary Controller offers a complete set of production data on
which you can perform a cold backup without disrupting the primary Controller service.

After setting up HA, perform a back up by stopping the Controller on the Enterprise Console and performing a file-level copy of the AppDynamics home
directory (i.e., a cold backup). When finished, simply restart the Controller from the Enterprise Console. The secondary will then catch up its data to the
primary.

When restoring the database from a back up in an HA or standalone environment, you should check that the primary and secondary servers ha.type and
ha.mode are set properly to active and passive, respectively.

Updating the Configuration in an HA Pair

The Enterprise Console will copy any file-level configuration customizations made on the primary controller to the secondary controller, such as changes in
domain.xml and db. cnf .

Over time, if you need to make modifications to the Controller configuration, always do those changes in the Enterprise Console on the Controller Settings
page under Configurations. These changes will be preserved during upgrades. Any changes made outside the Enterprise Console will not be preserved
after upgrade.

Troubleshooting HA

Controller Diagnhostic Data
The Enterprise Console writes log messages pertaining to HA to the pl at f or m adm n- ser ver. | og on the Enterprise Console host.

To diagnose the Controller, run the following command:

bi n/ pl atform adnmin.sh submt-job --platformnanme <nane_of _the_platfornm> --job diagnosis --service controller

Refer to the Controller diagnostic data in the pl at f or m admi n- server. | og.

Sample Controller diagnostic data

Linux

Control I er diagnostic data:

123.45.0. 1:

control | er_database: running

control | er_appserver: running
reports_service: running
operating_system Linux

control | er_version: 004-004-001-000
control | er_performance_profile: small
control l er_ha_type: primary

control | er_appserver _node: active
controller_metric_data_per_mn: NA
slave_io_state: Waiting for naster to send event
seconds_behi nd_naster: 0

mast er _server_id: 567.

mast er _host: controll er-secondary
mast er _ssl _al |l owed: No

123.45.0. 2:

control | er_database: running

control | er_appserver: not running
reports_service: running
operating_system Linux

control | er_version: 004-004-001-000
control | er_perfornmance_profile: small
control l er_ha_type: secondary

control | er_appserver_nbde: passive
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Invalid HA Controller Roles

If your HA Controller roles in the Controller databases are incorrect, the Enterprise Console will prevent discover and upgrade jobs. An invalid HA
Controller state is when both of your Controller role types are identical, such as in a primary/primary or secondary/secondary case.

To fix this issue:

1. Identify which server is the primary.
a. Log in to one of the Controller databases by running the following command in the Controller installation directory:

bi n/controller.sh | ogin-db

b. Run the following command:

sel ect * from gl obal _configuration_|l ocal where name='ha.controller.type’;

2. Ensure that ha. control | er. t ype is set correctly in the database.
a. Log in to the Controller database you would like to change by running the following command in the Controller installation directory:

bi n/controller.sh | ogin-db

b. Run the following commands to set the database to the primary or secondary:
3. Restart the database for the change to take effect on the Appserver:
bi n/ pl at f orm adni n. sh stop-control | er-appserver --wth-db
bi n/ pl at form admi n. sh start-controller-appserver --wth-db
If the secondary Appserver is already in a shutdown state, then there is no need to restart the database.

4. Verify the replication is healthy:

show sl ave status\G

Sl ave_I O_Runni ng and Sl ave_SQL_Runni ng should show Yes.

You may now retry the discover and upgrade job.

Failover Prevention
If failover is prevented on your Controller HA configuration, it may be due to one of two scenarios:
®* The secondary database is down. Failover cannot occur when the secondary database is not running.

To fix this issue:
1. Restart the secondary database by running the following command on the secondary host:

bin/controller.sh start-db

If this does not enable failover, then it may be due to the second scenario.

® Database replication is not healthy. Failover is not allowed when the database replication is not healthy.
There are various reasons why this may be the case. Please work closely with your AppDynamics account representative to correct the issue.
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Migrate to the New HA Module Using Enterprise Console

As part of the new Controller HA Module in the Enterprise Console, Enterprise Console no longer manages the Controller failover. Instead, the new HA
Module installs the Controller watchdog on the Controller hosts and the Controller hosts are now responsible for performing a failover. The new HA Module
is packaged in Enterprise Console and allows you to migrate seamlessly from older HA implementations, such as the HA Toolkit (HATK), to this new HA
Module. The new HA Module is included with the latest version of Enterprise Console, and is installed when you install or upgrade your Controller.
However, it is not activated until you migrate an HA pair.

Who Should Use the HA Module?
® [f you are a new user just starting to implement AppDynamics HA, then you should use the HA Module (this is the default option).

® [f you are an existing user and you prefer to use the Enterprise Console Ul integration instead of the command line (CLI) and HATK, then you

should use the HA Module.
® |f you are an existing user and you do not want to change existing DevOps, conduct additional training, or would like to continue using HATK

features, then use HATK.

If your Controller version is earlier than version 4.5.13, then you must use the HA Toolkit (HATK) instead of the HA Module to install and
configure High Availability.

Before You Begin
In addition the Prerequisites for High Availability, ensure the following requirements are met:

® Both servers have the same Linux username and groupname.
® Both servers have the same AppDynamics directory structure, same AppDynamics pathname on both servers without using symbolic links.

Migrate a Controller High Availability Pair
This section describes the Enterprise Console and Controller HA Pair upgrade processes required for two different scenarios:

® Scenario One: Deployment currently using both Enterprise Console and HA Toolkit
® Scenario Two: Deployment where Enterprise Console alone manages the HA Pair

Scenario One: Upgrade Deployment that uses Enterprise Console and HA Tookit

1. Download and install the latest version of Enterprise Console from the Downloads page.

2. Open Enterprise Console and select Controller. In the Controller list, it displays only the primary Controller of the HA Pair. If you have an existing
pair of HA Controllers which are not managed by Enterprise Console, you need to forget the Controller from within Enterprise Console. It will only
show the primary Controller.

3. Select the Controller and select Remove.

1 Inthe Remove Controller dialog, deselect Remove Binaries. At this point, you are just removing the Controller from Enterprise
Console but not the AppDynamics software that is running on the HA Controllers.

4. Before we can activate the new HA Module, we need to discover both Controllers from within Enterprise Console. Once the remove Controller job
completes, select Controller > Discover & Upgrade Controller.
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5. Note that in the Discover Controller dialog, you specify the hostnames of both the Controller Primary Host, and the Controller Secondary Host, or
replica.

Target Version * 4514114

Controller Primary Host *

Controller Secondary Host {HA only)

Installation Directory *
822-34-Z20-119-184, U5-Weal-2. ComMpUle AmaRomnaws. ..
Controller Root Password *

Controller DB Root Password *
Controller Keystore Password #eep this blank if the password has not been customized
Contraller DB User Password Keep this blank If the password has not been custamized
0 FPlease perform a Controller backup before proceeding by shutting down your Controller, then making a
copy of your Controller installation, which should include the database data directory. When complete, start

your Controller before continuing with the upgrade. Refer to the documentation for additional information.
See the Docs

6. Complete the fields of the Discover Controller dialog and select Continue. This adds the HA Pair to Enterprise Console where you can then
manage and upgrade.
Access the Jobs page to see several jobs that have completed successfully. The Controller Discover & Upgrade Job will take a while to complete.
Select View Details to track the progress of the tasks involved to discover and upgrade the Controller.

O

test. 7 Jobs
B Faited 0 Progress Q
T Hoss
Name Start Time & Last Updated Status.
T controler
Controler Discover & Upgradejob Wed - 5 In Progress. View Detais
B EvenssService
‘ Controller Remove Job. N Wed 7/31/19 9:18 AM POT Wed 7/31/19.9:18 AM PDT @ successtul
Cradecans Add Hosts fob Tue 730719 10:30 PMPOT Tue 730419 10:31 PMPOT @ successtul
Controler nstall job Tue 7/30/19 8:25 P POT Tue 7/30/19 8:50PMPOT @ Successhul
Configurations ‘ Add Hosts Job Tue 7/30119 8:24 PA POT Tue 7730415 8:24 PM POT © successtul

When the discovery and upgrade process for the HA Pair is complete, the Controller page should be similar to the following:

|
test w7 Controller
® Normal g 31
] > " ® ¥
StrtCorroler Siop Contrlle Upgrace Conroder Remore Canirollr Mo
B cvensservice Hosty Role Running state NodeType Node version
- 21703 Primary running Conratler 451414
redenials
21703 Primary running ysoL 5726
Jobs
21704 Secongary stopped Conratler as1ana
Configurations
1708 Secondary running ysaL 5726

Now, Enterprise Console knows about the HA Pair and has copied the new HA Module to the primary and secondary Controllers in the HA Pair.
7. To activate the HA Pair, open a command shell on the Enterprise Console host and enter the following:

pl atform adnin. sh submt-job --service controller --job activate-ha-nodul es

You should see output similar to the following:
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8. Verify that the Controller HA failover is working by terminating the Primary Controller and allow Controller Watchdog to trigger a failover. Then,
wait a few minutes to ensure AppDynamics agents are reporting metrics to the Controller.

Scenario Two: Upgrade Deployment Managed by Enterprise Console Alone

Download and install the latest version of Enterprise Console from the Downloads page.
Upgrade the installed version of Enterprise Console by running the installer on the Enterprise Console host.

. Upgrade both Controllers by selecting Upgrade Controller.
To activate the HA Pair, open a command shell on the Enterprise Console host and enter:

EAENES

pl atformadmin. sh subnmit-job --service controller --job activate-ha-nodul es

You should see output similar to the following:
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5. Verify that the Controller HA failover is working by terminating the Primary Controller and allows Controller Watchdog to trigger a
failover. Then wait a few minutes to ensure AppDynamics agents are reporting metrics to the Controller.
6. When you enable the HA module, the HATK folder is renamed which results in broken services.
To re-install the services correctly on a pair of HA servers, you must enter the following on the primary and secondary servers:
a. Log in with r oot privileges.
b. Change directories to: <control | er _hone>/control |l er-ha/init
c. Using the HA module, you must first remove the services installed by HATK by running this script:

.luninstall-init.sh
d. Runinstall-init.shandinstall the same services with one of the following options to elevate the user privilege:
® - c #use setuid c wrapper
® - s #use sudo
® - p #use prune wrapper
L]

- X #use user privilege wrapper

Watchdog Widget

After activating the HA Module, a new widget displays in the Enterprise Console Ul indicating the Controller Watchdog status. It has three states:

Controller Watchdog Status Definition

The Controller watchdog process is constantly checking the health of your primary
Controller. No user action is required.

Running

Controller Watchdog Status

In the event that your primary Controller goes down, the failover is not automatic.
) AppDynamics recommends that you start the Controller watchdog using the Start
NOt Ru I"II"III"Ig Controller Watchdog option in Enterprise Console.

Controller Watchdog Status

Failover is currently in progress where your primary Controller and secondary Controller
switch roles
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@ railover In Progress
Controller Watchdog Status

Prior to performing any maintenance operations on your Primary Controller host (which could result in stopping the Controller), AppDynamics recommends
that you select Stop Controller Watchdog to prevent a failover from initiating. Use the Enterprise Console Ul to start and stop watchdog by clicking the
watchdog widget, and then selecting Stop or Start Controller Watchdog.

Start Controller Watchdog
H.
Stop Controller Watchdog

Start and Stop the Controller Watchdog with CLI

You can start and stop the Controller Watchdog using the following commands:

Stop the Controller Watchdog

./platformadmn.sh subnmit-job --job stop-controller-watchdog --service controller

Start the Controller Watchdog

./platformadmn.sh subnit-job --job start-controller-watchdog --service controller
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Administer the Controller

This section contains pages on administering the Controller. Depending on how you installed and deployed the platform, you may have more than one
method to administer the platform.

If you use the Enterprise Console, many tasks can be done through the GUI or command line. For information about how to use the Enterprise Console,
see the pages in the Enterprise Console section.

Additionally, AppDynamics provides command-line tools for common operations, such as starting and stopping the platform components and their
services. Some tasks involve using the administration interface for the underlying Glassfish application server, either the web interface or the command-
line tool.

® Administer Controller configurations via the Enterprise Console.
® Other configurations:
® admi n. j sp: Access basic operational settings for the AppDynamics installation, including data retention settings, tenancy mode, and
more.
® Glassfish administration tool: Use the Glassfish admin tool, as admin, to configure settings in the underlying application server.

The pages in this section describe how to use the tools along with other administration tasks.
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Start or Stop the Controller

You can start or stop the Controller, and also check the Controller health from the Enterprise Console GUI or CLI.

Scripts Used to Start or Stop the Controller

The scripts to start and stop the Controller and other AppDynamics platform processes are located in the pl at f or m adni n/ bi n directory for standalone
or secondary HA Controllers. Using the pl at f or m admi n script, you can start the platform processes individually or all at once.

To avoid the possibility of data corruption errors, be sure to stop the application server and database gracefully by using the stop scripts before
shutting off or rebooting the machine on which the Controller is running.

You can start and stop the Controller and Controller services on the Controller page in the GUI or from the command line. When you start and stop the
Controller, services and processes related to the Controller also start and stop, including the Reporting Service. If you use the GUI to start and stop the
Controller, specify that you want to stop MySQL if you want to also stop the Controller Database.

If your Enterprise Console manages multiple platforms, to distinguish the Controller platform, you must use the command line for standalone or
secondary HA Controllers and specify the - - pl at f or m nane <nane_of _t he_pl at f or n».

For example:

platformadm n.sh start-controller-db --platformname <nane_of _the_pl atfornm
platformadm n.sh start-controller-appserver --platformnane <name_of _the_pl atforne

To see all options, run pl at f orm adni n. sh list-jobs --service controller --platformname <pl atform name> from the
command line. For more information, see Enterprise Console Command Line or Administer the Enterprise Console.

The Enterprise Console has a max wait time of 45 minutes when starting or stopping the Controller. You can set a timeout which exits the command and
returns a failure by appending - - ar gs control | er ProcessTi meout | nM n=<mi nut es> to the end of your start or stop command.

How to Start or Stop a Standalone or Secondary High Availability Controller

The commands below only apply to standalone and secondary HA Controllers. See Starting or Stopping a Primary Controller for information on how
to start or stop primary Controllers.

Start and Stop the Controller App Server

0)

® When using the Enterprise Console, starting or stopping the Controller will also start or stop the Reporting Service.
® You can only start or stop the Secondary Controller.

Start the Controller App Server

The start-control | er-appserver command starts the database automatically.

Stop the Controller App Server

The st op-control | er-appserver command does not stop the database.

Start and Stop the Controller Database

Start the Controller Database
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Stop the Controller Database

How to Start or Stop a Primary Controller in High Availability Pairs

Use the following commands to start or stop primary Controllers in HA pairs. You must log in to the primary Controller host before running the scripts to
start the control | er. sh processes.

® You should disable auto-failover before restarting a primary Controller. Do not forget to reenable auto-failover afterward.

® |f you enabled auto-failover in the Enterprise Console, and you stopped the app server to update certifications, the Enterprise Console
will trigger a failover if it takes longer than five minutes to update.

® |f you are using a combination of the Enterprise Console with the High Availability Toolkit (HATK), then you can start or stop the
Controller using services.

Start and Stop the Controller
To start the Controller, run this script from the Controller home:

To stop the Controller:

Start and Stop the Controller App Server

To start the app server, run this script from the Controller home:

To stop the app server, run this command:

Start and Stop the Controller Database

On Linux

To start the database, run this script from the Controller home:

bin/controller.sh start-db

To stop the database:

bi n/controller.sh stop-db

How to Check Controller Health
On Linux

To check on the health of the Controller, run:

bi n/ pl at form admi n. sh check-controll er-health

The following output shows the status of the Controller and its uptime:

Controller status : HEALTHY; Started 6 seconds ago.
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Use a Reverse Proxy

This page describes how to set up the Controller behind a reverse proxy.

Reverse Proxy Architectures

The AppDynamics Controller is often deployed behind a reverse proxy. The proxy presents a virtual IP address to external connections, such as agents
and browser clients. The proxy often resides in the DMZ for the network, where it terminates SSL connections from external clients.

The proxy provides a security layer for the Controller, but it also enables you to move a Controller to another machine or switch between high availability
pairs without having to reconfigure agents.

The following diagram illustrates the scenario:

/
Proxied network
Controller
Client network DMZ
appd.example.com:
80/controller appdhost1:8090
I o——> E S g @
App Server Agent appdhost2:8090 Controller
O————> Reverseproxy O—>
N >y

As shown, the reverse proxy listens for incoming requests on a given path, /controller in this case, on port 80. It forwards matching requests to the HTTP
listening port of the primary Controller at appdhost 1: 8090.

In terms of network impact in this scenario, switching active Controllers from the primary to the secondary in this scenario only requires the administrator to
update the routing policy at the proxy so that traffic directed to the secondary instead of the primary.

These instructions describe how to set up the Controller with a reverse proxy. They also provide sample configurations for a few specific types of proxies,
including NGINX and Apache Web Server.

This information is intended for illustration purposes only. The configuration requirements for your own deployment are likely to vary depending on your
existing environment, the applications being monitored, and the policies of your organization.

While AppDynamics supports Controllers that are deployed with a reverse proxy, AppDynamics Support cannot guarantee help with specific set up

guestions and issues particular for your environment or the type of proxy you are using. For this type of information, please consult the documentation
provided with your proxy technology. Alternatively, ask the AppDynamics community.

General Guidelines

The following describes general requirements, considerations, and features for deploying the AppDynamics Controller and App Agents with a reverse
proxy.

® Set the deep link JVM option, - Dappdynami cs. control | er. ui . deepl i nk. url, to the value of the Controller URL. Use either the hostname
or IP address of the Controller host (if directly accessible to clients) or to the VIP for the Controller as exposed at the proxy in the following format:
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nodi f yJvnOpti ons add Dappdynami cs. control | er. ui.deeplink.url=http[s]://controller.corp.exanple.coni:port]
/controller

Use the URI scheme (http or https), hosthame and port number appropriate for your Controller. The Controller uses the deep link value to
compose URLs it exposes in the Ul.
If terminating SSL at the proxy, also set the following JVM options:

- Dappdynami cs. control | er. servi ces. host Name=<ext er nal _DNS_host nanme>
- Dappdynami cs. control | er. servi ces. port =<external _port_usual | y_443>

You should use the Enterprise Console's Controller Settings page to edit the JVM options to retain your settings. See Update Platform
Configurations for more information.

If the proxy sits between monitored tiers in the application, make sure that the proxy passes through the custom header that AppDynamics adds
for traffic correlation, singularity header. Most proxies pass through custom headers by default.

For App Agents, the Controller Host and Controller Port connection settings should point to the VIP or hostname and port exposed for the
Controller at the reverse proxy. For details see Agent-to-Controller Connections.

If using SSL from the agent to the proxy, ensure that the security protocols used between the App Agent and proxy are compatible. See the
compatibility table for the SSL protocol used by each version of the agent.

If the proxy (or another network device) needs to check for the availability of the Controller, it can use Controller REST resource at: ht t p: / / <hos
t>: <port>/controller/rest/serverstatus. If the Controller is active and if in high availability mode, is the primary, it returns an XML
response similar to this one:

<serverstatus vendorid= version="1">
<avai | abl e>t rue</ avai | abl e>
<serverid/>
<serveri nf o>
<vendor nane>AppDynami cs</ vendor nane>
<pr oduct nane>AppDynani cs Application Perfornmance Managenent </ pr oduct nane>
<serverversi on>003- 008- 000- 000</ ser ver ver si on>
</ serverinfo>
</ serverstat us>

If the Controller is in standby mode, this resource returns a 503 response.

The following sections provide notes and sample configurations for a few specific types of proxies, including Nginx and Apache Web Server.

Using Nginx as a Simple HTTP Reverse Proxy

Nginx is a commonly used web server and reverse proxy available at http://nginx.org/.

To use Nginx as a reverse proxy for the Controller, simply include the Controller as the upstream server in the Nginx configuration. If deploying two
Controllers in a high availability pair arrangement, include the addresses of both the primary and secondary Controllers in the upstream server definition.

The following steps walk you through the set up at a high level. It assumes you have already installed the Controller and have an Nginx instance, and you
only need to modify the existing configuration to have Nginx route traffic to the Controller.

To route Controller traffic through an Nginx reverse proxy

1.

Add a JVM option named - Dappdynani cs. control | er. ui . deepl i nk. url . Set its value to the URL for the Controller, as described in the
guidelines above.

. Shut down the Controller.
. If terminating SSL at the proxy, also set the - Dappdynami cs. control | er. servi ces. host Nane and - Dappdynanmni cs. control | er.

servi ces. port JVM options to the external DNS hostname for the Controller and the external port number, typically 443.

. In the Nginx home directory on the reverse proxy machine, open the conf / ngi nx. conf file for editing.
. In the configuration file, add a cluster definition the specifies each Controller as an upstream server. For example:
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upstream appdcontrol l er {
server 127.0.15.11:8090 fail _tineout=0;

}
server {
l'isten 80;
server _name appdcontrol |l er. exanpl e. com
expires O;
add_header Cache-Control private;
location / {
proxy_set _header Host $host ;
proxy_set _header X-Real -1 P $renot e_addr;
proxy_set _header X- For war ded- Proto https;
proxy_set _header X- For war ded- For $proxy_add_x_f orwarded_for;
pr oxy_pass http://appdcontroller;
}
}

In the sample, the Controller resides on 127.0.15.11 and has the fully qualified domain name appdcontrol | er. exanpl e. com
Restart the Nginx server to have the change take effect.
Restart the Controller.

After the Controller starts, it should be able to receive traffic through Nginx. As an initial test of the connection, try opening the Controller Ul via the proxy,
that is, in a browser, goto htt p: // <vi rtual i p>: 80/ contr ol | er. For the App Agents, you'll need to configure their proxy host and port settings as
described in the general guidelines above.

Using Apache as a Reverse Proxy

To use Apache as a reverse proxy, you need to make sure the appropriate Apache module is installed and enabled in your Apache instance. For HTTP
proxying, this is typically nod_pr oxy_ht t p. The nod_pr oxy_ht t p module supports proxied connections that use HTTP or HTTPS.

To configure Apache with mod_proxy_http

1.

6.

Add a JVM option named - Dappdynani cs. control | er. ui . deepl i nk. url . Set its value to the URL for the Controller, as described in the
guidelines above.

. Shut down the Controller.
. If terminating SSL at the proxy, also set the - Dappdynami cs. control | er. servi ces. host Nane and - Dappdynani cs. control | er.

servi ces. port JVM options to the external DNS hostname for the Controller and the external port number, typically 443.

. On the machine that runs Apache, check whether the required modules are already loaded by your Apache instance by running this command:

apache2ct! -M
In the output, look for proxy modules as follows:
proxy_nodul e (shared)

proxy_http_nodul e (shared)

The pr oxy_nodul e is a dependency for pr oxy_nodul e_ht t p.

. If they are not loaded, enable the Apache module as appropriate for your distribution of Apache. For example, on Debian/Ubuntu:

a. Enter the following:

sudo a2ennod proxy_http

b. Restart Apache:

sudo service apache2 restart

Add the proxy configuration to Apache. For example, a configuration that directs clients requests to the standard web port 80 at the proxy host to
the Controller could look similar to this:
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<Proxy *>
O der deny, al | ow
Allow from all

</ Proxy>

Pr oxyRequest s O f
Pr oxyPr eser veHost On

ProxyPass /controller http://controller.exanple.com8090/controller
ProxyPassReverse /controller http://controller.exanple.com 8090/ controller

7. Apply your configuration changes by reloading Apache modules. For example, enter:

sudo service apache2 rel oad

8. Start the Controller.
After the Controller starts, test the connection by opening a browser to the Controller Ul as exposed by the proxy. To enable AppDynamics App Agents to

connect through the proxy, be sure to set the proxy host and port settings in the proxy, as described in the general guidelines above. Also, be sure to apply
any of the other general guidelines described in the general guidelines above.

Configure SSL Termination at the Reverse Proxy

This section describes how to set up security when the client-side connection to the proxy uses SSL that's
terminated at the proxy. This assumes that the proxy and Controller are in a secured data center and the App
Agents or Ul browser client connections are from a potentially insecure network.

Terminating SSL at a proxy offloads the burden of SSL processing from the Controller to the proxy. This configuration is strongly recommended when
deploying the Controller to large scale, high workload environments. Terminating SSL at a proxy also provides the benefit of having a central point in the
data center for the security certificate and for key management.

This section provides a sample configuration for Nginx, but the concepts translate to other types of reverse proxies as well.

— —~
appd.example.com:80 Controller
Ul Client o—— 127.0.15.1:8090 @
App Server Agent
O—> Nginx e
\ »

Configure the Proxy for SSL Termination
To perform SSL termination at the reverse proxy, you need to:

® Ensure that the App Agents can establish a secure connection with the proxy. See Agent and Controller Compatibility for SSL settings for various
versions of the agent. Ensure that the proxy includes a server certificate signed by an authority that is trusted by the agent. Otherwise, you will
need to install the proxy machine's server key.

® |f using .NET App Agents in your environment, verify that the reverse proxy server uses a server certificate signed by a certificate authority (CA).
The .NET App Agent does not permit SSL connections based on a self-signed server certificate.

® Configure the proxy to forward traffic between it and the Controller to a secure port between it and the client.
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® The client App Agents and browser clients under this configuration must use the secure port to communicate with the Controller (i.e., the proxy).
Configuring a mixed channel on the Controller as described here causes the agents to perform as if they were using a secure port. Therefore, you
need to ensure that they use a secure port only.

A complete example configuration with Nginx performing SSL termination for the Controller would look something like this:

upstream appdcontrol l er {
server 127.0.15.11:8191 fail _ti neout =0;

}
server {
l'isten 80;
server _name appdcontrol |l er. exanpl e. com
return 301 https://$host $request _uri;
}
server {
listen 443;
server _nanme appdcontrol | er. exanpl e. com
ssl on;
ssl _certificate /etc/nginx/server.crt;
ssl _certificate_key /etc/nginx/server.key);
ssl _session_tinmeout 5m
ssl _protocols TLSvl TLSvl.1 TLSvl. 2;
ssl _ciphers ALL:! ADH: ! EXPORT56: RCA+RSA: +HI GH: +MEDI UM +LOW +EXP;
ssl _prefer_server_ci phers on;
expires O;
add_header Cache-Control private;
location / {
proxy_set _header Host $host ;
proxy_set _header X-Real -1 P $renote_addr;
proxy_set _header X- For war ded- Proto https;
proxy_set _header X- For war ded- For $proxy_add_x_f orwar ded_f or;
proxy_redirect http:// https://;
pr oxy_pass http://appdcontroller;
}
}

1 TLSv1 should only be enabled if absolutely necessary.

This example builds on the configuration shown in the simple passthrough example. In this one, any request received on the non-SSL port 80 is routed to
port 443. The server for port 443 contains the settings for SSL termination. The ssl _certifi cat e_key and ssl _certi fi cat e directives
should identify the location of the server security certificate and key for the proxy.

The configuration also indicates the SSL protocols and ciphers accepted for connections. The security settings
need to be compatible with the AppDynamics App Agent security capabilities, as described on the Agent and
Controller Compatibility page.

Cookie Security

The Controller sets the secure flag on the X- CSRF- TOKEN cookie sent over HTTPS. The secure flag ensures that clients only transmit the cookies on
secure connections.

If you terminate HTTPS at a reverse proxy in front of the Controller, the Controller does not set cookie security by default because connections to the
Controller would occur over HTTP.

To ensure cookie security, configure the reverse proxy to include the secur e statement in the set - cooki e statement. How to add the secure flag varies
on the type of reverse proxy you use.

The following example shows how to set cookie security using HAProxy:

® |f using HAProxy version 2.0 or earlier, enter:
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rspirep "(set-cookie:.*) \1;\ Secure

® |f using HAProxy version 2.1 or later, enter:

acl secured_cooki e res. hdr(Set-Cookie), | ower -msub secure

http-response repl ace-header Set-Cookie (.*) \1;\ Secure if !secured_cookie

Using SSL from the Reverse Proxy to the Controller

Have the proxy connect to the Controller with SSL requires a minor modification to the proxy configuration. Simply specify the use of HTTPS as the
protocol to connect to the backend or upstream server. In other words, for the Nginx configuration, this simply requires you to modify the pr oxy_pass

value as follows:

pr oxy_pass https://appdcontroller;

To complete the configuration, make sure you have configured SSL on the Controller as described in Controller SSL and Certificates.

—
appd.example.com:80 Controller
Ul Client o—>
127.0.15.11:8191 m o
App Server Agent
APP O—> Nginx O
»
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Enable an Email Server

The SMTP email server must be configured to enable email and SMS notifications and digests to be sent by the Controller.

Permissions

For this activity, users need the predefined Account Owner role or another role with the Configure Email / SMS permission.

Configure an SMTP server

1. In the Controller Ul, from the top navigation menu bar, click Alert & Respond > Email/ SMS Configuration.
2. Provide the connection information for the SMTP host and port.

® A SaaS Controller should be preconfigured with the appropriate settings, but verify the settings as the following:

a. SMTP Host: localhost
b. SMTP Port: 25

No authentication is needed.
® For an on-premises controller, use a host and port settings for an SMTP server available in the controller deployment environment.
Customize sender address in notifications emails in the From Address field. By default, emails are sent by the root Controller user.
If the SMTP host requires authentication, configure the credentials in the Authentication settings.
If you want to add any text to the beginning of the notification, enter it in the Notification Header Text field.
If you are using SMS do one of the following:

ook w

® Select Default and choose one of the available carriers from the pulldown menu.
® Select Custom and enter the phone number receiving the message as <phone number>@<sms gateway>.

For example, a mobile phone in the United States serviced by AT&T might be:

4151234567@ xt . att. net

A mobile phone in the United Kingdom serviced by Textlocal might be:

7412345678@ xt | ocal . co. uk

See SMS gateway by country for information on most common SMS gateways.
7. Test the configuration by sending an email.
8. Save the settings.

Troubleshoot Notifications

If you do not receive notifications for health rule violations, it could be because the default SMTP server timeout period is too short. To troubleshoot, increas
e the value of the mail.smtp.socketiotimeout Controller Setting in the Administration Console. The default value is 30 seconds.
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Update the Root User and Glassfish Admin Passwords

This page describes how to change the passwords for the root user and Glassfish admin for the Controller.

Root User and Account Owners

The root user is a built-in Controller user with global administrator privileges in the Controller environment. Only the root user can access the System
Administration Console, where you can create and manage accounts in multi-tenant Controllers and configure global Controller settings in both single- or
multi-tenant Controllers.

The root user is a superuser for the Controller. Unlike other types of users, you cannot remove the root user account or create other superuser accounts in
the Controller. The password for the root user is set during installation, but you can change the root password in the Administration Console.

While the root user has global administrative privileges, account administrators act as administrators only within individual accounts in a multi-tenant

Controller. It's typically the role of the root user to create accounts and an initial administrator for the account, and the role of each account administrator to
create additional users within the account. See Roles and Permissions and Manage Users and Groups.

Change the Controller Root User Password

You can change the root user password from the AppDynamics Administration Console page.

To change the root user password:

. Log in to the administration console as described in Access the Administration Console.

. Click Settings and choose My Settings.

. Click Edit > Change Password.

. Type the new password for the root user in the New Password and Repeat New Password fields.
. Click Save.

ahwWN =

1 Logging in to the Administration Console requires you to have the root user password. If you do not have the root user password, you need to
reset it.

Reset Root User Password

If you have lost the AppDynamics root user password for your installation and need to reset it, follow these steps:

1. From the command line, change to the Controller's bi n directory. For example, on Linux:

cd <controller_hone>/bin

2. Use the following script to log in to the Controller database of the Controller;
® For Windows: control | er. bat |ogin-db
® ForLinux: sh controller.sh |ogin-db
You will see a MySQL prompt.
3. After running the script, you will be prompted to enter a password. Enter the root password for the Controller database.
4. From the MySQL prompt, enter the following SQL command to get root user details:

select * fromuser where nane='root' \G

5. Use the following SQL command to change the password:

updat e user set encrypted_password = shal(' <NewPassword>') where name = 'root';

The hash for the password will be upgraded to PBKDF2 when you log in.
6. Restart the Appserver.
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For information on setting the database root user password, see Controller Data and Backups.

Change the GlassFish Admin User Password

The Controller uses the built-in administrator account in the underlying GlassFish application server. The Enterprise Console connects to your underlying
GlassFish administration server via the GlassFish admin password during Controller upgrades.

To update the GlassFish admin user password in the Enterprise Console, see the following steps:

. Log in to the Enterprise Console and select the desired platform.

. Select Configurations > Controller Settings > Appserver Configurations.
. In the Basic tab, find Glassfish Admin Password. Enter the new password
. Re-enter the new password in Confirm Glassfish Admin Password.

. Click Save.

OO WOWNPE

The password change takes immediate effect.

1 If you have updated the password in the Configurations tab, then you don't need to input the password again for the upgrade job.

Change the Controller Database Root User Password

(D If the Enterprise Console has NOT discovered the Controller:

® Downtime is required to change the Controller database root user password. If you have installed a Controller HA pair, you must
disable auto-failover to avoid an accidental failover while changing the password. For more details, see Automatic Failover.
® You need to change the password on both of the Controller HA pairs.

To change the Controller database root user password:

1. Log in to the Controller host. From a command line, enter:

cd <controller_hone_dir>

2. To stop the App Server and the database, enter:

bi n/controller.sh stop

@ If you are using MS Windows, you must use the Windows services to stop the Controller.

3. To start the database in insecure mode, enter:

bin/controller.{sh|bat} start-db insecure

The insecure option starts the database without password requirements. Use this option only to reset the password for the database. The option
is similar to starting MySQL with the - - ski p- gr ant - t abl es option.
4. Tolog in to the database, enter:

bi n/controller.{sh|bat} |ogin-db insecure
5. Use MySQL to run the following commands:

a. To specify the Controller database, enter:

use nysql;
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b. To reload the MySQL grant tables, enter:

FLUSH PRI VI LEGES;

c. To determine your MySQL version, enter:

sel ect version();

d. Based on which MySQL version you are using:
MySQL 5.5 version: Configure the new password for the root user by entering:

updat e nysql . user set password=password(' <new passwor d-here>") where user |like 'root%;

MySQL 5.7 version: Configure the new password for the root user by entering:

updat e mysql.user set authentication_string=password('<new password-here>'") where user |ike
‘root % ;

e. Toreload the MySQL grant tables, enter:

FLUSH PRI VI LEGES;

f. To exit MySQL, enter:

qui t

6. To stop the database, enter:

bi n/controller.{sh|bat} stop-db

7. To start the App Server, enter:

bin/controller.sh start
@ If you are using MS Windows, you must use the Windows services to start the Controller.

1 Inthe case of a Controller HA pair, generate an obfuscated password file for the Controller Database root user using the below
command on the primary Controller server. This command will generate the password file on both primary and secondary Controller
servers.

control |l er-hal/set_nysql _password_file.sh -p <new password-here> -s
<secondary_control | er _host name>

If the Enterprise Console has discovered the Controller:
To update the Controller database root password with the following steps:

. Log in to the Enterprise Console and select the desired platform.

. Select Configurations > Controller Settings > Database Configurations.

. Enter the new password in New password for Controller DB root user.

. Reenter the password in Confirm New password for Controller DB root user.
. Select Save.

O WNBE

The password change takes immediate effect.
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@ If you previously disabled auto-failover, you should now enable it.

Change the Controller DB User Password

@ Downtime is required to change the Controller database root user password. If you have installed a Controller HA pair, you must disable auto-
failover to avoid an accidental failover while changing the password. For more details about disabling auto-failover, click Automatic Failover.

To change the Controller DB user password:

. Log in to the Enterprise Console and select the desired platform.

. Select Configurations > Controller Settings > AppServer Configurations.

. In the Basic tab, enter the new password in New password for Controller DB user.
. Re-enter the password in Confirm New password for Controller DB user.

. Click save.

GO WOWNBE

The password change takes immediate effect.
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Change the Controller Owner

This page provides instructions for changing the Controller owner.
You may need to change the user who is running the Controller services during a system migration or other event.

The procedure varies based on whether you are using the Enterprise Console.

In order to change the owner of the Controller, complete the following steps.

1. Stop all running Controller services using the following command in the machine terminal.
® . /controller.sh stop

2. Change the username and user group of the Controller directory.
® chown -R <New User >: <User G oup> <Controller Fol der>

3. Update the new user in the db. cnf file located at Control | er/ db/ db. cnf .
* user =<New User >

4. Start the Controller.
® . /controller.sh start

If you are not using the Enterprise Console

1. As the current user running the Controller services, shut down the Controller process:

CONTROLLER_HOVE_DI R/ bi n/ control |l er.sh stop

2. Change the ownership (recursively) of the entire Controller directory to the new user. In this example, appdynani cs: adm n is the user : gr oup,
respectively:

chown -R appdynani cs: admi n CONTROLLER_HOVE_DI R/

3. If the Controller's data directory is outside of the r oot Controller's folder, then you must also change the owner of the database data files:

chown -R appdynanics:adnin .../data/

4. Change the user to the new username:

CONTROLLER HOME_DI R/ db/ db. cnf

5. Log in as the new user and start the Controller services:

CONTROLLER_HOVE_DI R/ bi n/ control l er.sh start

If you are using the Enterprise Console

1. Remove the Controller from the Enterprise Console by de-selecting the Remove Binaries option; otherwise, the binaries will be removed from
the disk. To remove the Controller without uninstalling the Controller:
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PLATFORM _HOVE_DI R/ bi n/ pl at f or m adm n. sh subnmit-job --service controller --job renove --args
renoveBi nari es=fal se --skip-confirm

2. As the current user running the Controller services, shut down the Controller process.

CONTROLLER_HOVE_DI R/ bi n/ control |l er.sh stop

3. Change the ownership (recursively) of the entire Controller directory to the new user. In this example, appdynani cs: adm n is the user: gr oup,
respectively:

chown -R appdynani cs: admi n CONTROLLER_HOVE_DI R/

4. If the Controller's data directory is outside of the r oot Controller's folder, then you must also change the owner of the database data files:

chown -R appdynamics:adnin .../data/

5. Change the user to the new username:

CONTROLLER_HOVE_DI R/ db/ db. cnf

6. Log in as the new user and start the Controller services:

CONTROLLER _HOVE_DI R/ bi n/ control l er.sh start

7. From the Enterprise Console, remove the hosts that were added:

PLATFORM HOVE_DI R/ bi n/ pl at f or m adm n. sh renpve- dead- hosts --hosts $CONTROLLER HOST - - ski p-confirm

8. Remove the credentials because the credentials are connected to the previous user.
9. Add the credentials using the new user, and then add the host.
10. Perform a Discover and Upgrade for the Controller.
11. (Optional) If you have installed the Linux services, then:
a. Logged in as root, uninstall the services:

HA/ uninstall-init.sh

b. Logged in as root, install the services using either the - ¢ or - s options:

HA/install-init.sh
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Change the User Running the Controller Services

This page provides instructions for changing the user running the Controller services.
You may need to change the user who is running the Controller services during a system migration or other event.

The procedure varies based on whether you are using the Enterprise Console.

If you are not using the Enterprise Console

1. As the current user running the Controller services, shut down the Controller process:

CONTROLLER_HOVE_DI R/ bi n/ control |l er.sh stop

2. Change the ownership (recursively) of the entire Controller directory to the new user. In this example, appdynani cs: adm n is the user: gr oup,
respectively:

chown -R appdynani cs: admi n CONTROLLER_HOVE_DI R/

3. If the Controller's data directory is outside of the r oot Controller's folder, then you must also change the owner of the database data files:

chown -R appdynamics:adnin .../data/

4. Change the user to the new username:

CONTROLLER_HOVE_DI R/ db/ db. cnf

5. Log in as the new user and start the Controller services:

CONTROLLER _HOVE_DI R/ bi n/ control l er.sh start

If you are using the Enterprise Console

1. Remove the Controller from the Enterprise Console by de-selecting the Remove Binaries option; otherwise, the binaries will be removed from
the disk. To remove the Controller without uninstalling the Controller:

PLATFORM HOVE_DI R/ bi n/ pl at f orm adm n. sh subnit-job --service controller --job renove --args
renoveBi nari es=fal se --skip-confirm

2. As the current user running the Controller services, shut down the Controller process.

CONTROLLER_HOME_DI R/ bi n/ control | er.sh stop
3. Change the ownership (recursively) of the entire Controller directory to the new user. In this example, appdynani cs: adni n is the user : gr oup,
respectively:

chown -R appdynami cs: admi n CONTROLLER HOME_DI R/

4. If the Controller's data directory is outside of the r oot Controller's folder, then you must also change the owner of the database data files:
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chown -R appdynami cs:adnmin .../data/

5. Change the user to the new username:

CONTROLLER HOME_DI R/ db/ db. cnf

6. Log in as the new user and start the Controller services:

CONTROLLER _HOVE_DI R/ bi n/control l er.sh start

7. From the Enterprise Console, remove the hosts that were added:

PLATFORM HOVE_DI R/ bi n/ pl at f or m admi n. sh renove- dead- hosts --hosts $CONTROLLER HOST - -ski p-confirm

8. Remove the credentials because the credentials are connected to the previous user.
9. Add the credentials using the new user, and then add the host.
10. Perform a Discover and Upgrade for the Controller.
11. (Optional) If you have installed the Linux services, then:
a. Logged in as root, uninstall the services:

HA/ uninstall-init.sh

b. Logged in as root, install the services using either the - ¢ or - s options:

HA/install-init.sh

Confidential: Beta Release Copyright © AppDynamics 2021 | Page 2


https://docs.appdynamics.com/display/PRO21/Upgrade+a+Single+Controller#UpgradeaSingleController-UpgradetheControllerUsingCLI

\) APPDYNAMICS

part of Cisco

Access the Administration Console

This page provides information and access instructions for the AppDynamics Administration Console.

Deployment Support

-Premises

Related pages:

® Controller Settings for Machine Agents

® Controller Settings for Server Visibility

® Configure Controller Settings for
Monitoring Database

@ Do not confuse the AppDynamics Administration Console with the GlassFish application server administration console or the general application
administration page in the Controller Ul.

The AppDynamics Administration Console lets you configure certain global settings such as metric retention periods, Ul notification triggers, tenancy
mode, and accounts in multi-tenancy mode.

@ AppDynamics recommends that you do not change Controller settings in the console unless
under the guidance of an AppDynamics representative or as specifically directed by
documentation.

Access the AppDynamics Administration Console

1. If you are logged into a Controller Ul session with an account other than the root user, log out or open a new browser window in private
(incognito) mode. If you do not, you will get an "Access Denied" error when you attempt to open the console page.
2. In the browser enter the URL of the Administration Console:

http://<host nane>: <port>/control |l er/adnmin.jsp

The console is served on the same port as the Controller Ul, port 8090 by default.
3. Log into the system account with the root user password. The root user is a built-in global administrator for the Controller. Use the password you
set for this user when installing. See Update the Root User and Glassfish Admin Passwords

@ The root user password is different from a normal AppDynamics account password. It is not the same as the account owner or account
administrator password. If you are logged into the Controller using your current account, you need to log out of that account and then
back in as the root user to access the Administration Console. You can change the Controller root user password if you wish. See Upda
te the Root User and Glassfish Admin Passwords

Access the Glassfish Administration Console

In rare cases, you may need to log in to the AppDynamics Administration Console for the application server underlying the GlassFish server. The
GlassFish administration console provides a browser interface for performing many of the same tasks you can perform using the admin command-line
utility. You can access the console for the GlassFish server using the built-in user account named admin.
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For security reasons, access to the GlassFish browser interface is limited to local machine access by default, so the following steps should be performed
from a browser on the Controller machine. Attempts to access the console remotely trigger the error message "Secure Admin must be enabled to access

the DAS remotely."

To access the GlassFish administration console:
1. From a web browser on the Controller machine, open the following URL:
http://1 ocal host: 4848

Note that port 4848 is the default port number for the GlassFish administration console, but it may have been set to another value at installation
time. If the default port doesn't work and you are unsure of what port number to use, you can check the port configured for the network-listener
element named admin-listener in the domain.xml file.

2. Log in as user admin.
By default, the GlassFish user admin password is the same as the root user password for the Administration Console. You can change the

GlassFish user admin password if you wish. See Update the Root User and Glassfish Admin Passwords
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Modify the User Session Timeout

The Controller logs users out of Controller Ul sessions after 60 minutes of inactivity by default. For an on-premises Controller, it's possible to modify the
default timeout value, as follows:

1. Log in to the Administration Console as the AppDynamics root user.
2. Find and set the values for these properties:

® http.session.inactive.timeout: The amount of time without a client request to the Controller after which the user session times
out and the user will need to log in again to continue. The default is 3600 seconds (60 minutes).

® ui.inactivity.tineout: The amount of time without user activity in the Controller Ul after which the user session times out and the
user will need to log in again to continue. The default is -1 (disabled).
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Customize System Notifications

Related pages:

® Access the Administration Console

You can customize system events and system use notification messages from the Administration Console.

System Events Notification

Certain system events trigger event notification popups in the Controller Ul.

1 AppDynamics Motifications:

Agent Version is newer than Controller version

Click to View All

You can configure which type of events appear as notifications in the Ul, as described here.

Configure Events that Trigger Ul Notifications

1. Log in to the Administration Console.

2. Gotothe Controller Settings.

3. Search for the system noti fi cati on. event .t ypes property. The value of this property determines which type of events result in Ul
notifications.

4. Set the types of events you want to see by adding them to the comma-separated string in the dialog box. To disable notifications of a particular
type of event, remove it from the list. Do not use spaces between commas.

Notification Event Types

Event Value What This Event Notification Means
LI CENSE There is an issue with the status of your license.
DI SK_SPACE There is an issue with the amount of disk space left on your system.

CONTROLLER_AGENT_V | A mismatch between the version of the agent and the version of the controller has been detected.
ERSI ON_| NCOVPATI BI
LITY

CONTROLLER_EVENT_U | The limit on the number of events per minute that can be uploaded to the controller from this account has been reached.
PLOAD_LI M T_REACHED Once the limit is reached no more events — other than certain key ones — are uploaded for that minute.

CONTROLLER _RSD_UPL | The limit on the number of request segment data (RSDs) per minute that can be uploaded to the controller from this account
OAD_LI M T_REACHED has been reached. RSDs are related to snapshots. Once the limit is reached no more RSDs — other than certain key
ones — are uploaded for that minute.

CONTROLLER_METRI C_ | The limit for registering metrics for this account has been reached. No further metric registrations are accepted.
REG LI M T_REACHED

CONTROLLER_ERROR_A | The limit for registering error Application Diagnostic Data (ADDs) for this account has been reached. No further error ADD
DD _REG LI M T_REACH | registration is accepted.
ED

CONTROLLER_ASYNC_A | The limit for registering async ADDs for this account has been reached. No further async ADD registration is accepted.

DD _REG LI M T_REACH
ED
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CONTROLLER_STACKTR | The limit for registering StackTrace ADDs for this account has been reached. No further StackTrace ADD registration is
ACE_ADD REG LIM T_ | accepted.
REACHED

AGENT_ADD BLACKLI S | If the Agent attempts to register an ADD above the limit, the Controller rejects the attempt and adds the ADD to a blacklist.
T_REG_LI M T_REACHED There is a limit to the size of the blacklist. This event indicates that that limit has been reached.

AGENT_METRI C_BLACK | If the Agent attempts to register a metric above the limit, the Controller rejects the attempt and adds the metric to a
LI ST_REG LI M T_REA | blacklist. There is a limit to the size of the blacklist. This event indicates that that limit has been reached.
CHED

System Use Notification

The system use notification is an optional and configurable message that includes information on privacy and security notices. If enabled, the displayed
message must be acknowledged before granting the user further access.

Configure System Use Notification

. Log in to the Administration Console.

. Go to the Controller Settings.

. Search for the syst em use. noti fi cati on. nessage property. The value of this property is the message of the system use.

. Enter your post-login message, which will be displayed every time a user logs in, informing the user of the system usage requirements. There is a
1000 character limit.
Here is an example message:

A WN PP

This is a U S. Government conputer system which may be accessed and used only for authorized Government
busi ness by authorized personnel. Unauthorized access or use of this conputer system may subject
violators to crinmnal, civil, and/or adnministrative action. Al information on this conputer system nay
be intercepted, recorded, read, copied, and disclosed by and to authorized personnel for official
purposes, including crininal investigations. Such information includes sensitive data encrypted to
conply with confidentiality and privacy requirenments. Access or use of this conputer system by any
person, whether authorized or unauthorized, constitutes consent to these terms. There is no right of
privacy in this system
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Multi-Tenant Controller Accounts

This page describes how to create and manage accounts in a multi-tenant Controller. The tenant mode determines whether the Controller Ul offers single
or multiple environments. See Controller Deployment.

Switch from Single-Tenant to Multi-Tenant Mode

1 Switching from single-tenancy to multi-tenancy mode is supported. However, switching from multi-tenancy to single-tenancy is not. Take
precautions to ensure multi-tenancy is the correct mode for your environment.

If multi-tenancy is enabled for an on-premises Controller, users must enter the account name in the Account field when logging in to the Controller Ul.

1. Navigate to the Administration Console.
2. Locate the mul titenant. control | er setting.
3. Setthe value totrue.

Create Accounts in Multi-Tenant Mode

In multi-tenant mode, you can add accounts as follows:

1. Log in to the AppDynamics Administration Console as the AppDynamics root user.
2. Click Account Settings and then Add.
3. Define the licensing entitlements that apply to the account.
Account-level license unit limits let you prevent a particular account from using more licensing units than it should. You can view the total license

units available through Settingsﬁ > Admin > License. See License Management in the Controller.

@ The overall license limits applicable at the Controller level are independent of any specific limits you apply at the account level.

Agent-based Licensing: For example, if an account is set up with a Java Agent limit of 100, you can ensure that the new account never interferes
with the license availability of another account by setting the Java Units Provisioned value for the account to a much smaller limit. However, if
you set it to 100 and other accounts are also set to that amount, the first 100 agents that connect to the Controller would occupy those

units, regardless of the accounts they report in to. Similarly, you can limit the lifespan of the account by setting an expiration date for the license.

Infrastructure-based Licensing: For example, if an account is set up with an Infrastructure Monitoring limit of 100, you can ensure that the new
account never interferes with the license availability of another account by setting the Infrastructure Monitoring value for the account to a much
smaller limit. However, if you set it to 100 and other accounts are also set to that amount, the first servers with CPU cores totalling up

to 100 would occupy those units, regardless of the accounts they report in to. Similarly, you can limit the lifespan of the account by setting an
expiration date for the license.

4. When finished defining entitlements, click SaveB.
After enabling multi-tenant mode, users must specify the account they want to log into in the Account field in the Controller Ul login screen. See:

Java Agent Configuration Properties
.NET Agent Configuration Properties
Database Agent Configuration Properties
Machine Agent Configuration Properties
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Administer the Reporting Service

Related pages:

® Reports
® Port Settings

The Reporting Service is a standalone Controller process responsible for generating and transmitting reports. The Controller uses the Reporting Service to

send both one-time reports and scheduled reports. For more information about the Reporting Service, see Fonts Needed for the Reporting Service and Inst
allation Settings.

Configure the Service

You can configure the Reporting service with the files in the following directory: <Cont r ol | er hone>/reporti ng_servi ce/ reports/config.
Configure Reporting Service behavior in the user - conf i g. j son file. Any configuration changes made in user-config.json override default behavior
specified in default-config.json. You can configure properties such as the load timeout.

You can configure the Reporting Service with files in the following directory:

<Control |l er hone>/reporting_service/reports/config

You can configure Reporting Service behavior in the user-config.json file. Any configuration changes made in user - confi g. j son override default
behavior specified in def aul t - confi g. j son.

Disabling HTTP or HTTPS Port

Some on-premise installations can disable the http or https connection. This is done using the same r eport Ser ver : port config value used to set the
listening port. The def aul t - confi g. j son installation has the following values for port(s):

"reportServer": {
“port": "8020",
"portSecure": "8021",

To disable https for a localhost system change the "portSecure" to "0":

"reportServer": {
"port": "8020",
"portSecure": "0",

Alternatively, for security reasons if you want to force https, and http you can change the “port" to "0":
"reportServer": {

"port": "O0",
"portSecure": "8021",

After making the change, stop and start the Reports Server as follows:

Windows:

cd <installroot>\controller\reporting_service\reports\bin
reports-service.sh stop
reports-service.sh start

Linux/Mac:
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cd <installroot>/controller/reporting_service/reports/bin
./ reports-service.sh stop
./reports-service.sh start
./reports-service.sh |ist

The reporting-server.log contains info on the port settings during startup.

Limit Reports Service Port Listening to Localhost

Many on-premise installations may want to limit port listening for the Reports Service node server and just listen for localhost connects. These requests do
not go onto the network. This is done using the r epor t Ser ver : por t Host nane and r eport Ser ver : port Secur eHost nane value used to setthe | i s
t en hostname parameter. The def aul t - conf i g. j son installation has these values for the port hostname values, shown below with their port(s):

Default values are:

"reportServer": {
"port": "8020",
"portHost name" : "",
"portSecure": "8021",
"port Secur eHost nane"

b

Thereporting-server. | og shows info on the hostname settings during startup.
Adding the port*Hostname fields to "localhost" as shown below in user - conf i g. j son limits the Report Service from connecting to a controller installed

on the same host.

"reportServer": {
"portHostnanme" : "local host",
"port Secur eHost nane" : "l ocal host"

b

After making the change, stop and start the Reports Server as follows:

Linux/Mac:
cd <installroot>/controller/reporting_service/reports/bin
./reports-service.sh stop

./reports-service.sh start
.Ireports-service.sh |ist

Windows:

cd <installroot>\controller\reporting_service\reports\bin
reports-service. bat stop
reports-service. bat start

See def aul t - confi g. j son for more information about configurable properties.

Start and Stop the Service

You can start or stop the Reporting Service independent of the Controller. Run the following commands from the Controller home directory.

@ When using the Enterprise Console, starting or stopping the Controller will also start or stop the Reporting Service.

Check to see if the Reporting Service is running with the following command:
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./reporting_servicel/reports/bin/reports-service.sh|bat |ist

Start the Reporting Service with the following command:

./reporting_servicel/reports/bin/reports-service.sh|bat start

Stop the Reporting Service with the following command:

./reporting_servicel/reports/bin/reports-service.sh|bat stop

View Logs
The Reporting Service uses the following logs in the Controller home directory:
® /[l ogs/reporting-server.| og. Prints if the report email was sent and details of the report object that was requested by the user.

® /reporting_service/reports/logs/reporting-process. | og. Confirms the reporting service process started and whether or not
exceptions occurred. Note that this log file is only used on Linux Controllers.

Troubleshooting the Reporting Service

To begin troubleshooting why a report failed to send, open the ser ver . | og file and find the runUUID for the report you tried to send. Then search for the
log entry for the report.

Resolutions for common Reporting Service issues include the following:
® Verify that the Reporting Service is running.

® Verify the default ports for the service: 8020 for HTTP and 8021 for HTTPS
® Verify that the user account used to start the Reporting Service is the same as the account used to start the Controller.
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Controller Audit Log

This audit capability creates an audi t . | og file and is used to monitor user activities and configuration changes in the Controller. Be aware that SaaS
customers do not have access to the audi t . | og file as it is held on the AppD Controller server. The information is retrieved through the following actions.

Schedule a Controller Audit Report

You must have account-level permissions to view and configure scheduled reports. Use this report to view changes made to the user information,
controller configuration, and application properties.

1. Click Dashboards & Reports > Reports > Add Report.
2. Enter Report Title and Report Subtitle.

a. You can label a report CONFIDENTIAL using Report Subtitle.

b. Optionally, select Show Title Page to include a title page at the beginning of your report file.
3. Select Report Type > Controller Audit to define the fields in the Reports Data tab.
4. Set the time ranges. You can create and manage custom time range if required.

a. Note: Custom time range options are available for all the Report Types.
5. Select your report file format as PDF, JSON, or CSV.

a. Optionally, uncheck the Show Diff box to remove the Object Changes column from your report file.
6. Choose the data to include or exclude from the drop-down list.

a. Repeat as necessary with the following options:
7. Enter the attribute value.
8. Click + Add.

You can create new, duplicate existing, or modify current reports as well as set an email delivery schedule to a defined list of recipients. You can also
choose the Send Report Now right-click option for an immediate look at the audit details. Review the Reports documentation for more details on other
types of reporting.

The Controller Audit reports on the following attributes:

Dat e and t i me range Obj ect Type

User Name Obj ect Name

Account Nane Api Keyl d (if applicable)
Action Api KeyNane (if applicable)

Appl i cati onName

Retrieve Controller Audit Log Report

The Controller Audit Log Report is sent by email according to the addresses added to the configurations page. This report captures the following
information:

® User logins and information changes

® Controller configuration changes

® Application properties and object changes such as policies, health rules, and entities listed in the above table.
® Environment properties changes

AppDynamics supports PDF, JSON, and CSV output formats.
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Retrieve Controller Audit History via API

You can retrieve Controller audit history through the ControllerAuditHistory APl method, which returns the configuration and user activities record in a
JSON or CSV file for the time range specified. This information is the same as that found in the file.

Format

GET /controller/ ControllerAuditH story?startTi ne=<start-tinme>&endTi ne=<end-ti ne>& ncl ude=<fiel d>:
<val ue>&excl ude=<fi el d>: <val ue>

For example:

http://1 ocal host: 8080/ controller/ControllerAuditH story?startTi me=yyyy- M} dd&&endTi ne=yyyy- M\t
dd& ncl ude=filterNanel: filterVal uel& nclude=filterNanmel:filterVal uel&xclude=filterNanmel:
filterVal uel&exclude=filterNanmel:filterValuel

curl --user userl@ustonerl:welcome "http://denp. appdynam cs. com 8090/ controller/ControllerAuditH story?
start Ti me=2015- 12- 19T10: 50: 03. 607- 0700&endTi ne=2015- 12- 19T17: 50: 03. 607-

0700&t i meZonel d=Aner i ca&Fr anci sco& ncl ude=user Nane: user 1& ncl ude=act i on: LOG N&excl ude=account Nane:

syst em&excl ude=act i on: OBJECT_UPDATE"

[{"timeStanp": 1450569821811, "audi t Dat eTi me": " 2015- 12- 20T00: 03: 41. 811+0000", "account Nane": "cust oner 1", "
securityProvi der Type": "I NTERNAL", "user Nane": "user1","action":"LOG N'}, {"ti meSt anp": 1450570234518, "

audi t Dat eTi ne": " 2015- 12- 20T00: 10: 34. 518+0000", "account Nane": "cust oner 1", "securit yProvi der Type": " | NTERNAL", "
user Nanme": "user 1", "action":"LOG N'}, {"ti neStanp": 1450570273841, "audi t Dat eTi me": " 2015- 12- 20T00: 11: 13. 841+0000", "
account Nanme": "custoner 1", "securityProvi der Type": " | NTERNAL", "user Nane": "user 1", "acti on": " OBJECT_CREATED', "

obj ect Type": " AGENT_CONFI GURATI ON'},

{"ti meStanmp": 1450570675345, "audi t Dat eTi ne": " 2015- 12- 20T00: 17: 55. 345+0000", "account Nane": " cust oner 1", "
securityProvi der Type": " | NTERNAL", "user Nane": "user 1", "action": " OBJECT_DELETED", "obj ect Type": "

BUSI NESS_TRANSACTI ON'}, {"ti neSt anp": 1450570719240, "audi t Dat eTi me": "2015- 12- 20T00: 18: 39. 240+0000", "account Nane": "
custoner 1", "securityProvi der Type": " | NTERNAL", "user Nane": "user 1", "acti on": " APP_CONFI GURATI ON', "obj ect Type": "
APPL| CATI ON', "obj ect Name": " ACME Book Store Application"},{"tineStanp": 1450571834835, "audi t Dat eTi me": " 2015- 12-
20T00: 37: 14. 835+0000", "account Nane": "cust oner 1", "securi t yProvi der Type": "I NTERNAL", "user Nane": "user 1", "acti on

curl --user userl@ustomnerl:welcone "http://127.0.0.1:8080/controller/ControllerAuditHi story?startTi me=2019-05-
28T08: 00: 03. 607- 0700&endTi me=2019- 05- 28T11: 32: 03. 607- 0700&t i meZonel d=Aner i ca%?FSan%

20Fr anci sco& ncl ude=appl i cati onNanme: ACMVE"

[{"tinmeStanp": 1559066415823, "audi t Dat eTi ne": "2019- 05- 28T18: 00: 15. 823+0000", "account Name": "cust oner 1", "
securityProvi der Type": " | NTERNAL", "user Nane": "user 1", "action":"LOG N', "obj ect1d": 0, "appl i cati onNane": " ACMVE"}]

Input parameters

Par anet er Nane Par anet er Type Val ue Mandat ory
start-time Query Start time in the format: "yyyy-MM-dd'T'HH:mm:ss.SSSZ" Yes
end-tine Query End time in the format: "yyyy-MM-dd'T'HH:mm:ss.SSSZ" Yes
time-zone-id Query Time zone No
i ncl ude Query Restricted information in the Controller audit history No
excl ude Query Restricted information in the Controller audit history No

1 To control the size of the output, the range between the start-time and end-time cannot exceed twenty-four hours. For periods longer than 24
hours, use multiple queries with consecutive time parameters.

® Multiple filters of the same type are allowed.
®* The backend API treats include filters with the same <field> and relationship as "OR", and filters with different <field> and relationship as "AND".
® There is no direct interaction between include and exclude filters.
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® Each filter needs to be a parameter, e.g., i ncl ude=filterNanmel: filterVal uel& nclude=filterNane2:filterVal ue2. See the below
examples.

Log File Information by Platform

What is Audited

The following entries are audited:

ACCOUNT
ACCOUNT_ROLE
ACTI ON_SUPPRESSI ON_W NDOW

AGENT_CONFI GURATI ON

ANALYTI CS_DYNAM C_SERVI CE_HI ERARCHI CAL_CONFI GURATI ON

APPLI CATI ON
APPL| CATI ON_COVPONENT

APPLI CATI ON_COVPONENT _NCDE
APPLI CATI ON_CONFI GURATI ON
APPLI CATI ON_DI AGNOSTI C_DATA
ASYNC_TRANSACTI ON_CONFI G
BACKEND_DI SCOVERY_CONFI G
BUSI NESS_TRANSACTI ON

BUSI NESS_TRANSACTI ON_CONFI G
BUSI NESS_TRANSACTI ON_GROUP
CALL_GRAPH_CONFI GURATI ON
CUSTOM ACTI ON

CUSTOM CACHE_CONFI GURATI ON

CUSTOM EMAI L_ACTI ON_PLAN_CONFI G

CUSTOM EXI T_POI NT_DEFI NI TI ON

CUSTOM MATCH PO NT_DEFI NI TI ON

DASHBOARD
DI AGNGSTI C_SESSI ON_ACTI ON
DOT_NET_ERROR_CONFI GURATI ON
EMAI L_ACTI ON

ERROR_CONFI GURATI ON
EUM_CONFI GURATI ON
EVENT_REACTOR

GLOBAL_CONFI GURATI ON

GROUP
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HTTP_REQUEST_ACTI ON
HTTP_REQUEST_ACTI ON_MEDI A_TYPE_CONFI G
HTTP_REQUEST_ACTI ON_PLAN_CONFI G
HTTP_REQUEST_DATA_GATHERER CONFI G
I NFO_POI NT

JI RA_ACTI ON

JMX_CONFI G

MEMORY_CONFI GURATI ON

METRI C_BASELI NE

MOBI LE_APPLI CATI ON
NODEJS_ERROR_CONFI GURATI ON

NOTI FI CATI ON_CONFI G

OBJECT_| NSTANCE_TRACKI NG
PHP_ERROR_CONFI GURATI ON
PQJO_DATA GATHERER CONFI G

POLI CY

PYTHON_ERROR_CONFI GURATI ON

RULE

RUN_LOCAL_SCRI PT_ACTI ON
SCHEDULED_REPCRT

SERVI CE_ENDPOI NT_DEFI NI TI ON
SERVI CE_ENDPOI NT_MATCH_CONFI G
SNMB_ACTI ON
SQL_DATA_GATHERER CONFI G
THREAD_DUNMP_ACTI ON

TRANSACTI ON_MATCH_POI NT_CONFI G
USER

WORKFLOW

WORKFLOW ACTI ON
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@ The Audit report now supports Application Name for the above entities when applicable.

Supported Audit Actions

Below is the list of actions supported in auditing.

@ Note that not all of these actions are supported for all of the Audit Entries in the table above.

ACCOUNT_REENABLED
ACCOUNT_ROLE_ADD_PERM SSI ON
ACCOUNT_ROLE_REMOVE_PERM SSI ON
ACKNONLEDGE_GDPR_DATA_PRI VACY
ANOVALY_DETECTI ON_CONFI G_CHANGED
FLOW | CON_MOVED
GROUP_ADD_ACCOUNT_ROLE
GROUP_REMOVE_ACCOUNT_ROLE
LDAP_CONFI G_CREATED

LDAP_CONFI G_DELETED

LDAP_CONFI G_UPDATED
LOG_LEVEL_CHANGED

LOG N

LOG N_FAI LED

LOGOUT

LOGQUT_FAI LED

OBJECT_CREATED

OBJECT_DELETED

OBJECT_UPDATED

SAM._AUTHENTI CATI ON_CONFI G_CREATED
SAM._AUTHENTI CATI ON_CONFI G_DELETED
SAM._AUTHENTI CATI ON_CONFI G_UPDATED
USER_ADD_ACCOUNT_ROLE
USER_ADD_TO_GROUP

USER_EMAI L_CHANGED
USER_PASSWORD_CHANGED
USER_PASSWORD_RESET
USER_PASSWORD_RESET_COMPLETED
USER_REMOVE_ACCOUNT_ROLE

USER REMOVE_FROM GROUP
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Troubleshoot Controller Issues

This page provides troubleshooting information for issues that may arise during Controller installation and operation.

Controller Server Log

The primary log file for the Controller at the following location:

<control |l er_home>/| ogs/ server. | og

The first step in troubleshooting Controller issues typically involves checking the log file. Search the log for errors that may correspond to the issue you are
encountering. If found, an error log may help you identify and resolve the issue.

Also, see installation troubleshooting information in Custom Install.

Identify Controller Performance Issues

The following are indications of Controller performance issues:

1. The Controller Ul performs slowly. For short time ranges, such as 15 or 30 minutes, responses that take longer than 10 to 20 seconds can
indicate that your Controller is under stress.

2. When the Controller's metric reporting lags 7 to 10 minutes behind the current time, it can be an indication that your Controller is under stress. A
lag of about 3 to 5 minutes is normal.

3. When monitoring the Controller environment, you see that CPU, memory, and disk metrics are at about 75% capacity.

If you observe degradation in Controller performance, it may be due to one of the following:

® The hardware resources for the Controller might not match the correct Controller profile.
® The Controller performance profile may be incorrectly configured.

To troubleshoot Controller performance issues:

1. Confirm that the hardware matches the Controller profile you use. For details see Controller System Requirements.
2. Confirm that your disk performance matches the recommended thresholds for minimum disk performance. For details see Controller System
Requirements.
3. Confirm that the Java SDK version is exactly the same as the Java version on the Controller. To display the version of Java used by the
Controller:
® Open the command-line utility.
® Goto<Controller_lInstallation_Directory>/jre/bin
® Runjava -version.

Monitor heap usage

® On Windows, use the Task Manager to measure the memory usage for the Controller.
® On Linux, use the top command to get statistics for the memory data.

ps -elf (expect to see a "java" process and a "nysqgl" process)

top (expect to see java and nysqgl with cpu greater then 0)

Timeout errors during Controller installation

While installing the Controller, the Enterprise Console attempts to start up the Controller application server and database. At first database startup, the
application attempts to create the database schema, tables, and other artifacts needed by the Controller.

By default, the Enterprise Console waits 45 minutes for the Controller app server or database to start. When installing a medium or large profile Controller
or into certain types of environments such as virtual machines, the time it takes to start up the system can exceed the default startup timeout period.
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Controller does not start properly on Windows

Your Controller may not be starting due to file extensions of transaction logs created by Glassfish. Excluding the Controller data directory from being
scanned by virus scanners as specified on Prepare Windows for the Controller does not account for these extent files found in the <AppDynami csl nst al
I >\ Controll er\appserver\gl assfi sh\ domai ns\ donai n1\ | ogs\ ser ver\t x directory. When your antivirus detects these extensions, such as
WRY, it may mistakenly stop the process of using these files so the Controller ultimately does not start.

These transaction logs are used to recover any failed Glassfish transactions, so deleting these logs on startup is not advised. Instead, configure your virus
scanners to ignore the entire Controller directory.

No data in the Metrics Browser

This may indicate that the agents are not correctly configured. Begin troubleshooting by looking at the ser ver . | og file.

All log files for Controller are located in the <Control | er _I nstal | ati on_Di rect ory>/1 ogs folder.

Error Message Solution
Error receiving metrics (node not This error means the app agent tried to upload metric data for a specific node, but the node does not belong to
properly modeled yet: Could not find any tier. Nodes must belong to tiers and these tiers must belong to a business application in order to receive
component for node. metric data for that node. See Overview of Application Monitoring.

Received Metric Registration request This error indicates that the Controller received a registration request for metrics for a Machine Agent that
for a machine that is NOT registered listed a machine ID not yet associated with any node. Configure the Machine Agent to associate with the
to any nodes. Sending back null! correct application, tier, and node. See Install the Machine Agent.

Agent upload blocked, as its reporting = The App Agents attempt to report metric data using Controller time. The agents retrieve the time from the
a time well into the future. Controller every five minutes and report times using a skew of the local machine time, if different.

If for some reason the App Agent reports metrics that are time-stamped ahead of the Controller time, the
Controller rejects the metrics. To avoid this event, ensure that the system times for the machine on which the
Controller is running and the machines for the app agents are in synchronization.

Controller shutdown does not increase free memory on Linux

You do not generally need to be concerned about the "free memory" value, as it will always trend towards zero. The Linux kernel tries to keep its cache as
large as possible. As a result, the Linux kernel does not release the memory even after process termination. The memory is freed only if it is required by
another process.

Controller process unexpectedly shut down

On Linux, memory allocation failures may cause the Controller process to be shut down unexpectedly by the Linux Out-of-Memory (OOM) Killer. The
Controller log, ser ver. | og, does not provide information about the shutdown. Instead, to diagnose this event, check the system log (usually / var /| og

| messages) for "out of memory" entries written by the OOM Kkiller, for example, as follows:

grep -i "Qut of nenory" /var/log/ messages

If you encounter this log entry, make sure that you have allocated sufficient swap space on the Controller machine. AppDynamics recommends allocating
a minimum of 10 GB of swap space.

Controller server swapping too often

If you encounter unexpected swapping on the Controller machine, you can configure how aggressive the operating system swaps by configuring the swapp
i ness parameter. The swappi ness parameter controls how often the Linux kernel moves processes out of physical memory and onto the swap

disk. The default value for the parameter is usually 60. When you decrease the value, you lower the tendency of the operating system to swap. This
results in less default file caching.

See the documentation for your Linux distribution for recommendations on the value for the swappi ness parameter. For example, RedHat recommends
setting swappiness to 10 for CentOS and RedHat kernels version 2.6.32-303 or later if you encounter OOM issues even though swap space is still
available.

Before you configure the swappi ness parameter though, ensure that the machine has sufficient RAM and that the buffer pool size for MySQL is properly
configured.
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To configure swappiness

1. Check the current value for swappi ness.

/ sbin/sysctl -a | grep swappi ness

2. Set the swappi ness parameter.

For example, add the following line to set the swappi ness parameter to 10.

echo 10 > /proc/sys/vnl swappi ness

3. Set the swappi ness parameter in the / et c/ sysct| . conf file to the same value you used in step 2.

For example, add the following line to the / et ¢/ sysct 1. conf file:

vm swappi ness = 10

Could not determine the IP address of this host error during installation

During the installation process, the Enterprise Console attempts to ping the Controller by the hostname or IP address you enter. If the ping is unsuccessful
during the user input validation, the following error message appears: "Could not determine the IP address of this host. Please ensure that the IP address
of the Controller host resolves to its hostname or to localhost. You may need to add an entry in the hosts file on the Controller host and retry the
operation.”

To make the hostname resolvable, add an entry for it to the hosts file on the machine on which you are installing the Controller. On Linux, the hosts file is
typically at / et ¢/ host s. On Windows, look for the file at the following location, C: \ W ndows\ Syst en82\ Dri ver s\ et c\ host s, or the location
appropriate for your version of Windows.

Add the entry in the form of the following example:

127.0.0.1 | ocal host myhost nane

Use the IP address and hostnames appropriate for your system.

For example, the following shows the entry added as the third line of the default RedHat hosts file:

127.0.0.1 | ocal host. | ocal donmai n | ocal host
1 | ocal host 6. | ocal dormai n6 | ocal host 6
198. 51. 100. 2 nmyhost nyhost. exanpl e. org

Controller Cannot Connect to the MySQL Database

The following exception message in server.log file indicates that the Controller cannot connect to its embedded database.

*Server |og exception:* "Caused by: java.net.Connect Exception: Connection refused"

If you encounter this error, verify that the Controller database is running properly. On Linux, you can do so using one of the following commands:

Linux Windows Description

| sof -i:3388 Syslinternals Process Explorer, will provide a list of files List open files opened by process with pid 3388.
opened by process with pid 3388.

netstat -anp | netstat -ano | find "3388" List all networking ports opened by process with pid 3388.
grep 3388
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ps -aef | grep tasklist /v | find "nysql" Lists all processes and then checks if the process with name
nysql "mysql" is active and alive.

If no processes are found, it indicates that the Controller database was incorrectly terminated. Start the Controller database again and verify the Controller
server . | og file for any error messages.

Stack overflow exception when installing the Controller installation on Windows

This exception is usually caused when you set the - Xss option to a lower value. We recommend changing this value to 96000.

Triggering automatic collection of Controller logs
Use the following console commands to trigger automatic capture of Controller log files:

® On Linux, run:

bi n/ pl atform adm n.sh submt-job --platformnanme test --service controller --job retrieve-Ilog

® On Windows, open an elevated command prompt (in the Windows start menu, right-click the Command Prompt icon and choose Run as
Administrator) and run:

bi n/platformadnmi n.exe cli submit-job --platformnanme test --service controller --job retrieve-Ilog

The logs will be copied in the Enterprise Console host under pl at f or m adni n/ | ogs- control | er- <pl at f or m nane>- <dat e-ti ne-
st anp>. zi p.

See Platform Log Files to learn how to manage your Controller logs.

Collecting Troubleshooting Information for the Controller

If opening a support case for Controller troubleshooting, you can facilitate the diagnosis of the problem by providing the following information:

® Submit all pl at f orm admi n/ 1 ogs/ * and pl at f orm admi n/ | ogs-control |l er-*. zi p, in particular the ser ver . | og files. You can also
use the log file utility described in Triggering automatic collection of Controller logs to collect logs.

® [f the Controller runs out of memory, it generates a heap dump. Submit all files in <cont r ol | er _home>/ appser ver/ gl assfi sh/ domai ns
/ domai n1/ confi g/ hprof .

® Submit all <control | er _hone>/ appserver/ gl assfi sh/ domai ns/ donai n1/ confi g/ gc. | og files.

® Submit information about the hardware and operating system configuration of the machine that is currently hosting the Controller, including
operating system, bit version, CPU cores, clock speed, disk configuration, and RAM.

® [ndicate the Performance profile of Controller. Run the controller diagnosis command which captures the information in pl at f or m adm n-
server. | og:

Refer to the Controller diagnostic data in the pl at f or m admi n- server. | og. See a sample Controller diagnostic data on Manage a High
Availability Deployment page.

Issues Generating Audit Reports Immediately after Upgrading the Controller to 4.5
When the Controller upgrade is complete, audit reports may not work immediately. The audit database table is getting migrated only after the upgrade
process and the migration takes at least an hour to complete. If audit reports are run before completing the migration process, audit table migration

messages are logged in the server . | og file.

No actions are required, try running the audit reports again after an hour.
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Controller Dump Files

The following steps describe how to collect troubleshooting information for your Controller. You may be requested for the information when troubleshooting
with the AppDynamics support team.

Get Heap and Histogram Dump Files
It is recommended that you install JDK on your system before using the following commands.

® Getthe process id of the Controller to use in subsequent commands.

ps -ef | grep java

® Get the heap dump before garbage collection using the following command:

<j ava-jdk-install-dir>/bin/jmap -dunp:format=Db, fil e=heap_before_live.bin <Controller_pid>

® Get the histogram before garbage collection using the following command:

<java-jdk-install-dir>/bin/jmap -histo <Controller_pid> | head -200 > histo_before_|ive.txt

® Get the histogram after garbage collection using the following command:

<java-jdk-install-dir>/bin/jmap -histo:live <Controller_pid>| head -200 > histo_after_live.txt

Take Four Thread Dumps at Three Second Intervals

® Using the Controller process ID, execute the following command:

kill -3 <Controller_pid>

® Savethe <Controller_Installation_Directory>/ appserver/ gl assfi sh/ domai ns/ domai n1/1o0gs/jvm | og file.

Send the Files to the AppDynamics Support Team

If asked to provide the information to the AppDynamics support team, send the following files generated by these steps:

® heap_before_live.bin
® histo_before_live.txt
® histo_after_live.txt

® jvmlog
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Controller Component Versions

This page describes how to check version information and the version of bundled components. This information is useful when troubleshooting the system
or performing other administrative tasks.

1 AppDynamics maintains and updates the bundled components as part of the AppDynamics platform. Do not attempt to upgrade a bundled
component independently of the platform upgrade procedure.

Controller Version
You can retrieve the Controller version in two ways:

1. From the AppDynamics Ul:

a. Click the Settings'b.
b. Select About AppDynamics.
c. Note the Controller build number.
2. From the command line of the Controller machine:
a. Access the README. t xt file located in the Controller home directory.

Bundled Glassfish Server Version

The Glassfish server is installed in <cont r ol | er _honme>/ appser ver.

The Glassfish server version is Glassfish 4.1.1.

Bundled MySQL Database Version

The AppDynamics Controller uses MySQL as its default database, where it stores configuration data, metrics data, transaction snapshot data and events,
and the history of incidents that occurred (both resolved and unresolved incidents are stored). The MySQL database files are installed in <control | er _h
ome>/ db by default.

The latest AppDynamics release bundles MySQL version 5.7.34.

Check MySQL Version

To check what your MySQL version is in your Controller, you can run the following command:

<control |l er_honme>/bin/controller.sh |ogin-db
sel ect version();

Upgrade MySQL Version

Optionally, after you install or upgrade the Controller, you can upgrade the MySQL version with the Enterprise Console. Note that you cannot reverse this
process.

@ A newly installed 4.5 Controller packages and uses MySQL 5.7. However, a Controller that is upgraded to 4.5 from a previous version where
MySQL 5.5 is used, will also use version 5.5.

You can upgrade the MySQL version on the Controller page in the GUI or with the following command:

Bundled Java Version
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The Controller bundles and uses Java Runtime Environment 8.54.0.22.

Enterprise Console Version

Run the command in the <Ent er pri se Consol e installation directory>/platform adnm n to check the version:

Other Component Versions

See Legal Notices for the latest components included in the AppDynamics products and modules.
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Upgrade the Controller Using the Enterprise Console

Related pages:

® Controlle
® Upgrade
® Upgrade

r Data Backup and Restore
a Single Controller
an HA Pair

You can upgrade a Controller instance using the Enterprise Console. The Enterprise Console simplifies the upgrade process by allowing you to discover

and upgrade singl

e Controllers and HA-pairs.

About the Upgrade

Befor

The Enterprise Console supports standalone and HA-pair Controller upgrades. Use the following table to determine your course of action
based on your circumstances:

If your current Controller Controller version you want to Actions to take...
version is... upgrade to...
>= 21.X Controller version 21.x or the latest 1. Access the downloads portal to download the
version Controller version.
2. Use the Controller installer and upgrade the
Controller.

You can choose which version you would like to upgrade the Controller to as long as the Enterprise Console is aware of that version.
This means that you can upgrade the Controller to any intermediate version or to the latest version as long as the Enterprise Console
installer has been run for those versions. However, you cannot upgrade the Controller to an older version.

If you have a license for the older version, the license should work when upgrading the Controller to a new version. However, if you have
a temporary license for the old version and now have a new license, the new license will not work on the old Controller. In this case, you
should upgrade the Controller to the latest version before applying the license.

An upgrade results in Controller downtime, but it is not necessary to stop agents during the Controller upgrade.

The Enterprise Console expects a . passwor df i | e file to be present in the Controller home directory. The Enterprise Console reads
this password and validates it against the Controller. Once the upgrade is complete, the Enterprise Console removes the file, and stores
the password in its encrypted database.

1 If you change the Glassfish Admin Password manually, you also need to update it in the Enterprise Console Controller
Settings.

e Upgrading

Before you start upgrading the Controller, make sure that you are using the correct update order.

Review the latest Release Notes and the release notes for any intermediate versions between the current version of your instance and
the version you are targeting to learn about issues and enhancements in those releases.

Check the most recent Controller System Requirements and Troubleshoot Controller Issues to review your Controller's current workload
and determine whether you need to change your performance profile and increase your hardware resources, if necessary.

@ You may change your Controller profile on the Platform Configurations pages of the Enterprise Console GUI, either before or
after you upgrade your Controller. This process is not reversible, and you cannot move from a larger to a smaller profile size.

Check the Controller's database.log for any errors. You can find the log at <cont r ol | er _hone>/ db/ | ogs/ dat abase. | og. There
should not be any | nnoDB: Er r or lines in the log. If any errors are found, please reach out to AppDynamics Support before attempting
the upgrade. Upgrading the Controller with a corrupt database may put the Controller in a bad state, with high recovery time.

If you changed any Glassfish settings that are not JVM options, note your changes. You may need to configure them after an upgrade.
The Enterprise Console recognizes and retains many common customizations to the domain.xml, db.cnf, and other configuration files,
but is not guaranteed to retain them all. If you have made manual configuration changes to the files, verify the configuration after
updating. See Retaining Configuration Changes to learn how to preserve changes.

If you uninstall the Enterprise Console that was previously managing the Controller and use a new Enterprise Console instance to
discover and upgrade the Controller, you need to first manually create the . passwor df i | e file in order for the Enterprise Console to
continue with the discover and upgrade process. You can create the file in the Controller home directory, and add the AS_ADM N_PASSW
ORD=<cont rol | er Root User Passwor d> value in it.
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® When performing an upgrade while enabling HTTPS, check that the hostname does not start with a digit. The upgrade will fail if the

Enterprise Console hostname starts with a digit due to a JDK limitation with the DNS name in CN/SAN.
® Back up the existing Controller following the steps in the next section.

Back up the Existing Controller

The Enterprise Console retains agent data, reports, configuration, and other types of data through an upgrade, including a copy of commonly
modified configuration files under <cont r ol | er _hone>/ backup. Nevertheless, to mitigate the risk of data loss in the event of an unexpected
failure, be sure to back up the existing installation directory before applying an upgrade to the Controller.

@ The Enterprise Console does not back up MySQL data. You need to back up the data before upgrading standalone installations.

If the upgrade does not finish successfully for any reason, see Troubleshooting the Upgrade for more information.

To back up the Controller instance
1. Stop the Controller application server and database.
® For Linux, run:

pl atf orm admi n. sh stop-controll er-appserver

® For Windows, run:

pl atform adnin. exe cli stop-controller-appserver --wth-db

2. Back up the Controller home by copying the entire Controller home directory to a backup location. Note the following points:
® |f the data home for the Controller is not under the Controller directory, be sure to back up the database directory as well.
® [fit's not possible to back up the entire data set, you can selectively back up the most important tables. Use the Metadata
Backup SQL script described and attached to the Controller Data Backup and Restore page.
3. Restart your Controller after completing the backup and before upgrading.

After Upgrading
® |f you have configured settings in the dormai n. xm file, db. cnf or other configuration files manually or by using the Glassfish asadni n
utility, verify those changes in the configuration files or Controller Configurations page of the GUI after the upgrade and re-apply any
customizations that were not preserved. The Enterprise Console preserves several recommended customizations. After the upgrade,
you can find backup copies of common configuration files in the <cont r ol | er _home>/ backup directory.
® As an optional step, your MySQL version can be upgraded after you upgrade the Controller, through the Enterprise Console GUI or by
using the mysql - upgr ade job. See Bundled MySQL Database Version for more information.

Troubleshooting the Upgrade

If the upgrade does not succeed for any reason, the Enterprise Console does not roll back changes on disk. This gives you an opportunity to
diagnose and troubleshoot the issue before reattempting the installation or upgrade.

To troubleshoot the issue, check the installation log at pl at f or m admi n/ | ogs/ pl at f or m admi n- server. | og. The Controller server. | og f
ile may contain additional information.

Resuming from Checkpoint

The Enterprise Console provides a feature to resume the upgrade from the last point of failure (checkpoint). The application creates a checkpoint
at several stages during installation. If the installation fails, resuming from checkpoint would skip all the prior successfully completed stages and
restart the installation from the beginning of the specific stage where the last point of failure occurred.

You can also resume a failed Controller job from the CLI by passing the flag useCheckpoi nt =t r ue as an argument after - - ar gs in your

command.

If for some reason, the upgrade from the last checkpoint is not successful, you may retry the upgrade from the beginning. Simply click R
etry instead of Resume from the checkpoint. However, please note that retrying from the beginning after a failed upgrade may
overwrite your customizations to db. cnf and domai n. xmi .
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Timing Out

A common upgrade issue involves the upgrade process timing out. The Enterprise Console attempts to restart the Controller and database after
applying an update or installation. For large databases and depending on the system resources, this can take a considerable amount of time. If
the Enterprise Console cannot finish starting up the Controller within a set time-out period (30 minutes by default), the operation will fail.

You can increase the default time out period for system startup. The timeouts are defined in pl at f or m admi n/ ar chi ves/ control | er
/ <ver si on>/ pl aybooks/ control | er. groovy. You can update the control  er Start RetryTi meout = 10 * 60 seconds = 10
m nut es, and then retry the upgrade from the checkpoint.

@ When the Controller upgrade is complete, audit reports may not work immediately. The audit database table is getting migrated only
after the upgrade process and the migration takes at least an hour to complete. If audit reports are run before completing the migration
process, audit table migration messages are logged in the server.log file. No actions are required, try running the audit reports again
after an hour.
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Upgrade a Single Controller

Related pages:

® Controller Data Backup and Restore
® Upgrade the Controller Using the Enterprise Console

You can use the Enterprise Console to onboard and upgrade a single node Controller instance. The Custom Install Discover & Upgrade option in the
GUI allows you to create a platform and discover a Controller.

Alternatively, if you have already created a platform, you must add credentials and hosts to the platform before you can perform discovery.

Then, discover the Controller on the page. Discovering a Controller means that the Enterprise Console learns about your existing Controller deployment,
such as profile, tenancy mode, existing domain configuration, and database configuration. This information is used to perform an upgrade.

About the Upgrade

The Enterprise Console supports Controller upgrades (standalone and HA-pair) starting from 20.2 and higher, to the latest version. Use the following table
to determine your course of action based on your circumstances:

If your current Controller Controller version you want Actions to take...
version is... to upgrade to...
Equal to version 20.2 or Controller version 20.2 or the
later latest version 1. Access the downloads portal to download the Controller version.

2. Use the Enterprise Console to upgrade from your existing Controller version
to the Controller version you want.

Upgrade the Controller Using GUI
If there is a Controller upgrade available, you can begin the upgrade process either on the Custom Install or Controller page in the GUI.

@ Ensure that the Controller and database are running prior to the upgrade. The Enterprise Console validates the database root password and
Controller root passwords provided during the upgrade.

Upgrade the Controller from 20.x to Latest
To upgrade the Controller from 20.x to the latest version, you can use the Upgrade Controller feature:

1. Check that you have fulfilled the Enterprise Console prerequisites before starting.
2. Upgrade the Enterprise Console to the latest version.
3. Open a browser and navigate to the GUI:

http(s)://<host name>: <port >

9191 is the default port.
. Navigate to the Controller page of the platform.
. Select the Controller host you would like to upgrade.
. Select Upgrade Controller.
. Select an available Target Version from the dropdown.

~NOo oA

The list is populated by versions that the Enterprise Console is aware of. Of those versions, the list will only show versions that are the
same or greater than the current Controller version.

8. Enter the required passwords and select Submit.

Confidential: Beta Release Copyright © AppDynamics 2021 | Page 1


https://accounts.appdynamics.com/downloads

\) APPDYNAMICS

part of Cisco
Upgrade the Controller Using CLI

If there is a Controller upgrade available, you can begin the upgrade process using the application CLI.

@ Ensure that the Controller and database are running prior to the upgrade. The Enterprise Console validates the database root password and
Controller root passwords provided during the upgrade.

Upgrade the Controller from 20.x to Latest
Upgrades from 20.x to the latest version can be performed on the Controller page of the Enterprise Console or with the following commands:

1. Upgrade the Enterprise Console to the latest version.
2. Navigate to the <Ent er pri se Consol e home directory>/platformadnm n directory.
3. If it has been more than one day since your last session, you will have to log in with the following command:

bi n/ pl atform adni n.sh | ogin --user-name <adni n_usernane> --password <adm n_passwor d>

4. Apply the upgrade to the Controller with the following command:

If your upgrade fails, you can resume by passing the flag useCheckpoi nt =t r ue as an argument after - - ar gs.

How to Reset the Database User Password

You can customize the database user password. However, if you are upgrading your system, you may have forgotten the password. How you reset the
database user password depends on whether the Enterprise Console has discovered the Controller.

If the Enterprise Console has discovered the Controller
Use the Enterprise Console CLI commands to:

1. Log in to the Enterprise Console.

pl atf orm admi n/ bi n/ pl atform adnmi n.sh 1 ogin --user-name adm n --password EC_GUl _PASSWORD

Replace EC_GUI _PASSWORD with your actual value.
2. Reset the database user password.

pl at f orm adni n/ bi n/ pl at f orm admi n. sh subnmit-job --platformname <platformnane> --service controller --
j ob updat e- passwords --args newDat abaseUser Passwor d=<passwor d>

Replace <pl at f or m_name> and <passwor d> with your actual values.

As a result, an Enterprise Console job is generated where you can verify the success of the password reset.

If the Enterprise Console has NOT discovered the Controller

Downtime is required to change the Controller Database user password. If you have installed a Controller HA pair, you must disable auto-
failover to avoid an accidental failover while changing the password. For more details, refer to the Automatic Failover section.

1. Log in to the database as the root user by running the following command:

./mysqgl --user=root -p --host=127.0.0.1 --port=3388 --protocol =TCP

2. Execute the following queries, replacing <new_passwor d_her e> before executing the query.

updat e nysql . user set authentication_string=password('<new password_here>'") where user |ike
‘controller%; flush privileges; quit;

3. Verify the login by running the following command in the <cont r ol | er _home>/ db/ bi n directory:
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./mysqgl -u controller -p -P 3388 -h 127.0.0.1

4. Update the password alias by using the below command in the <cont r ol | er _hone>/ appser ver/ gl assfi sh/ bi n directory:

./ asadm n updat e- password-al i as control |l er-db-password

Enter the user name as admin, the admin password as Controller root user password, and the alias password as the Controller Database user
password.

1 Inthe case of a Controller HA pair, follow steps 1-3 on the secondary controller server. Then, copy the file domai n- passwor ds found
at <control | er_hone>/ appserver/ gl assfi sh/ domai ns/ donmai n1/ confi g from the primary to the secondary controller
server.

5. Restart the Appserver.
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Upgrade an HA Pair

Related pages:
® Upgrade the Controller Using the Enterprise Console
® Controller High Availability
® Controller Data Backup and Restore

You can use the Enterprise Console to onboard and upgrade an HA Controller pair. For HA pairs that are not managed by the Enterprise Console, use the
discover and upgrade option; for HA pairs that are managed by the Enterprise Console, you must use the upgrade option.

This topic describes:
® Upgrade method benefits

® Available upgrade methods
® How to shut down the HA Toolkit (HATK) implementation

Upgrade Method Benefits
The upgrade method enables you to:

* Perform a set of pre-upgrade validations. A summary of validation errors is provided to you before you modify the system's state.
® Quickly restore the older Controller version from the preserved secondary version in case of any upgrade issues. As you upgrade the primary
server, the secondary server is isolated, thereby providing you a backup from which to quickly restore the service.

Available Upgrade Methods

Use the CLI, or follow a step-by-step Upgrade wizard that guides you through the Ul, to perform the upgrade.

Use the CLI Method to Upgrade

You can use the CLI to upgrade the HA Controller pair. For more details, select upgrade using the CLI.

Use the Upgrade Wizard Method to Upgrade

You can use the Upgrade Wizard to follow a step-by-step procedure that guides you through the Ul to perform the upgrade. For more details, select upgrad
e using the Upgrade Wizard.

Shut Down the HA Toolkit (HATK) Implementation

Before you start the Controller HA upgrade from a pre-Enterprise Console deployment, you must first shut down the watchdog and assassin processes.
This is only required if you have installed the HA Toolkit previously.

To shut down the HA Toolkit implementation:

® |f the Controller services are installed with privilege escalation using setups option (-c option in install-init.sh) then running the following command
on the secondary will stop the secondary appserver, watchdog, and assassin.

/ sbi n/ appdservi ce appdcontrol |l er stop

or
® |f the Controller services are installed with privilege escalation using sudoers option (- s optionini nst al | -i ni t. sh) then running the following
command on the secondary will stop the secondary appserver, watchdog, and assassin.

sudo /shin/service appdcontroller stop
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To check if the appserver, watchdog, and assassin stopped on the secondary, you can use the following commands based on the privilege escalation
method used to install the Controller services:

/ sbi n/ appdservi ce appdcontrol|ler status

or

sudo /shin/service appdcontroller status

For both stopping and checking the statuses, if you do not remember the privilege escalation method used to install services, then you can use both
variants, one after the other, in any order.
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Upgrade the HA Controller Pair Using the CLI

@ If are using the HA ToolKit (HATK) and made any customizations to it, AppDynamics recommends that you review your particular situation and
determine if you should proceed with the migration. For more details, see HA module in the Enterprise Console.

1 Steps 1 through 3 consist of different procedures depending on your HA Controller pair deployment:

® Follow Option 1 - Discover and Upgrade for deployments that are not managed by the Enterprise Console.
Use the discover and upgrade job to onboard your HA Controller pair to the Enterprise Console before upgrading the primary
Controller.

® Follow Option 2 - Upgrade for HA pair deployments that are managed by the Enterprise Console.
Use the upgrade option to upgrade your primary Controller managed by the current Enterprise Console instance.

To upgrade using the CLI:

Step 1: Prepare the Upgrade

Step 2: Perform a Failover and Check the HA Pair State
Step 3: Upgrade the Primary Controller

Step 4: Verify the Primary Upgrade

Step 5: Upgrade the Secondary Controller

Step 6: Verify the Secondary Upgrade

Step 1: Prepare the Upgrade

Step 2: Perform a Failover and Check the HA Pair State

To begin the upgrade, perform a failover to the secondary Controller. Since the primary Controller is known to be working, this provides a stable
configuration to fail back to in case of upgrade issues.

To perform a failover and check the HA pair state:

Step 3: Upgrade the Primary Controller
You can upgrade the primary Controller using one of the following commands:

See Troubleshooting the Upgrade if the primary upgrade fails.

Step 4: Verify the Primary Upgrade

A primary upgrade success message displays if the upgrade is successful. However, AppDynamics recommends that you perform your own in-house
verification on the Controller before proceeding to the secondary upgrade. For example, you can check that your agents are continuing to report to your
Controller.

The following describes the expected state in the Enterprise Console.

Run the following commands on the Enterprise Console host:

bi n/platformadni n.sh list-platformservice --platformnane <nane_of _the_pl atfornme

The desired outputis Control | er: pri mary_upgraded.

bi n/ pl atformadnmin.sh |ist-node --service controller --platformnane <nanme_of _t he_pl atforne
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The output will display the host versions.

Sample Output

Avai |l abl e nodes in the controller service:
Controller: role Primary, host 172.12.0.1, version 4.5.5.0, state running
MySQ.: role Primary, host 172.12.0.1, version 5.7.24 state running
Controller: role Secondary, host 172.12.0.2, version 4.5.0.2, state stopped
MySQL: rol e Secondary, host 172.12.0.2, version 5.7.21, state running

Check that all hosts show the new versions, that the Controller is running on the primary and stopped on the secondary, and that MySQL is running on
both hosts. If you are not satisfied with the upgrade, see Verify the Primary Upgrade is Unsatisfactory.

Step 5: Upgrade the Secondary Controller

To upgrade the secondary Controller, run the the upgr ade- secondar y command on the Enterprise Console host:

bi n/ pl atf orm admi n. sh submt-job --service controller --job upgrade-secondary --platformnane
<nane_of _the_platfornk --args controll er Root User Passwor d=<control | er _root _password>
nysql Root Passwor d=<nysql _r oot _passwor d>

If the secondary Controller upgrade fails, see Upgrade the Secondary Controller Fails for possible recovery options.

Step 6: Verify the Secondary Upgrade

A secondary upgrade success message displays if the upgrade is successful. However, AppDynamics recommends that you perform your own in-house
verification on the Controller before completing the upgrade.

The following describes the expected state in the Enterprise Console.

Run the following commands on the Enterprise Console host:

bi n/platformadni n.sh list-platformservice --platformnane <nane_of _the_pl atfornme

The desired output is "Controller: provisioned".

bi n/ pl at form adni n. sh i st-node --service controller --platformname <nane_of _the_pl atfornme

The output will display the host versions.

Sample Output

Avai |l abl e nodes in the controller service:
Controller: role Primary, host 172.12.0.1, version 4.5.5.0, state running
MySQ.: role Primary, host 172.12.0.1, version 5.7.24 state running
Controller: role Secondary, host 172.12.0.2, version 4.5.5.0, state stopped
MySQ.: role Secondary, host 172.12.0.2, version 5.7.24, state running

Ensure that the secondary host version has been upgraded. Also, the primary should be in a running state, while the secondary Controller appserver
should remain stopped. However, its MySQL process should be running.

Troubleshooting the Upgrade

Failover Issues

If you experience failover issues before upgrading, determine the condition of the secondary Controller. You may need to fix a broken secondary Controller
before you attempt an upgrade.
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The Primary Controller Upgrade Fails

Verify the Primary Upgrade is Unsatisfactory

If the primary upgrade succeeded, but you discovered problems during manual verification, you can roll back the upgrade by performing a failover and
rebuilding the secondary.

If the downtime maintenance window is closing, you need to restore the older deployment version and service. Due to the recently performed failover, the

current secondary host is a known-good host because it had been functioning as the primary host. You can quickly restore service by failing over to it, and
then repairing the host (which experienced the failed upgrade) by rebuilding it as a secondary host.

From the Enterprise Console host:

1. Enter the ha- f ai | over command to revert the primary host to the older version:

bi n/ pl at f orm adni n. sh submt-job --service controller --job ha-failover --platformnane
<nane_of _the_platforn> --args forceFail over=true

2. Enterthei ncrenental -replicati on command to reduce downtime. When dealing with large data, this is recommended because replication
time and downtime depend on data size.

bi n/ pl at form admi n. sh submt-job --service controller --job incremental -replication --platformnanme
<nane_of _the_pl atforn»

3. Enterthe finalize-replicati oncommand to rebuild the secondary host:

bi n/ pl at form adnmi n. sh submt-job --service controller --job finalize-replication --platformnane
<nane_of _t he_pl at f or n»

Upgrade the Secondary Controller Fails

If you receive the following error confirming a failed secondary upgrade:

Controll er: secondary_upgrade_error

You can try the following recovery options:

® Option 1: If the failure is recoverable, you can retry the upgrade by entering the following command on the Enterprise Console host:

bi n/ pl at form adnmi n. sh submt-job --service controller --job upgrade-secondary --platformnane
<nane_of _the_platfornk --args controll er Root User Passwor d=<control | er _root _password>
nysql Root Passwor d=<nysql _r oot _passwor d> useCheckpoi nt =true

® Option 2: If retrying the upgrade does not work, you can run the incremental-replication and finalize-replication jobs. This involves downtime on
the primary. Enter the following commands on the Enterprise Console host:

bi n/ pl atf orm admi n. sh submt-job --service controller --job increnental -replication --platformname
<nane_of _the_pl atforne

bi n/ pl atformadnin.sh submt-job --service controller --job finalize-replication --platformname
<nane_of _the_pl atforne

For more details, see Initiate Controller Database Incremental Replication.
® Option 3: If the machine dies or cannot be fixed by running the incremental-replication and finalize-replication jobs, you can remove the secondary
Controller. This is a unique fix for an uncommon situation. Enter the following command on the Enterprise Console host:

bi n/ pl at form adnmi n. sh submt-job --service controller --job renmove --platformnane
<nane_of _the_platforn> --args entireC uster=fal se renoveBi nari es=true
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@ The flag, removeBinaries=true, is optional. The use of this flag depends on the situation of your deployment.
If renoveBi nari es=f al se then the Enterprise Console forgets the Controller without impacting or uninstalling the Controller.

How to Upgrade the HA Modules Without Upgrading the Controller

Using the Enterprise Console Ul or the CLI, you can upgrade the HA modules without having to upgrade the Controller. When both Controllers are
managed by the Enterprise Console, the HA module is automatically upgraded when you upgrade your HA Controllers.

The following procedure describes an example scenario:

. You are currently running version 4.5.13 of both Enterprise Console and Controller.

. You activate the HA modules.

. You then perform an upgrade only for the Enterprise Console to the latest version (4.5.15 or later).
. You can upgrade the HA modules from either the Enterprise Console Ul or the CLI:

A WN P

® From the Enterprise Console Ul:
a. Log in to the Enterprise Console and access the Controller page.

b. From the More menu, select Upgrade HA Modules.
Q ENTERPRISE CONSOLE Platform: nstall

ER_Platform v Controller (64
F oo Normal http://ec2-52-10-92-133.us-w. Running 0
Health Status External Load Balancer UR DB Replication Status Seconds Behind Master
12 controller Running
Controller Watchdog Status
B EventsService >

Start Controller

Credentials Hostp Role Upgrade MysQL Node Type Node Version %
Start MysQL
Jobs 234216195105 us west 2.comp...  Secondary Stop MysaL Controller 45.17.2438
Retrieve Log
@S c234216-185-105.us-west-2.comp...  Secondary MysQL 5728
Diagnosis
c252-10-92-133.us-west-2.compute...  Primary Controller 45172038
Incremental Replication
€c2.52-10-92-133.us west-2.compute...  Primary Finalize Replication MysQL 5728

HA Failover
Upgrade HA Modules
Start Controller Watchdog

Stop Controller Watchdog
® From the CLI, run the following command on the Enterprise Console host to upgrade the HA modules:

bi n/ pl at form adni n. sh submt-job --job upgrade-ha-nodul es --service controller

The HA modules are upgraded to the latest version without upgrading the Controller. When you upgrade the HA modules, no downtime is required on the
Controller, and all HA settings are preserved.
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Upgrade the HA Controller Pair Using the Upgrade Wizard

You can use the HA Controller Upgrade Wizard once both of your Controllers (primary and secondary) have been onboarded into the Enterprise Console.

@ If are using the HA ToolKit (HATK) and made any customizations to it, AppDynamics recommends that you review your particular situation and
determine if you should proceed with the migration. For more details, see HA module in the Enterprise Console.

1 Upgrading the HA Controller pair consists of different procedures based on your deployment:

® Follow Option 1 - Discover and Upgrade for deployments that are not managed by the Enterprise Console.
Use the discover and upgrade job to onboard your HA Controller pair to the Enterprise Console before upgrading the primary
Controller.

® Follow Option 2 - Upgrade for HA pair deployments that are managed by the Enterprise Console.
Use the upgrade option to upgrade your primary and secondary Controllers managed by the current Enterprise Console instance.

To upgrade using the Upgrade Wizard:

Step 1: Prepare the Upgrade

Step 2: Enter Controller Credentials

Step 3: Perform a Failover

Step 4: Upgrade the Primary Controller

Step 5: Verify the Primary Controller Upgrade
Step 6: Upgrade the Secondary Controller

Step 1: Prepare the Upgrade

Step 2: Enter Controller Credentials

Step 3: Perform a Failover

Step 4: Upgrade the Primary Controller

See Troubleshooting the Upgrade if the primary upgrade fails.

Step 5: Verify the Primary Controller Upgrade

This step pauses the upgrade process and allows you to manually verify the new Controller version.

Before you proceed with upgrading the secondary Controller, AppDynamics recommends that you verify that the Controller is working by
logging in to the Controller and checking that metrics have been received within the last five minutes. If you are not satisfied with the upgrade,
you can roll back to the older version from which you started.

Step 6: Upgrade the Secondary Controller

Troubleshooting the Upgrade
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Fail Over and Rebuild Secondary

This completes rebuilding the current secondary server so both Controllers in the HA pair are now replicating data.

The Secondary Controller Upgrade Fails

When the secondary Controller upgrade fails:
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How to Improve and Optimize Controller Database
Performance

@ The following procedure only applies to those Controllers that have been upgraded from version 4.2.8 or earlier, to a later version. In such
cases, after you upgrade to later version, you may experience performance issues with the Controller database. However, for all new Controller
installations using version 4.2.9 or later, the metric data tables are optimized.

To improve database performance when querying metrics, the primary key used by the metric data tables is read optimized. As a result, the primary key
changes as follows:

From To

ts_min, node/tier/app, metric_id = metric_id, node/tier/app, ts_min

How to Run Database Optimization

You can use the Enterprise Console to run a database optimization job to optimize your database performance. To use this feature:

1. Upgrade your Enterprise Console to the latest version.

2. Upgrade your Controller to the latest version.

3. After the upgrade has completed, for any database table that can be optimized, you can run the database optimization job from the Enterprise
Console.

@ No downtime is required and the database optimization job runs automatically.

Select Start Database Optimization from the Controller page to start a process that runs in the background on your primary Controller host.

QO | ENTERPR

Platform v Controller c

i http://XXXX. XXX
F o Normal ttp running
ealh Satus External URL atabase Optimization Status

2 =
StartController  Stop Controler L

Eve

)|

Node Type Node Version

Controller 45151259
Credentials

Primary. running MysQL 5559

Jobs

Configurations

The process performs several pre-checks to determine if there is enough disk space, and if any other database optimization process is running.
The amount of disk space required is determined by the size of the tables to optimize. Based on the amount of Controller data, the database
optimization job may take several hours to several days to complete.

4. Once all of the tables have been optimized successfully, the database optimization process completes and no longer displays on the page. To
verify that all tables have been optimized, enter and run the following query:
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cd <controller_hone>/bin directory

./controller.sh login-db
nysql >SELECT t abl e_nane
FROM infornation_schema. key_col uim_usage
VWHERE tabl e_nane LIKE 'netricdata%

AND table_nane != "netricdata_mn'
AND tabl e_nanme != 'netricdata_mni n_agg'
AND col um_nane = "ts_mn'

AND ordi nal _position = 1;

If the query returns any results, then those tables have not been optimized.
If the query returns zero records, then all of the tables were optimized successfully.

@ The database optimization job is supported on Linux OS only.

How to Run Database Optimization on a High Availability (HA) Controller Pair
Before you run database optimization on a HA Controller pair, you must ensure that the Controller database replication is in a healthy state.

* |f both of the Controllers are onboarded into Enterprise Console, review the Controller page and note the following fields:

Running 0
DB Replication Status Seconds Behind Master

® |f one of the Controllers is managed by HA toolkit (HATK):
a. Log in to the primary Controller host and enter:

cd <controller_hone>/bin directory

b. Log in to the secondary Controller database and enter:

./controller.sh |ogin-db

c. Enter:

SHOW SLAVE STATUS\ G

This results in the following output:

Seconds_Behi nd_Mast er: $Nunber _Of _Seconds_Behi nd_Mast er

If a non-zero number displays the output for this test, wait until the number changes to zero.

d. After you ensure that replication is working as expected, you can run the database optimization job from the Enterprise Console. Select S
tart Database Optimization from the Controller page to start a process that runs in the background on your primary Controller host.
The process performs several pre-checks to determine if there is enough disk space, and if any other database optimization process is
running. The amount of disk space required is determined by the size of the tables to optimize. Based on the amount of Controller data,
the database optimization job may take several hours to several days to complete.

e. Once all of the tables have been optimized successfully, the database optimization process completes and no longer displays on the
page. To verify that all tables have been optimized, enter and run the following query:
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cd <controller_hone>/bin directory
./controller.sh login-db
nysql >SELECT t abl e_nane
FROM infornation_schema. key_col uim_usage
VWHERE tabl e_nane LIKE 'netricdata%
AND table_nane != "netricdata_mn'
AND table_nanme != '"netricdata_mni n_agg'
AND col um_nane = "ts_mn'
AND ordi nal _position = 1;

If the query returns any results, then those tables have not been optimized.
If the query returns zero records, then all of the tables were optimized successfully.

How to Stop Database Optimization

After the database optimization job has completed successfully, you can stop the process. From the Enterprise Console, select Stop Database
Optimization from the Controller page:

QO ‘ ENTERPRISE CONSOLE

Controller (62

Platform v

running 6 tables can be opti...
Database Optimization Status

hEEp:// XXXX. XXX
External URL

12 controller > ™ ® w
Sar Cotrolr  Stop Cotrollr  Upgrade ontroler  Remve Corraler e

B eenssenice Hosta role

= Normal
Hosts
Health Status

Node Type Node Version

eC2- Xx-XX-Xx.COMpUte. amazonaws.com Controller 45151259

Credentials

ec2- xx-xx-xx.compute. MysQL 5559

Jobs

Configurations.

Active Jobs (1)

Name StartTime 4 Last Updated status

Stop Database Optimization job Thu 9/19/10 2:48 PM 15T Thu 9/19/19 2:48 PM IST 57 InProgress View Details

@ You may need to stop the database optimization process if it is using too many resources and you notice a performance impact on the
Controller, or if you decide to reschedule the process to run at a later date.

Troubleshooting Database Optimization

The following table describes possible conditions that may cause errors to occur and actions to take to mitigate them:

Errors or Conditions

Job failed; Dat abase replication i s broken message displays.

Ran out of disk space while the database optimization job was running, and job stops
processing.
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User Action

Re-establish database replication incrementally, then finalize
replication.

Free up disk space and restart database optimization job.
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Uninstall the Controller

This page describes how to uninstall the Controller software and associated files from a platform using the Enterprise Console.

Before Starting

If you have installed the Events Service with the Enterprise Console, it is recommended that you uninstall the Events Service before you uninstall the
Controller. See Uninstall the Events Service for more information.

In addition, if you have the EUM Server, Application Analytics, or other product modules installed, keep in mind that if you reinstall the Controller later, you
will need to configure integration settings for the modules manually.

Optionally, stop the Controller before uninstalling as described in Start or Stop the Controller. If you do not stop the Controller, the uninstaller will do so for

you. However, if your database or Controller generally take a long time to shut down, you can avoid the possibility of time-out errors during uninstallation
by stopping the services manually.

Uninstall the Controller Using the Enterprise Console

You can uninstall the Controller on the Controller page in the GUI or by completing the following steps:
1. Open a console:

® On Linux, open a terminal window and switch to the user who installed the Controller or to a user with equivalent directory permissions.
® On Windows, open an elevated command prompt by right-clicking on the Command Prompt icon in the Windows Start Menu and
choosing Run as Administrator.

2. From the command line, navigate to the Enterprise Console bin directory, pl at f or m admni n/ bi n.
3. Run the following command:

Note that you cannot use the other AppDynamics platform components without a Controller, so you must install a new Controller before you can resume
using the platform.
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EUM Server Deployment

The default End User Monitoring deployment assumes that EUM agents (Mobile and Browser) send their data to the EUM Cloud, a cloud-based processor.
To deploy EUM completely on-premises, you need to install the EUM Server, the on-premises version of the EUM Cloud, as described here.

Installation Overview

The EUM Server receives data from EUM agents, processes and stores that data, and makes it available to the AppDynamics Controller. Certain EUM
features—specifically, Browser Request Analytics and Mobile Request Analytics, features of Application Analytics that extend the functionality of Browser
and Mobile Analyze—require access to the AppDynamics Events Service.

To set up a complete on-premises EUM Server deployment, therefore, you need to:

Determine which version of the EUM Server is compatible with your other platform components.

Install the on-premises Controller or prepare an in-service Controller to work with the EUM Server

Install the on-premises Events Service Deployment and configure it to work with your on-premises Controller
Install the on-premises EUM Server and configure it to work with your Events Service and Controller.

ArwnhpE

Deployment Modes for the EUM Server

For demonstration and light testing purposes, choose the Demo installation option, where the EUM Server and Controller are installed on the same host,
and the EUM Server shares the Controller's MySQL instance. For production installation, choose the Product installation option, where the EUM Server
and Controller sit on different hosts, and the EUM Server hosts its own MySQL instance.

In Demo mode, the EUM Server listens for connections on port 7001 or 7002. The secure port, 7002, uses a built-in, self-signed certificate, which is only
used in demo mode.

DataCenterHost1
Demo
Environment @
Q o Port 7001 Controller

Qo or 7002 >

S|
4

[":Feg

EUM Server

In a production environment, the EUM Server is likely to operate behind a reverse proxy. A reverse proxy relieves the performance burden of SSL
termination from the EUM Server. It also helps ease certificate management and security administration in general. Further, as the connection point for
agent beacons, the Server needs to have the security layer of a proxy between itself and the external Internet.
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DataCenterHost2

Production
Environment

Q o %:‘ é‘r EUM Server
Qo5 B
Q s ; DataCenterHost1

@

—0O

<]

Controller Infrastructure

0 Using a reverse proxy is the recommended method of setting up HTTPS connections for an on-premises EUM Server. If this is not possible in your
installation, however, it is possible to set HTTPS support manually. See information on setting up a custom keystore in Secure the EUM Server.

Embedded Geo Server

The EUM Server includes an embedded Geo Server that provides the geo information. The Geo Server either obtains geo information from your custom
Geo Server or by resolving incoming IPv4 address (IPv6 addresses are not supported) with Neustar data or custom geo data.

Add New Geo Data

To add new geo data, you can either add a new Neustar data file or create the custom geo data file geo-ip-mappings.xml and place it in the directory eum
processor/ bi n/ . The EUM Server automatically detects and loads new geo data files.

Update the Geo Server

The Geo Server is updated when you update the EUM Server.

Host Your Own Geo Server

Follow the instructions given in Install and Host a Custom Geo Server for Browser RUM.

Check Controller Version
Before you run the EUM Server installer:

1. Check your Controller version. The 4.5 EUM Server works with the AppDynamics Controller version 4.5 or earlier. A Controller works with a EUM
Server that is the same or a later version, which includes the major, minor, and patch version. Thus, a version 4.5.2 Controller works with a 4.5.2
or later version of the EUM Server, but that version 4.5.2 Controller does not work with a 4.5.1 or 4.5.0 version of the EUM Server. See Upgrade
the Production EUM Server on information about upgrading the platform.

2. Back up the current version of your Controller.

3. Choose a time window that has minimum impact on service availability.
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Install the On-Premises Events Service

The Analyze function in Browser RUM and the Crash Report and Analyze components in Mobile RUM rely on the AppDynamics Events Service, the
Platform's unstructured document store. The Events Service that is configured by default for EUM is a cloud-based service.

If you are running on-premises and wish to keep all your processing on-premises, after installing and configuring the Controller, you must install an on-

premises version of the Events Service as described in this section. Note that relying on the Events Service purely for use with the EUM Ul does not
require a separate Application Analytics license. Other uses may require a separate license.

On-premise Events Service DataCenterHost?

|
il

. — i &
‘ i)
EUM Server
DataCenterHost1 DataCenterHost3
; Reverse Proxy 1
o it L > @® o (= ]
Controller Infrastructure Events Service Cluster

There are multiple modes of deploying the Events Service. For detailed information on installing and configuring the Events Service, see Events Service
Deployment.

Run the EUM Server Installer
Before starting, get the installer version appropriate for your target system. You can get the installer from the AppDynamics download site.
Run the EUM installer under the same user account on the target machine like the one used to install the Controller, or using an account that has read,
write, and execute permissions to the Controller home directory. Installing with incompatible permission levels—for example, attempting to install the EUM
Server as a regular user while the Controller was installed by root user—may result in installation or operation errors.
The EUM Server is automatically installed as a Windows service. All upgrades are automatically converted to a Window service.
The installer can be run in three modes:
* GUI
® Console
® Silent mode withvarfile

See the following page for details on installing as appropriate for your deployment mode:

® For demo mode, see Install a Demo EUM Server.
® For production mode, see Install a Production EUM Server.

Update the Agents

You must update the address that agents use to send their beacons to the EUM Server based on your configuration. For Browser Real User Monitoring,
the Controller updates the JavaScript agent. Simply re-download and deploy it, as described in Set Up and Configure Browser RUM. For Mobile RUM, the
mobile applications themselves need to be updated, using the mobile SDKs. For more information, see Customize the Android Instrumentation and Custom
ize the iOS Instrumentation.

Start and Stop the EUM Server and Database

The EUM Server is installed as a Windows service automatically. You can manage how you want this service to run using the Local Services dialog.
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Start/Stop the EUM Server

On Linux, start the EUM server from the eum pr ocessor directory in the EUM home as follows:

bi n/ eum sh start

For a demonstration environment, run the command as sudo.

On Windows, if you ever need to start the EUM Server manually, you can do so by running:

bi n\ eum processor. bat start

You can check if the server is running and accessible by going to ht t p: / / <host nanme>: 7001/ eunaggr egat or / pi ng with your browser. Your browser
should display pi ng.

To stop the EUM Server, pass the stop command to the eumscript. For example, on Linux, from the eum pr ocessor directory, run:

bi n/ eum sh stop

You can also start and stop the EUM database. On Windows, you can do so from the Windows Services.

Start/Stop the EUM MySQL Database

On Linux, you can start MySQL by navigating to the directory, <EUM>/ or cha/ or cha- nast er/ bi n, and running:

./orcha-master -d nysql.groovy -p ../../playbooks/nysql-orcha/start-nysql.orcha -o ../conf/orcha. properties -c
| ocal

To stop MySQL on Linux, run:

.lorcha-master -d nysql.groovy -p ../../playbooks/nysql-orcha/stop-nysql.orcha -o ../conf/orcha. properties -c
| ocal
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EUM Server Requirements

Related pages:

® On-premises EUM Server Sizing Guide
® Sizing XL profiles for on premises EUM Server and the Events Service: What's
recommended?

This page lists the EUM Server requirements, offers sizing guidance, and shows you how to use configuration to modify the default settings. For additional
EUM Processor sizing information, see Analytics' Recipe Book for on-prem configuration in the AppDynamics Community.

Hardware Requirements

The requirements and guidelines for the EUM Server machine (basic usage) are as follows:

Minimum 50 GB extra disk space. See Disk Requirements Based on Resource Timing Snapshots to learn when more disk space is needed.
64-bit Windows or Linux operating system

Processing: 4 cores

10 Mbps network bandwidth

Minimum 8 GB memory total (4 GB is defined as max heap in JVM). See RAM Requirements Based on the Beacon Load to learn when more
RAM is required.

® NTP enabled on both the EUM Server host and the Controller machine. The machine clocks need to be able to synchronize.

@ A machine with these specs can be expected to handle around 10K page requests a minute or 10K simultaneous mobile users. Adding on-
premises Analytics capability requires increasing these requirements—particularly disk space—considerably, depending on the use case.

RAM Requirements Based on the Beacon Load

Beacons are sent to the EUM Server every 10 seconds, and each beacon can contain data for multiple events. You can configure the JavaScript Agent to |i
mit the number of Ajax requests.

The table below specifies the required RAM based on your beacon load per minute and lists the content of a typical beacon.

Peak Beacons Per Minute Typical Beacon Composition RAM

~3K 8 GB
600 sessions

1K base pages

2K virtual pages

7K Ajax requests

~16K 16 GB
1.8K sessions

5K base pages

10K virtual pages

40K Ajax requests

~26K 16 GB
3.6K sessions

8K base pages

17K virtual pages

62 Ajax requests

~33K 32GB
3.9K sessions

10K base pages

20K virtual pages

74K Ajax requests
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Disk Requirements Based on Resource Timing Snapshots

By default, the EUM Server accepts a maximum of 1K resource timing snapshots per minute and retains those snapshots for 15 days. On average, each
snapshot takes 3 KB of disk space.

Because of the number of resource timing snapshots impact disk usage, you should follow the guidelines in the table below.

Number of Resource Timing Snapshots Recommended Disk Space

~500 40 GB
~1000 64 GB
~1500 96 GB
~2000 128 GB

If needed, you can reduce the number of resource timing snapshots or reduce the disk space allotted for storing resource snapshots by doing one or more
of the following:

® Configure the JavaScript Agent to modify and limit the number of resources to monitor.
® Use the EUM Server configuration onpr em r esour ceSnapshot Al | owance to specify the maximum disk space allotted for storing resource
snapshots. See EUM Server Configuration File for a complete list of configurations.

® Limit the number of snapshots retained by the EUM server by setting a global maximum, reducing the time that they are retained, or by filtering
snapshots based on the network response time. See Limit the Number of EUM Snapshots for instructions.

Filesystem Requirements

The filesystem of the machine on which you install EUM should be tuned to handle a large number of small files. In practical terms, this means that either
the filesystem should be allocated with a large number of inodes or the filesystem should support dynamic inode allocation.

Controller Version

The AppDynamics Platform you use with the EUM server must have a supported Controller version installed. Controllers only work with the same or later
versions of the EUM Server. For example, the 4.5 EUM Server works with the AppDynamics Controller version 4.5 or earlier.

Open File Descriptor and User Process Limits

On Linux, also ensure that open file descriptor and user process limits on the EUM Server machine are set to a sufficient value. For the EUM Server, the
hard and soft limits should be as follows:

® Open file descriptor limit (nof i | e): 65535
® Process limit (npr oc): 8192

See "Configure User Limits in Linux" below for information on how to check and set user limits.

Configure User Limits in Linux
The following log warnings may indicate insufficient limits:

® Warning in database log: "Could not increase number of max_open_files to more than xxxx".
® Warning in server log: "Cannot allocate more connections".

To check your existing settings, as the root user, enter the following commands:

ulimt -S -n
ulimt -S -u

The output indicates the soft limits for the open file descriptor and soft limits for processes, respectively. If the values are lower than recommended, you
need to modify them.
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Where you configure the settings depends upon your Linux distribution:

® |fyoursystemhasa/etc/security/limts.d directory, add the settings as the content of a new, appropriately named file under the
directory.

® |fitdoes nothave a/etc/security/limts.d directory, add the settingsto/etc/security/limts.conf.

® [f your system does not have a/ et c/security/limits.conf file, itis possible to putthe ul i mit commandin/etc/ profile. However,
check the documentation for your Linux distribution for the recommendations specific for your system.

To configure the limits:

1. Determine whether you have a/etc/security/limts.d directory on your system, and take one of the following steps depending on the
result:
® Ifyou donothave a/etc/security/limts.ddirectory:
a. As the root user, openthe |l i m ts. conf file for editing: / et c/ security/limts. conf
b. Set the open file descriptor limit by adding the following lines, replacing <I ogi n_user > with the operating system username
under which the EUM Server runs:

<l ogi n_user> hard nofile 65535
<l ogi n_user> soft nofile 65535
<l ogi n_user> hard nproc 8192
<l ogi n_user> soft nproc 8192

® |fyou dohavea/etc/security/limts.d directory:
a. As the root user, create a new file in the I i mi t s. d directory. Give the file a descriptive name, such as the following: / et ¢
/security/limts.d/ appdynani cs. conf
b. In the file, add the configuration setting for the limits, replacing <l ogi n_user > with the operating system username under
which the EUM Server runs:

<l ogi n_user> hard nofile 65535
<l ogi n_user> soft nofile 65535
<l ogi n_user> hard nproc 8192
<l ogi n_user> soft nproc 8192

2. Enable the file descriptor and process limits as follows:
a. Open the following file for editing: / et ¢/ pam d/ comon- sessi on
b. Add the line: session required pamlinits.so

3. Save your changes to the file.

When you log in again as the user identified by | ogi n_user, the limits will take effect.

Network Settings

The network settings on the operating system need to be tuned for high-performance data transfers. Incorrectly tuned network settings can manifest
themselves as stability issues on the EUM Server.

The following command listing demonstrates tuning suggestions for Linux operating systems. As shown, AppDynamics recommends a TCP/FIN timeout
setting of 10 seconds (the default is typically 60), the TCP connection keepalive time to 1800 seconds (reduced from 7200, typically), and disabling TCP
window scale, TCP SACK, and TCP timestamps.

echo 5 > /proc/sys/net/ipva/tcp_fin_tinmeout

echo 1800 >/ proc/sys/net/ipv4/tcp_keepalive_tinme
echo 0 >/proc/sys/net/ipv4/tcp_w ndow scaling
echo 0 >/ proc/sys/net/ipvd/tcp_sack

echo 0 >/ proc/sys/net/ipvé4/tcp_timestanps

The commands demonstrate how to configure the network settings in the / pr oc system. To ensure the settings persist across system reboots, be sure to
configure the equivalent settings in the et ¢/ sysct | . conf, or the network stack configuration file appropriate for your operating system.

Required Libraries

® libaio
® tar

libaio Requirement
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The EUM processor requires the | i bai o library to be on the system. This library facilitates asynchronous I/O operations on the system. Note if you have
a NUMA based architecture, then you are required to install the nunact | package.

Install | i bai o on the host machine if it does not already have it installed. The following table provides instructions on how to install | i bai o for some
common flavors of the Linux operating system.

Linux Flavor Command
Red Hat and CentOS = Use yumto install the library, such as:

® yuminstall libaio
® yuminstall numactl

Fedora Install the library RPM from the Fedora website:

® yuminstall libaio
® yuminstall numactl

Ubuntu Use apt-get, such as:

® sudo apt-get install I|ibaiol
® sudo apt-get install numactl

Debian Use a package manager such as APT to install the library (as described for the Ubuntu instructions above).

tar Requirement
You will need the t ar utility to unpack the EUM Server installer.

Install t ar on the host machine if it does not already have it installed. The following table provides instructions on how to install t ar for some common
flavors of the Linux operating system.

Linux Flavor Command
Red Hat and CentOS = Use yumto install the library, such as:

® yuminstall tar

Fedora Install the library RPM from the Fedora website:

® yuminstall tar

Ubuntu Use apt - get , such as:

® sudo apt-get install tar

Debian Use a package manager such as APT to install the library (as described for the Ubuntu instructions above).
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Install a Production EUM Server

You can run the installer using one of three methods:

Interactive console mode

® GUI Installer
® Silent Installer

The GUI and silent installation methods are described below. To start the installer using interactive console mode, start the installer with the - ¢ switch. The
console mode prompts you for the equivalent information that appears in the GUI installer screens.

Additionally, you can run the installer using a Response file (for unattended installations). See Installing with the Silent Installer.

Requirements

Before starting, download the installer distribution and extract it on the target machine. You obtain the EUM installer from the AppDynamics
Download Center.

To secure connections from agents to the EUM Server, AppDynamics strongly recommends that SSL traffic is terminated at a reverse proxy that
sits in front of the EUM Server in the network path, and forwards connections to the EUM Server. However if this is not possible in your
installation, it is possible to connect with HTTPS directly to the EUM Server. For information on setting up a custom keystore for production, see S
ecure the EUM Server.

1 Ifyou install and configure the Events Service with HTTPS support, you must perform a workaround for your EUM Server installation to
complete properly. After the Events Service certificate configuration, install the EUM Server without Analytics enabled. Then, install the
certificate into the EUM Server keystore following the steps described on the Secure the EUM Server page. Configure Analytics in the
Events Services Properties, and restart the EUM Server.

Before you install the EUM Server, Linux systems must have the | i bai o library installed. See the EUM Server Requirements.

Install the EUM Server for a Production Deployment with the GUI Installer

Run the on-premises EUM installer on the machine on which you want to install the EUM Server.

1.

S NEANN

Start the installer:

. In the Welcome screen, click Next to continue.
. Scroll to the end of the license agreement and accept the license agreement, then click Next to continue.
. Select the destination directory, and click Next to continue.

Choose Product for the installation mode. This mode installs the EUM Server on this machine. Use this type if AppDynamics End User
Monitoring and the AppDynamics Controller are installed on different hosts. Selecting this type will install a separate MySQL instance on this
machine. Click Next.

. In the Database Setup screen:

a. Enter a new Root User Password and confirm it.
b. Enter a new eum_user Password and confirm it.
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c. Click Next.

7.

Setup - AppDynamics End User Monitoring 20.11.0-32367 — X

Database Setup
Enter details about the database used by AppDynamics End User Monitoring

Database Information
This installer will install a MySQL database on this host, which will be used by AppDynamics End User Monitoring. Please enter the details for this database.

Database Port 3388
MySQL Data Directory C:\appDynamics\EUM\data Browse ...
Root User Password ssssssssssss

Confirm Root User Password | ssssssssssss
A new database user account eum_user will be created during this installation if it does not exist already. Enter the password for eum_user user.

eum_user Password sssssssEEEs

Confirm eum_user Password |ee o

< Back Next > Cancel

\

@ Usernames and passwords can only consist of ASCII characters. In addition, passwords cannot include the characters ', /",
or'$.

In the AppDynamics End User Monitoring Setup screen:

a. Enter a new key store password and confirm it.

Setup - AppDynamics End User Monitering 20.11.0-32367 — *

AppDynamics End User Monitoring Server Setup
Enter details about the Java server process used by AppDynamics End User Monitoring.

AppDynamics End User Manitoring Server will be set up to accept only HTTP traffic. You should use a reverse proxy server to forward HTTP and HTTPS
traffic to the EUM Server,

HTTP Port 7001

AppDynamics End User Manitoring stores all passwords in an encrypted key store on disk. Please enter the password used for key store.
Key Store Password ..

Confirm Key Store Password | sssssssssses|

< Back Next > Cancel
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a. Click Next, then click Finish.

Setup - AppDynamics End User Menitoring 20.11.0-32367 - x
Completing the AppDynamics End User Monitoring Setup Wizard

You have finished instaling AppDynamics End User Monitoring on your computer.

Click Finish to exit Setup.

To finish setting up AppDynamics End User Monitoring Server, you must complete these
post installation tasks:

@ Provision the EUM license.

4 Configure the Events Service properties and other properties in the file
EUM_HOME bin/eum. properties, then restart AppDynamics End User Monitoring Server

4 Connect the AppDynamics End User Monitoring Server with AppDynamics Controller through the
Controller Administration Console.

é P P DY NAM I C For more information, see EUM Server Deployment.

Finish

This completes the initial configuration and setup of the EUM Server. When finished, the EUM Server is running.

Post-Installation Tasks

To complete the AppDynamics EUM Server installation, you must perform these additional post-installation tasks (as shown in the last AppDynamics End
User Monitoring Setup Wizard screen):

Configure JVM options

Provision the EUM license

Configure the Events Services properties in the eum pr operti es file
Connect the EUM Server with the AppDynamics Controller

Secure the EUM Server by setting up a custom keystore

@ The EUM Server Installer only configures the HTTP port.

Configure JVM Options

Provision the EUM License
Follow the provision instructions based on your deployment type:

® Provision the EUM License for a Single-Tenant Controller
® Provision the EUM License for Multi-Tenant Controllers

Configure the Events Services Properties

Configure the Events Services properties in the eum pr operti es file:

1. Ensure that Events Services is running.

2. Navigate to the \ EUM eum pr ocessor\ bi n directory.
3. Open the eum properti es file to edit.

4. Inthe eum properti es file, enter these values:
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Sample

anal yti cs. enabl ed=true

anal ytics. server Schene=http

anal ytics. server Host =host nane- event s-servi ce (needs to be the hostnane of your Events Service)
anal ytics. port=9080

anal yti cs. account AccessKey=1a59dlac- 4c35- 4df 1- 9c5d- 5f c191003441

The <anal yti cs. account AccessKey> is the Events Service key that appears as the appdynani cs. es. eum key value in the
Administration Console:

S Accountsettings Controller Settings

©  Controller Settings
o) Controller Settings Controller Configurations

Q, eum

Name 4+ Description Events Service Value
Key
appdynamics.es.eumn. key Key to sync eumn and events service 1359dlac-4c35-4df1-9¢5d-5F¢1910

appdynamics.non.eum.events.use.  Non-EUM events stored in on-premise event service

true
on.premise.eventservice

eum.beacon.host appdynamics.controller.eum.beacon.hostname col.eum-appdynamics.com
eum.beacon.https.host appdynamics.controller.eum.beacon https hostname col.eum-appdynamics.com
eum.cloud.host appdynamics.controller.eum.cloud.hostname

apl.eum-appdynamics.com

The configuration should display similar to this example:

# Credential Key Store Information
onprem.useEncryptedCredentials=true
onprem.credentialkey=s -081-12-F+ddxp+nzHI=dwDynZje@9g=

# Web server properties
processorServer.httpPort=7081
processorserver.httpsPort=7002
processorServer.httpsProduction=true
processorserver.keystorePassword=1wnllu

# Session properties
collection.sessionEnabled=true
crashProcessing.sessionEnabled=true

5. After updating the eum pr operti es file, restart the EUM Server.

Connect the EUM Server with the AppDynamics Controller
Connect the EUM Server with the AppDynamics Controller:

1. Log in to the Administration Console.
2. Set these Controller properties:
® eumcloud. host: http://eum host-nane: 7001 — Location where the Controller will poll for EUM metrics.
® eum beacon. host: http://eum host-nane: 7001 — Location where the JavaScript Agent will be configured to send out beacons
over the HTTP protocol.
® eum beacon. https. host: https://eum host-nane: 7002 — Location where JavaScript Agent will be configured to send out
beacons over the HTTPS protocol.
® eum nobi | e. screenshot. host: http://host-nanme: 7001 — Location where the Controller will search for mobile screenshots.
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Installing with the Silent Installer

Instead of using the GUI installer, you can use the silent installer to perform an unattended installation. The silent installer uses a response file as a source
for the initial configuration settings. It's useful for scripting installation or performing large scale deployments.

To use a response file for installation:

1. Create a file named r esponse. var fi | e on the machine on which you will run EUM installer and include the following:

sys. adm nRi ght s$Bool ean=f al se

sys. | anguagel d=en

sys.installationDir=/ AppDynam cs/ EUM

euem I nstal | ati onMbde=spl it

euem Host =eunmhost nane

eueminitial HeapXns=1024

euem maxi mumHeapXnx=4096

euem htt pPort=7001

euem htt psPort =7002

nysql . dat abasePort =3388

nysql . dat abaseRoot User =r oot

nmysql . dbHost Nanme=| ocal host

nysql . dat aDi r=/ usr/ | ocal / AppDynani cs/ EUM dat a
nysql . r oot User Passwor d=si ngcontrol | er

nysql . root User Passwor dReEnt er =si ngcontrol | er
eunDat abasePasswor d=secr et

eunDat abaseReEnt er Passwor d=secr et

keySt or ePasswor d=secr et

keySt or ePasswor dReEnt er =secr et

event sServi ce. i sEnabl ed$Bool ean=t r ue

event sServi ce. server Schene=http

event sServi ce. host =event sservi ce_host

event sServi ce. port=9080

event sServi ce. APl Key=1a234567- 1234- 1234- 4567- ab123456

2. Modify values of the installation parameters based on your own environment and requirements. Particularly ensure that the directory paths and
passwords match your environment.
3. Run the installer with the following command:
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Install a Demo EUM Server

You can run the installer in one of three modes. The GUI and silent installation methods are described below. To start the installer in interactive console
mode, start the installer with the - ¢ switch. The console mode prompts you for the equivalent information that appears in the GUI installer screens, as
described below.

In addition, you can run the installer using a Response file (for unattended installations). See Installing with the Silent Installer.

About the Demo Installation

This mode is for demonstration and light testing only. If you are using the Events Service, it must be on a separate host.

If you do not already have an existing on-premises Controller, install it as described in Custom Install.

Installation Requirements
To install the Demo Installation, you are required to do the following:
® |nstall and run a Controller instance on the same host machine before starting the EUM Server installation.

® |nstall the EUM Server with the same user account used to install the Controller, or use an account that has read, write, and execute permissions
to the Controller home directory.

Installing with the GUI Installer

1. Start the installer:
® On Linux:

a. From a command prompt, navigate to the directory to which you downloaded the EUM Server installer.
b. Change permissions on the downloaded installer script to make it executable, as follows:

chnmod 775 euem 64bit-1inux-4.5.x.x.sh

¢. Run the script as follows:

./ euem 64bit-1inux-4.5.x.x.sh

® On Windows:

a. Open an elevated command prompt (run as administrator) and navigate to the directory to which you downloaded the EUM
Server installer.
b. Run the installer:

euem 64bi t -w ndows- 4. 5. x. x. exe

2. In the Welcome screen, click Next.

The License Agreement page appears.
3. Scroll to the end of the license agreement, accept the license agreement and click Next to continue.
4. Select the directory in which you want to install the server and click Next.
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5. Choose Demo for the installation mode. In this mode, the installer looks for a Controller on the current host and an Events Service on a separate

host. It then installs the EUM Server on the same host as the Controller. Click Next.
Setup - AppDynamics End User Monitoring 4.4.0.0

AppDynamics End User Monitoring Installation Type
Select Installation Type A

@ |Demo

Use this type if AppDynamics End User Monitoring is installed on the same host where AppDynamics Controller is
installed. In this type, AppDynamics End User Monitoring will create a separate schema on the MySQL instance used
by AppDynamics Controller.

) Product

‘ < Back” MNext = | ‘ Cancel |

6. In the Database Setup dialog box:
a. Enter a password in the Root User Password field.
b. Enter and confirm a password for the eum_user database user account.
7. In the End User Monitoring Server Setup screen:
a. Enter the HTTP or HTTPs listening ports on the EUM Server at which the Controller will connect to the EUM Server (the default HTTP
port is 7001 and HTTPS is 7002).
b. Enter a new password in the Key Store Password and confirm it.

Setup - AppDynamics End User Monitoring 4.4.0.0

AppDynamics End User Monitoring Server Setup
Enter details about the |ava server process used by AppDynamics End User Monitoring. A

AppDynamics End User Monitoring Server uses a self-signed certificate to accept HTTPS traffic. The self-signed
certificate can only be used for the Demo installation.

HTTP Port 7001
HTTPS Port 7002

AppDynamics End User Monitoring stores all passwords in an encrypted key store on disk. Please enter the password
used for key store.

Key Store Passwo rd [:H:u:t: ]

Confrm Key Store Password [:H*H{ ]

|< Back“ MNext = | |Cance||

@ Usernames and passwords can only consist of ASCII characters. In addition, passwords cannot include the characters "V, '/', or '$'.
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Note that ports shown here are the location both to which the EUM Agents send their beacons and from which the Controller fetches the
processed beacon data. Click Next and click Finish.

Post-installation Tasks
After installing the EUM server, you must perform three additional post-installation tasks:

® Provision the EUM license
® Configure the Events Services properties in the eum properti es file (optional)
® Connect the EUM server with the AppDynamics Controller

Provision the EUM License

To provision the EUM license:

Configure the Events Service Properties
For the demo installation, Events Services configuration is not required for the EUM Server to start.
To configure the Events Service properties in the eum properti es file:

. Navigate to and start your Controller.
. Using the CLI, navigate to the bi n directory.
. Open the eum properti es file for editing.
In the eum pr operti es file, enter the following values:
a. anal ytics. enabl ed=true
b. anal ytics. server Host =<host nane>, where <host nane> is the host where the event service is running
c. anal yti cs. account AccessKey=<eum key>, where <eum key> is the Events Service key that appears as the appdynani cs. es.
eum key value in the Administration Console:

ENEANNEE

Account Settings Controller Settings

Controller Settings

Controller Configurations

O, eum

Name 1+ Description [ value

appdynamics.es.eum.key Key to sync eum and events service 1a50dlac-4c35-4df1-0c5d-551910
appdynamics.non.eum.events.use.  Nen-EUM events stored in on-premise event service true

on.premise.eventservice

eum.beacon.host appdynamics controller.eum.beacon.hostname col.eum-appdynamics.com
eum.beacon.https.host appdynamics controller.eum.beacan https hostname col.eum-appdynamics.com
eum.cloud host appdynamics.controller.eum.cloud hostname apl.cum-appdynamics.com
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The configuration should appear similar to the following example:

# Credential Key Store Information
onprem.useEncryptedCredentials=true
onprem.credentialkey=s -081-12-F+ddxp+nzHI=dwDynZje89g=

# Web server properties
processorServer.httpPort=7001
processorServer.httpsPort=7002
processorServer.httpsProduction=true
processorServer. keyStorePassword=1lwnllu

# Analytics server properties

analytics.enabled=true

analytics.serverScheme=http
analytics.serverHost=events.service.hostname
analytics.port=9080
analytics.accountAccessKey=1a59dlac-4c35-4df1-9c5d-5fc191003441

# Session properties
collection.sessionEnabled=true
crashProcessing.sessionEnabled=trug]

5. After updating the eum pr operti es file, restart the EUM Server.

Connect the EUM Server with the AppDynamics Controller

To connect the EUM server with the AppDynamics Controller:

1. Log in to the Administration Console.
2. Set the following Controller properties:
a. eum cl oud. host: http://1ocal host: 7001 — This tells you where the Controller will poll for EUM metrics
b. eum beacon. host: eum host - nanme: 7001 — This tells you where beacons are sent for page requests made with the HTTP protocol
c. eum beacon. https. host: https://eum host-namne: 7002 — This tells you where the beacons are sent for page requests made
with the HTTPS protocol
d. eum nobi | e. screenshot . host: eum host - nane: 7001 — This tells you where the Controller will look for mobile screenshots

Installing with the Silent Installer

Instead of using the installer in GUI mode, you can use the silent installer to perform an unattended installation. The silent installer takes a response file as
a source for the initial configuration settings. It's useful for scripting installation or performing large scale deployments.

To use a response file for a Demo installation:

1. Create a file named r esponse. var f i | e on the machine on which you will run EUM installer with the following:

sys. adm nRi ght s$Bool ean=f al se

sys. | anguagel d=en

sys.installationDir=/ AppDynani cs/ EUM

euem I nstal | ati onMbde=deno

euem Host =control | er

eueminitial HeapXns=1024

euem maxi mumrHeapXnx=4096

euem htt pPort=7001

euem htt psPort =7002

nysql . dat abasePor t =3388

nysql . dat abaseRoot User =r oot

nysql . dbHost Nane=| ocal host

nmysql . dat abi r=/usr/| ocal / AppDynani cs/ EUM dat a
nysql . r oot User Passwor d=si ngcontrol | er

nysql . r oot User Passwor dReEnt er =si ngcontrol | er
eunDat abasePasswor d=secr et

eunDat abaseReEnt er Passwor d=secr et

keySt or ePasswor d=secr et

keySt or ePasswor dReEnt er =secr et
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event sServi ce. i sEnabl ed$Bool ean=t r ue

event sServi ce. server Schene=http

event sServi ce. host =event sservi ce_host

event sServi ce. port =9080

event sServi ce. APl Key=1a234567- 1234- 1234- 4567- ab123456

2. Modify values of the installation parameters based on your own environment and requirements. Particularly ensure that the directory paths and
passwords match your environment.
3. Run the installer with the following command:

./ euem 64bit-linux-4.5.x.x.sh -q -varfile response.varfile

On Windows, use:

euem 64bit-w ndows-4.5. x.x.exe -q -varfile response.varfile
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Provision EUM Licenses

Related pages:
® |nstall a Production EUM Server
® Troubleshoot EUM Server Installation
® Controller Deployment
® Multi-Tenant Controller Accounts

This page describes how to provision EUM licenses for single-tenant and multi-tenant Controllers.

Provision the EUM License for a Single-Tenant Controller

To provision the EUM license for a single-tenant Controller:

Provision the EUM License for Multi-Tenant Controllers

For each on-prem multi-tenant Controller account wanting EUM access, you are required to provision an EUM license. Provisioning EUM license units for
different Controller accounts enable you to better track, manage, and limit license usage.

To enable the EUM Server to work with on-prem multi-tenant Controllers:
1. Complete the setup requirements.

2. Request EUM licenses for the Controller accounts requiring EUM access.
3. Provision EUM licenses for the Controller accounts.

Setup Requirements

® Deploy an on-premises AppDynamics Controller
® Set up multi-tenancy on the Controller

Request EUM Licenses

For each additional Controller account requiring EUM access, you will need to request EUM licenses from the AppDynamics Sales team. The
AppDynamics Sales team can help you determine how many licenses and units per license will meet your needs.

Provision Licenses for Controller Accounts
To provision EUM licenses for each Controller account:

1. Log in to your EUM Server.
2. Change to the directory with the script for provisioning licenses:

3. Provision each license, one at a time, on the EUM Server by running the following command:

4. Log in as the administrator to your Controller Admin Console through ht t p: / / <host nane>: <port >/ control | er/ adm n. j sp.
. From Account Settings, select the Controller account that have EUM licenses and click Edit.
. From the Controller account page:
a. Enter the EUM license key and the EUM account name in the EUM License Key and the EUM Account Name fields.
b. Click Save.
7. Repeat steps 5 and 6 for the other Controller accounts that have EUM licenses.
8. Verify that the EUM licenses are working and available in the Controller Ul. There will be an error message if the new EUM Server is not
connected properly.
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Secure the EUM Server

If you use HTTPS connections in a production (split host) EUM Server installation, use a custom RSA security certificate for the EUM server. This page
describes how to create an RSA security certificate, change the password for the credential keystore, and how to obfuscate a password for the security
certificate keystore.

Set Up a Custom Keystore for Production

In demo mode, the EUM Server uses a default self-signed certificate named ssugg. keyst or e. This certificate is intended for demonstration and light
testing only. Do not use self-signed certificates for production systems since they are less secure than Certificate Authority (CA) signed certificates. EUM
requires that certificates use RSA as the key algorithm whether they are self-signed or CA-signed.

For Mobile Real User Monitoring, if you use the default or another self-signed certificate on your EUM Server for testing, you may receive the following
error: "The certificate for this server is invalid". Ensure that your self-signed certificate is trusted by the simulator or device you use for testing. In real-world
scenarios, a CA signed certificate should be used since a self-signed certificate needs to be explicitly trusted by every device that reports to your EUM
processor.

To secure the EUM server with a custom certificate and keystore, generate a new JKS keystore and configure the EUM Server to use it.

The following instructions describe how to create a JKS keystore for the EUM Server with a new key-pair or an existing key-pair. Alternatively, you can
also configure the EUM server to use an existing JKS keystore.

The instructions demonstrate the steps with the Linux command line, but the commands are similar to the commands used for Windows. Make sure to
adjust the paths for your operating system.

Overview of the Steps
The procedure is made up of three parts:

1. Create a new certificate and keystore (1a) or import an existing certificate into a keystore (1b).
2. Configure the EUM Server to use the keystore.
3. Restart and test the new keystore.

Step 1a: Create a New Certificate and Keystore

1. At a command prompt, navigate to the eum pr ocessor directory:

cd <appdynani cs_hone>/ EUM eum pr ocessor

2. Create a new keystore with a new unique key pair that uses RSA encryption:

..ljrelbin/keytool -genkey -keyalg RSA -validity <validity_in_days> -alias 'eum processor' -keystore bin
/ mycust om keystore

This creates a new public-private key pair with an alias of ' eum processor' . You can use any value you like for the alias.

1 The "first and last name" required during the installation process becomes the common name (CN) of the certificate. Use the name of
the server.

. Configure the keystore.
. Specify a password for the keystore. You need to configure this password in the EUM configuration file later.
. Generate a certificate signing request (CSR):

abhw

../ljrelbin/keytool -certreq -keystore bin/nmycustomkeystore -file /tnp/eumcsr -alias 'eum processor'

This generates a certificate signing request based on the contents of the alias, in the example ' eum pr ocessor' . You should send the output
file (/ t mp/ eum csr, in the example) to a Certificate Authority for signing. After you receive the signed certificate, proceed as follows.
6. Install the certificate for the Certificate Authority used to sign the . csr file:
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../jrelbin/keytool -inport -trustcacerts -alias nyorg-rootca -keystore bin/nycustom keystore -file /path
/tol CA-cert.txt

This command imports your CA's root certificate into the keystore and stores it in an alias called nyor g- r oot ca.
7. Install the signed server certificate as follows:

..ljrelbin/keytool -import -keystore bin/mycustomkeystore -file /path/to/signed-cert.txt -alias 'eum

processor'

This command imports your signed certificate over the top of the self-signed certificate in the existing alias, in the example, ' eum pr ocessor"' .
8. Import the root certificate from step 6 to the Controller truststore:

keytool -inport -trustcacerts -alias <alias_nane> -file nycert.cer -keystore <conplete_path_to_cacerts.
j ks>

Step 1b: Import an Existing Certificate into a JKS Keystore
If you have an existing public-private key pair that uses RSA, you must import them into a JKS keystore to use it for EUM.

1. At a command prompt, navigate to the eum pr ocessor directory:

cd <appdynani cs_hone>/ EUM eum pr ocessor

2. Stop the EUM process.

Run the following command:

bi n/ eum sh stop

3. If there is an existing custom JKS keystore, back it up:

mv <keystore>.jks <keystore>.jks.old

4. Import the private and public key for your certificate into a PKCS12 keystore:

openssl pkcsl2 -inkey <private_key file> -in <certificate_file> -export -out keystore.pl2

5. Convert the PKCS12 keystore to JKS format:

keyt ool -inportkeystore -srckeystore keystore.pl2 -srcstoretype pkcsl2 -destkeystore <JKS keystore> -
dest storetype JKS

This command creates a JKS keystore with the name specified in the - dest keyst or e property.
6. Specify a password for the keystore. Use this password when you configure EUM to use the new keystore.

Step 2: Configure the EUM Server to Use the New Keystore

. Place the new keystore file in the following directory: <appdynamni cs_honme>/ EUM eum pr ocessor/ bi n.
. Edit the eum properti es file in the bin directory.

. If the property pr ocessor Ser ver . keySt or ePasswor d is set, remove or uncomment it.

. Add the keystore filename as the following property:

A WN P

processor Server . keySt or eFi | eName=nycust om keyst ore

5. Configure the password for the keystore. You can add the password to the file either in plain text or in the obfuscated form:
® For a plain text password, add the password as the value for this property:

Confidential: Beta Release Copyright © AppDynamics 2021 | Page 2



\) APPDYNAMICS

part of Cisco

processor Ser ver . keySt or ePasswor d=nypasswor d

® For an obfuscated password:
a. Get the obfuscated password by running the following command in the eum pr ocessor directory in a new command terminal:

bi n/ eum credenti al - key. <bat | sh> obfuscate -pl ai ntext <newpassword>

b. Copy the output of the command to your clipboard.
c. Ineum properti es, paste the obfuscated password as the value of the key St or ePasswor d property:

processor Ser ver . keySt or ePasswor d=<obf uscat ed_key>

d. Add the useof uscat edKey St or ePasswor d with the value set to true, as shown:

processor Ser ver . useCbf uscat edKey St or ePasswor d=t r ue

6. Save and close the file.

Step 3: Restart and Test

1. Restart the EUM Server. From the eum pr ocessor directory, run the following commands:

bi n/ eum sh stop
bi n/ eum sh start

2. Verify the new security certificate works by opening the following page in a browser:

htt ps:// <host nane>: 7002/ eunctol | ect or/ get - ver si on

If you get a successful response, the configuration succeeded.

Change the Certificate Keystore Password

The previous steps describe how to create a new keystore which is likely to have a new password. To change the keystore password without creating a
new keystore, perform the following steps:

1. At a command prompt, navigate to the eum pr ocessor directory:

cd <appdynam cs_hone>/ EUM eum pr ocessor

2. Run the keyt ool command for creating a new password:

../jrelbin/keytool -storepasswd -keystore bin/ssugg. keystore

The sample command creates the password for the default demo keystore, ssugg. keyst or e. In your command, use the name of your own
keystore as the value for - keyst or e.

3. Enter the existing password and new password when prompted.

4. Get the obfuscated key by running the following command in the eum pr occessor directory:

bi n/ eum credenti al - key. <bat | sh> obfuscate -pl ai ntext <newpassword>

5. Copy the output of the previous command to your clipboard.
6. Inthe eum properti es file in the eum pr ocessor/ bi n directory, paste the obfuscated password as the value for the key St or ePasswor d
property:
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processor Server . keySt or ePasswor d=<obf uscat ed_key>

7. If you did not previously use an obfuscated password, add the following property:

processor Ser ver . useCbf uscat edKey St or ePasswor d=t r ue

8. Save and close the file.
9. Restart the EUM Server.

Change the Credential Keystore Password for the EUM Database

When you install the EUM Server, you need to specify a password to use to secure the credential keystore for the EUM Server. After installation, you can
change the password for the credential keystore. You may need to do this, for example, to comply with your organization's password rotation policy.

Note that completing these procedures requires a restart of the EUM Server.
To change the existing EUM server credential keystore password:
1. At a command prompt, navigate to the eum pr ocessor directory:

cd <appdynani cs_hone>/ EUM eum pr ocessor

2. Generate a credential store with the new key using the following command:
® On Linux:

bi n/ eum credenti al - key. sh generate_ks -storepass <new_password>

® On Windows:

bi n\ eum credenti al - key. bat generate_ks -storepass <new_password>

This creates and initializes a new credential file, bi n/ cr edenti al . scs.
3. Reencrypt the database password using the new credential store.
® On Linux:

bi n/ eum credenti al - key. sh encrypt -storepass <new password> -pl ai nt ext <DB_passwor d>

® On Windows:

bi n\ eum credenti al - key. bat encrypt -storepass <new_password> -pl ai ntext <DB_password>

The command prints out the encrypted form of the DB_passwor d value you entered.
4. Copy the output from the previous command to your clipboard.
5. Open bi n/ eum properti es for editing, and replace the value of the onpr em dbPasswor d setting with the new encrypted password you
copied to your clipboard.
6. Obfuscate the new credential key as follows:
® On Linux:

bi n/ eum credenti al - key. sh obfuscate -plaintext <new_password>

® On Window:

bi n\ eum credenti al - key. bat obfuscate -plaintext <new_password>

7. Copy the output of the previous command to your clipboard and in eum pr oper ti es replace the value of onpr em cr edent i al Key with the
value from your clipboard.
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8. Save and close the properties file.
9. Restart the EUM server.

Change the EUM Database Password

At EUM Server installation time, you set a password for the EUM database. You can change it later as follows:

1. At a command prompt, navigate to the eum pr ocessor directory:

cd <appdynani cs_hone>/ EUM eum pr ocessor

2. Encrypt the new database password using the credential key which you entered during installation:
® On Linux:

bi n/ eum credenti al - key. sh encrypt -storepass <plain_credential _key> -plaintext <New DB _password>

® On Windows:

bi n\ eum credenti al - key. bat encrypt -storepass <plain_credential_key> -plaintext <New DB _password>

The command prints out the encrypted form of the DB_passwor d value you entered.
3. Copy the output from the previous command to your clipboard.
4. Edit bi n/ eum properti es and replace the value of the onpr em dbPasswor d setting with the new encrypted password you copied to your
clipboard.
5. Save and close the properties file.
6. Restart the EUM server.
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Configure the EUM Server

This page describes administration and advanced configuration options for the EUM Server.

Configure Data Store Expiration

As part of the Analytics functionality used by EUM, the Server stores some data, like crash reports and resource snapshots, in a local blob store. The
default setting of 30 days, but you can change the storage period to be longer or shorter by following these steps:

1. Open $APPDYNAM CS_HOVE/ EUM eum pr ocessor/ bi n/ eum properti es with a text editor.
2. Open $APPDYNAM CS_HOME/ EUM eum pr ocessor/ bi n/ eum sanpl e. properti es with a text editor.
3. Copy the onprem cr ashRepor t Expi r at i onDays property and the onpr em r esour ceSnapshot Expi r ati onDays property from the

sample file into eum pr operti es and set it to whatever value you wish. The unit is days.
4. Restart the Server.

Set the Maximum Length of Page URLs Read From Beacons

By default, after the EUM Collector receives beacons, the EUM Processor will only read 512 characters of page URLs contained in the beacon. If the page
URL exceeds 512 characters, the EUM Processor will truncate the page URL. You can configure the EUM Processor to read a longer page URL with the
configuration beaconReader . maxUr | Lengt h. The maximum length that can be set is 2048, which is imposed by the JavaScript Agent creating the
beacon.

To change the maximum length of the page URL read by the EUM Processor:

1. Open $APPDYNAM CS_HOME/ EUM eum pr ocessor/ bi n/ eum properti es with a text editor.
2. Add the property beaconReader . maxUr | Lengt h to the desired length (maximum is 2048):

beaconReader . maxUr | Lengt h=<nmax_| engt h>

3. Restart the Server.

Update the EUM Server's Geo Server

The on-prem EUM Server ships with Neustar's IP GeoPoint database for managing the geolocation of IP addresses. You can get daily updates of the
Neustar IP GeoPoint from the AppDynamics download site.

To keep your version of the database current, you need to update your copy of the database manually:

Configure the Port for the EUM Agent

The on-prem EUM Server by default uses the same port to collect data from the EUM agent and to send data through the API server to the Controller. You
can configure the EUM Server to use a different port to collect data from the EUM agent by following the instructions below.

1. Open $APPDYNAM CS_HOVE/ EUM eum pr ocessor/ bi n/ eum properti es with a text editor.
2. Add the following lines to $APPDYNAM CS_HOVE/ EUM eum pr ocessor/ bi n/ eum properti es, replacing <PORT> with the port you want the
EUM server to listen to.

processor Server. col | ect or H t pPor t =<PORT>
processor Server. col | ect or Ht t psPor t =<PORT>

3. Restart the EUM Server.
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4. From the Controller Admin Ul, change the ports for the properties eum beacon. host , eum beacon. htt ps. host, eum cl oud. host, and eu
m nobi | e. screenshot . host so that they are the same as those assigned to pr ocessor Server. col | ector Ht t pPort and processor Se
rver.col | ector Htt psPort. This allows the beacon to communicate with the collector.

For example, if you set pr ocessor Server. col | ect or Ht t pPort =7050 and pr ocessSer ver. col | ect or Ht t psPort =7051, you would
then set the ports for the properties eum beacon. host and eum nobi | e. scr eenshot . host to 7050 for HTTP and eum beacon. htt ps.
host to 7051 for HTTPS as shown below:

Controller Settings

Controller Configurations

Name Description Value

eum.beacon.host appdynamics.controller.eum.beacon.hostname 192.168.33.52:7050 Save
eurm.beacon.https.hest appdynamics.controller.eum.beacen. https.hostname 192.168.33.52:7051 Save
eum.cloud.host appdynamics.controller.eum.cloud.hostname 192.168.33.52:7050 Save
eum.mabile.screenshot.host appdynamics.controller.eum.mobile.screenshot.hostname 192.168.33.52:7050 Save

Limit the Number of EUM Snapshots

When an application has a high number of Ajax requests per page, the EUM Server retains a large number of snapshots that can include base, virtual, and
Ajax pages as well as iFrames. You can limit the number of snapshots retained by the EUM server by setting a global maximum, reducing the time that
they are retained, or by filtering snapshots based on the network response time.

Setting the Global Limit for Snapshots

You set the global limit on the number of snapshots to be retained per minute with the configuration br owser BeaconSanpl i ng. maxSanpl es. The
default value is 1000. Once the limit is reached, all snapshots will be dropped indiscriminately. The limit can be globally configured through the eum
properti es file.

1. Open $APPDYNAM CS_HOVE/ EUM eum pr ocessor/ bi n/ eum properti es with a text editor.
2. Add the following line to eum pr operti es, replacing <gl obal _I| i m t > with the global maximum number of snapshots to retain.

br owser BeaconSanpl i ng. maxSanpl es = <gl obal _limt>

3. Restart the EUM Server.

Reduce the Lifespan of Event Snapshots

Another way to limit the number of EUM snapshots is to reduce the number of days that the event snapshots are retained. Event snapshots only apply to
the crash reports, code issues, and 10T errors and are stored in the local blob store: $APPDYNAM CS_HOVE/ EUM eum pr ocessor/ store

By default, the EUM Server retains the event snapshots for 90 days. If your Events Service retains events for fewer days (e.g., 14 days), you can safely
change the EUM Server's retention period to be the same as the Events Service's retention period. If the EUM Server retains the event snapshots for
fewer days than the Events Service, however, you may run into errors when viewing older events in the Controller Ul.

@ When reducing the lifespan of event snapshots, you are not modifying the retention period of the Controller or the Events Service.

Setting the Lifespan for the Event Snapshots

1. Open $APPDYNAM CS_HOME/ EUM eum pr ocessor/ bi n/ eum properti es with a text editor.
2. Add the following line to eum pr operti es, replacing <no_of _days> with the number of days that you'd like to retain the event snapshots. The
default is 90.

event Snapshot Store. | i fespanl nDays = <no_of _days>
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3. Restart the EUM Server.

Filtering Snapshots Based on the Network Response Time

You set a threshold that filters the snapshots based on the network response time. If the network response time is at or below the configured threshold, the
snapshot is then retained. You set the threshold with the configuration br owser BeaconSanpl i ng. hi er ar chy Awar eSanpl er PageUXThr eshol d.

Below are the supported threshold values and the snapshots that would be retained. The default value is Sl ow.

® Nornal - Using this threshold value will retain all snapshots.
® S| ow- Using this threshold value will retain snapshots having a network response time of slow, very slow, and stalled.

Setting the Threshold for the Network Response Time

1. Open $APPDYNAM CS_HOVE/ EUM eum pr ocessor/ bi n/ eum properti es with a text editor.
2. Add the following line to eum pr oper ti es, replacing <t hr eshol d> with one of the supported thresholds (Nor mal or S| ow) for retaining
snapshots.

br owser BeaconSanpl i ng. hi er ar chy Awar eSanpl er PageUXThr eshol d = "<t hreshol d>"

3. Restart the EUM Server.

Turn On Access Logs

By default, server access logging for the EUM Server's underlying application server is turned off. To turn it on, open $APPDYNAM CS_HOVE/ EUM eum
processor/conf/ | ocal -eum processor. ynl with a text editor and find the following section under the ser ver entry:

request Log:
appenders: []

Add the following information:

request Log:
timeZone: UTC

appenders:
- type: file
archive: true
current LogFi | enane: ../l ogs/access. | og
ar chi vedLogFi | enanePattern: ../l og/accedd-%d. I o0g. gz

Save the file and restart the EUM Server.

EUM Server Configuration File

You can configure the EUM Server by setting properties in the file $APPDYNAM CS_HOVE/ EUM eum pr ocessor/ bi n/ eum properti es. You are
recommended to copy the reference sample file $APPDYNAM CS_HOVE/ EUM eum pr ocessor/ bi n/ eum sanpl e. properti es to $SAPPDYNAM CS_HO
ME/ EUM eum pr ocessor/ bi n/ eum properties, modify the settings to fit your needs, and then restart the EUM Server so that the new settings are

applied.

The table below lists and describes the supported EUM properties, lists defaults, and specifies whether the property is required. The values for the
database properties must conform with the MySQL syntax rules given in Schema Object Names.

EUM Property Default Required? Description
onpr em dbHost dbHost Yes The name of the database host.
onpr em dbPor t 3388 Yes The port to the database host.
onprem dbSchena eum db Yes The name of the EUM database.
onprem dbUser eum user | Yes The user name for the EUM database.
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onprem
dbPasswor d

onprem
event Snapshot Di s
kAl | owance

onprem
fileStoreRoot

onprem
crashRepor t Expi r
ati onDays

onprem
r esour ceSnapshot
Expi rati onDays

onprem
r esour ceSnapshot
Di skAl | owance

processor Server.
ht t pPor t

processor Server.
htt psPort

processor Server.
htt psProducti on

processor Server.
keySt or ePasswor d

processor Server.
keySt or eFi | eNane

processor Server.
col | ectorHtt pPort

processor Server.
col | ectorHtt psPo
rt

anal ytics.
enabl ed

anal ytics.
server Scheme

anal ytics.
server Host

anal ytics. port

anal ytics.
account AccessKey

anal ytics.
event TypelLi f eSpa
n. 0. event Type

anal ytics.
event TypelLi f eSpa
n.0.1ifeSpan

anal ytics.
event Typeli f eSpa
n. 1. event Type

N/A

-1

/store

365

15

21474836
480 (20
GB)

7001
7002
true
N/A

bin
/ ssugg.
keystore

7001

7002

true
http

even_t S.
service
Host name
9080
access-

key

Br owser
Record

Mobi | eS
napshot

Yes

No

No

No

No

No

No

No

No

No

No

No

No

Yes

No

No

No

No

No

No

No

The user password to the EUM database. The password can consist of any ASCII character except the characters
"~ or 'S

The maximum disk space allotted for storing event snapshots. The default value of -1 allots unlimited disk space to
store event snapshots. You can specify a positive integer representing the maximum number of bytes for storing
event snapshots.

The path to the directory storing EUM data such as snapshots.

The number of days that crash reports are retained.
The number of days that resource snapshots are retained.

The maximum disk space allotted for storing resource snapshots. The default maximum disk space is 20 GB or
21474836480 bytes. You can specify a positive integer representing the maximum number of bytes for storing
resource snapshots.

The HTTP port to the EUM Processor. The EUM Processor runs in one process containing the collector,
aggregator, crash-processor, and monitor services.

The HTTPS port to the EUM Processor.
The flag for turning enabling (true) or disabling HTTPS to the EUM Processor.
The password to the Key Store for the EUM Processor.

The path to the file that stores the password to the Key Store for the EUM Processor.

The HTTP port of the EUM Collector. By default, the EUM Collector shares the same port as the EUM Processor,
but you can configure the port to be different. The EUM Collector receives the metrics sent from the JavaScript
agent.

The HTTPS port of the EUM Collector.

The flag for enabling or disabling the Analytics Server.
The network protocol for connecting to the Analytics Server. It is only required with anal yti cs. enabl ed=t r ue.

The hostname of the Analytics Server. It is only required with anal yti cs. enabl ed=t r ue.

The port to the Analytics Server. It is only required when anal yti cs. enabl ed=t r ue.

The access key for connecting to the Analytics Server. It is only required with anal yti cs. enabl ed=t r ue.

The type of event to be saved.
The following values are supported:
® Browser Record
® Mobi | eSnapshot
® Sessi onRecord
® Mobi | eSessi onRecord
If this property is set, you must also set anal yti cs. event TypeLi f eSpan. 0. | i f eSpan.

The number of days to retain the event records specified by anal yti cs. event TypeLi f eSpan. 0. event Type.
If this property is set, you must also set anal yti cs. event TypeLi f eSpan. 0. event Type.

The type of event to be saved.
The following values are supported:
® Browser Record
® Mobi | eSnapshot
® SessionRecord
® Mbbi | eSessi onRecord

If this property is set, you must also set anal yti cs. event TypeLi f eSpan. 1. | i f eSpan.
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anal ytics. 8 No
event Typeli f eSpa
n.1.1ifeSpan

anal ytics. Session | No
event TypelLi feSpa | Record
n. 2. event Type

anal ytics. 8 No
event Typeli f eSpa
n.2.1ifeSpan

anal ytics. Mobi | eS ' No
event TypelLi feSpa | essionR

n. 3. event Type ecord

anal ytics. 8

event Typeli f eSpa

n.3.1ifeSpan

onprem 7 No

nobi | eAppBui | dTi
meSeri esRequest C
ount Rol | upDays

onprem 10 No
maxNunber O Mobi |

eBui | dsW t hout Ds

ym

col l ection. true No
sessi onEnabl ed

col | ection. * No
accessControl Al'l
owdrigins. {n}

event Snapshot Sto 90 No

re.
I'i f espanl nDays

sessi oni zati on. 5 No
webSessi onRet ent

ionM ns

sessi oni zati on. 5 No
nmobi | eSessi onRet

entionM ns

throttling. 1000 No

resour ceSnapshot

ﬁaxTot al Per M nPe

r Account

throttling. 800 No

r esour ceSnapshot

maxNor nal Per M nP
er Account

The number of days to retain the event records specified by anal yti cs. event TypeLi f eSpan. 1. event Type.
If this property is set, you must also set anal yti cs. event TypeLi f eSpan. 1. event Type.

The type of event to be saved.
The following values are supported:

® Browser Record
® Mobi | eSnapshot
® SessionRecord
® Mobi | eSessi onRecord

If this property is set, you also must set anal yti cs. event TypeLi f eSpan. 2. | i f eSpan.

The number of days to retain the event records specified by anal yti cs. event TypeLi f eSpan. 2. event Type.
If this property is set, you must also set anal yti cs. event TypeLi f eSpan. 2. event Type.

The type of event to be saved.
The following values are supported:

® Browser Record
® Mobi | eSnapshot
® Sessi onRecord
® Mbbi | eSessi onRecord

If this property is set, you also must set anal yti cs. event TypeLi f eSpan. 3. | i f eSpan.

The number of days to retain the event records specified by anal yti cs. event TypeLi f eSpan. 3. event Type.
If this property is set, you must also set anal yti cs. event TypeLi f eSpan. 3. event Type.

The EUM Collector searches for the dSYM file in the beacon traffic for the configured number of days. If the dSYM
file is not present during the configured time frame, a warning message is displayed in the Controller Ul.

The maximum number of visible missing dSYM files in the Controller Ul.

The flag for enabling or disabling browser/mobile session collection. If you are upgrading the EUM Server from
versions 4.2 and lower to 4.3 or higher, the default is f al se.

By default, the EUM Collector responds with Access- Control - Al | ow-Ori gi n: *.
You can limit CORS to certain domains by using an integer property assigned to a URL as in the following:

® collection.accessControl Al l owOri gi ns. O=http://exanpl el. com
® coll ection.accessControl Al l owOri gi ns. 1=http://exanpl e2. com
® coll ection.accessControl Al l owOri gi ns. 2=htt p://exanpl e3. com

The number of days that the event snapshots stored in the EUM Server's local blob store ($APPDYNAM CS_HOVE
/ EUM eum pr ocessor/ st or e) are retained. The event snapshots only apply to crash reports, code issues, and
loT errors.

The number of minutes that browser sessions are retained after they are closed. This allows browser sessions that
begin and end at different times to be retained. The longer the configured retention time, the larger the number of
closed sessions held in memory, resulting in higher memory usage.

The number of minutes that mobile sessions are retained after they are closed. This enables mobile sessions that
begin and end at different times to be retained. The longer the configured retention time, the larger the number of
closed sessions held in memory, resulting in higher memory usage.

The maximum number of total resource snapshots retained each minute for an account.

The maximum number of resource snapshots of pages with a "Normal" user experience that are retained each
minute for an account. In general, you want the number for this property to be smaller than that fort hrott | i ng.
resour ceSnapshot . maxTot al Per M nPer Account , so you can also retain resource snapshots of pages with a
"Slow", "Very Slow", or "Stall" user experience.
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thr ott ling. 50000 No The maximum number of active sessions and unexpired closed sessions that are stored in memory for an account.
sessi on. ) When the maximum is reached, events that create new sessions will be dropped. This setting helps to control the
maxTr ackedSessi o memory used for sessions at the account level.

nsPer Account

@ From EUM Server version 4.5.1 and later, the property cr ashPr ocessi ng. sessi onEnabl ed is no longer supported. Instead, the association
of crashes with sessions is enabled by default. If you are using an earlier version (<4.5.1) of the EUM Server and want to upgrade to 4.5.1 or
higher, you will need to remove the property cr ashPr ocessi ng. sessi onEnabl ed from the eum properti es file to prevent the EUM
Server from throwing errors.
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EUM Server Endpoints

Related pages:

® Port Settings
® Synthetic Server Endpoints

The EUM Server has different endpoints serving distinct functions. This page provides a reference for testing the health and getting information about on-

prem EUM Servers.

The endpoints include the following:

® EUM API - acts as the interface between the EUM Server and the Controller. The Controller retrieves EUM data from the EUM Server through the

EUM API endpoint.

® EUM Collector - collects metrics from the EUM agents. The JavaScript Agent and Mobile Agents transmit data to the EUM Server through the

EUM Collector endpoint.

® EUM Aggregator - collects and rolls up all the metrics per application and provide an interface for Controllers to download the metrics by

application and timestamp.

® Screenshot Service - collects and serves image tiles that form mobile screenshots. The Mobile Agents transmit the tiles to the Screenshot
Service, and the Controller retrieves the tiles to display the screenshots in mobile sessions.

EUM Server Endpoint URLS

The table below lists the endpoints, the default URL, and the supported paths.

EUM Server Default URL

Endpoint
EUM Collector http(s)://<domai n- nane>: 7001
/ euncol | ect or

EUM Aggregator | http(s)://<domai n- name>: 7001

/ eumaggr egat or

Screenshot
Service

http(s)://<domai n- nane>: 7001/
screenshots/ vl

Paths / Description

/adrum gi f

/ beacons/ br owser
/ beacons/ br owser
/vl *

/ beacons/ br owser
Iv2]*

/ get-version
liot/vl
/application/*
/ pi ng

/ mobi | eMetrics?
versi on=2

/ whoam

/currentTi
me

/ get -
versi on

/ pi ng

Receives image beacons from the JavaScript Agent.

Earliest endpoint for receiving CORS beacons from the
JavaScript Agent.

The V1 endpoint for receiving CORS beacons from the
JavaScript Agent.

The V2 and latest endpoint for receiving CORS beacons from
the JavaScript Agent.

Returns the version, build, and commit, and timestamp of the
EUM Processor.

The endpoint for loT REST APIs. See the |oT REST API
reference documentation for details.

Returns whether the EUM Collector is accessible and running.

The endpoint used by the Mobile Agents to send mobile
beacons via HTTP POST.

Returns the IP address, geo location, and information of the
client making the request.

Returns the current time of the EUM Aggregator as a Unix timestamp.

Returns the version, build, and commit, and timestamp of the EUM
Processor.

Returns whether the EUM Aggregator is accessible and running.

/ ver si on Returns the version, build, commit, and timestamp of the Screenshot

Service.
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Install and Host a Custom Geo Server for Browser RUM

Related pages:
® Host a Geo Server

By default, the locations of end-users are resolved using public geographic databases. You can host an alternate geo server for your countries, regions,
and cities instead of using the default geo server hosted by AppDynamics.

You may prefer to host your own geo server because:
® You have intranet applications where the public IP address does not provide meaningful location information, but the user's private IP does.
® You have a hybrid application where some users access the application from a private location and some access it from a public one. If a user
doesn't come from a specific private IP range mapped by the custom geo server, the system can be set to default to the public geo server.
To host a custom geo server:
1. Download the Geo Server File

2. Set the Location of the Geo Server
3. Create the IP Mapping File

Requirements for Geo Server Host

® 2 GB of memory
® Java 8.x

Download and Install the Geo Server File
Download the GeoSer ver . zi p file from AppDynamics at https://download.appdynamics.com/download.

Uncompress the zip to a GeoSer ver folder with the following structure:

GeoServer
schena. xsd <-- schema for geo-ip-mapping. xm configuration
geo
VAEB- | NF
cl asses
| ogback. xm <-- configure logging in here
web. xm <-- other configurations here
| geo-i p- nappi ngs. xm <-- configure geo ip mapping here

To install the geo server, copy the geo folder to the TOMCAT_HOVE/ webapps of your Tomcat server. Do not deploy the server in the same container as
the Controller.

Set the Location of the Geo Server

Enter the URL, including the context root, of your hosted geo server in the Geo Server URL field in the Browser RUM configuration screen in the
Controller Ul as shown below.
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Configure and download JavaScript Agent

Set the Geo Server URL

optional

http:// | your-hosted-geo-server-url:PORT

https://  your-hosted-geo-server-url:PORT

! If you are using manual injection for your JavaScript agent, you must make sure that the copy of the script that you use is one that you have
downloaded after this URL is set.

Create the IP Mapping File

The geo- i p- mappi ngs. xm IP mapping file specifies the locations for which Browser RUM provides geographic data. It maps IP addresses to
geographic locations.

Use the sample file in the geo subdirectory as a template. Any modifications at runtime are reloaded without a restart.

This file contains a <mappi ng> element for every location to be monitored. The file has the following format.

<mappi ngs>
<nmappi ng>
<subnet fron¥"192.168.1.1" mask="255. 255. 255. 0"/ >
<l ocation country="United States" region="California" city="San Francisco"/>
</ mappi ng>

<default country="United States" region="California" city="San Francisco"/>
</ mappi ngs>

You can also use IP-range-based mapping instead of subnet-based:

<mappi ng>

<i p-range frome="10.240.1.1" to="10.240.1. 254" />

<l ocation country="France" regi on="Nord-Pas-de-Cal ai s" city="ENGLOS" />
</ mappi ng>

This data is visible in browser snapshots and can be used to filter browser snapshots for specific locations: The <count r y>, <r egi on>, and <ci t y> elem
ents are required. If the values of <country> and <region> do not correspond to an actual geographic location already defined in the geographic database,
map support is not available for the location in the map panel, but Browser RUM metrics are displayed for the location in the grid view of the geographic
distribution, end user response time panel, trend graphs, browser distribution panel, and in the Metric Browser. The <ci t y> element can be a string that
represents the static location of the end-user. You will notice a <def aul t > element. If there is an IP address that is not covered by your IP mapping file,
this is the value that is used. To use a public geo server for non-covered IP addresses, see Using a Hybrid Custom-Public Geo Server Setup.
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APPFDYNAMICS Home Applications User Experience Analytics Dashboards & Reports Alert & Respond

docs.appdynamics.com docs.appdynamics.com Q) last 15 minuts
= Br r App Dashboard Overview Geo Dashboard Browser Snapshots Usage Stats
oy Q
REAL USERS Y " N
Filters View Options
.'@ Sessions )
Clear Criteria Search + End User  URL
Response Time
E Pages & AJAX Requests G (ms)

® Server Snapshot Exists
a0, Analyze E3 03/10/17 3:5635... 1,018 hutps://docs
Server Error Occurred

SYNTHETIC E3 03/10/173:563.. 626 https://docs
Geography
& Jobs
- Country Japan 03/10/17 3:56:2... 132 https://docs
r‘!"@ Sessions State / Region Miyagi 03/10/17 3:56:2.. 56 https://docs
City Natori
I:I Pages 03/10/17 3:56:2... 54 https://docs

The valid names for country and region are those used in the map in the geo dashboard. You can hover over a region in the dashboard to see the exact
name (including spelling and case) of the region. See The Browser Geo Dashboard View.

Using a Hybrid Custom-Public Geo Server Setup

If you want Browser RUM to evaluate any non-mapped IP address using the public geo server, remove the <def aul t > element. In this case, locating any
non-mapped IP address is done in the EUM cloud, not locally.

Customize File Locations

You can customize where certain files are stored in the GeoServer directory.

Change Log Location

By default, logs are written to TOMCAT_HOVE/ | ogs, but you can configure this using TOMCAT_HOVE/ webapps/ geo/ VEB- | NF/ ¢l asses/ | ogback. xni .
Open the file with a text editor and edit the LOG_HOVE property.

<property name="LOG HOVE" val ue="{path-to-file}/logs"/>

Change Mapping File Location

By default, the geo server looks for geo- i p- mappi ngs. xnl in TOMCAT_HOVE/ webapps/ geo/ . To change the location, open TOMCAT_HOVE
/ webapps/ geo/ VIEB- | NF/ web. xml with a text editor and change value for AD_GEO CONFI G _FI LE.
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<web-app ...>
<l-- ... -->
<servl et>
<servl et - name>Front Control | er Servl et </ servl et - name>
<servl et - cl ass>com appdynani cs. eum geo. web. Front Control | er Servl et </ servl et - cl ass>
<cont ext - par an>
<par am name>AD_GEO CONFI G_FI LE</ par am nanme>
<paramval ue>{path-to-fil e}/ geo-i p- mappi ngs. xm </ param val ue>
</ cont ext - par an>
<l-- ... -->
</servlet>
<l-- ... -->
</ web- app>

0 In previous versions of the geo server, the enclosing tag was a <cont ext - par an». This has now been changed to an <i ni t - par an®.

For On-Premises EUM Servers Only: Use geo-ip-mappings.xml

If your installation uses an on-premises EUM Server and you have internal browsers from the same network as the Server that you want to identify, instead
of setting up a separate custom geo-server, you can choose to simply modify the EUM Server's geo- i p- mappi ngs. xni file as described above. The
sample is in the bi n directory of the EUM Server. The EUM Server automatically reads the file and uses it first to try and resolve the location, before using
the Neustar IP database.

Precedence in Resolving Locations

The custom geo server resolves locations based on the following precedence, from highest to lowest:

An IP address set by customizing the JavaScript agent. For more information, see Set the Origin Location of the Request.
An explicit query parameter: for example, htt p: / / nyconpany. cont geo/ r esol ve. j s?i p=196. 166. 2. 1.

An IP provided using the AD- X- For war ded- For header

An IP provided using the X- Real - | P header

An IP provided using the X- For war ded- For header

The remote address of the HTTP request

Debugging
0 Because this debugging feature has a small performance impact, it should be turned off before putting the geo server into production.

To aid in debugging, the geo server ships with a debugging web interface enabled. You can reach this interface by navigating to ht t p: / / <host >: <port >
/ geo/ debug with a web browser.

The first tab, Configuration, displays the contents of the mapping file currently in use.

AppDynamics Geo Server [SCORfiguration® History  Test

{path to mapping file}/geo-ip-mappings.xml

<mappings>
<mapping>
<subnet from="192.168.1.1" mask="255.255.255.0"/>
<location country="United States" region="California" city="San Jose"/>
</mapping>

<default country="United States" region="California" city="San Francisco"/>

</mappings>

The second tab, History, shows the last few geo resolutions that have been performed.
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Last 13 geo resolutions

Explicit AD-X-Forwarded- X-Real-

Time Resolved IP Remote IP 1P For IP X-Forwarded-For  Country Region City
Oct 17,2017 3:47:08 10.0.73.89 10.8.73.89 United California  San
PM States Francisco
Oct 17,2017 3:47:03 16.08.73.89 10.8.73.89 United California San
PM States Francisco
Oct 17, 2017 3:44:30 192.168.31.159 192.168.31.159 United California San
PM States Francisco
Oct 17,2017 3:44:16 192.168.31.159 192.168.31.159 United California  San
PM States Francisco

By default, the last
20 resolutions are shown, but this can be configured in TOMCAT_HOVE/ webapps/ geo/ VEEB- | NF/ web. xmi .

<web-app ..>
<l-- ... -->
<servlet>
<servl et - name>Front Control | er Servl et </ servl et - name>
<servl et - cl ass>com appdynani cs. eum geo. web. Front Control | er Servl et </ servl et - cl ass>
<l-- ... -->
<i ni t - paranp
<par am name>H STORY_MAX_COUNT</ par am nane>
<par am val ue>20</ par am val ue>
</init-paran>
</ servlet>
<l-- ... -->
</ web- app>

The third tab, Test, can be used to test the mapping file by trying to resolve an arbitrary IP address.

Test Resolutions

IP Address

Explicit IP
Remote Address 192.168.31.159
X-Forwarded-For
X-Real-1P
AD-X-Forwarded-For
Resolved IP  192.168.31.159
City San Francisco
Region California
Country United States

When you first navigate to this tab, it shows the geo resolution for your browser's IP address. The form in this tab can be used to try the resolution of
another IP address.

Disabling debug

Open TOMCAT_HOVE/ webapps/ geo/ VEEB- | NF/ web. xml  and set DEBUG_ENABLEDto f al se.
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<web-app ..>
<l-- ... -->
<servl et>
<servl et - name>Front Control | er Servl et </ servl et - name>
<servl et - cl ass>com appdynani cs. eum geo. web. Front Control | er Servl et </ servl et - cl ass>
<l-- ... -->
<i ni t - paranp
<par am nanme>DEBUG_ENABLED</ par am nane>
<param val ue>f al se</ par am val ue>
</init-paran>
</servlet>
<l-- ... -->
</ web- app>
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EUM Server Component Versions

This page describes how to check version information and the version of components bundled with the EUM Server. This information is useful when
troubleshooting the system or performing other administrative tasks.

1 AppDynamics maintains and updates the bundled components as part of the AppDynamics Platform. Do not attempt to upgrade a bundled
component independently of the platform upgrade procedure.

EUM Server Version

To view the version of your running EUM Server, run the following:

curl http(s)://<domain-name>: 7001/ v2/ versi on
To get more information about the EUM Server, see EUM Server Endpoints.

Bundled MySQL Database Version

The AppDynamics EUM Server uses MySQL as its default database, where it stores license/account information, metadata, and applications names. The
MySQL database files are installed in <eum _hone>/ dat a by default.

The latest AppDynamics release bundles MySQL version 5.7.33.

Bundled Java Version

The EUM Server bundles and uses Java 1.8.0_162.
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Upgrade the Production EUM Server

This page describes how to upgrade an EUM Server to the latest production installation. This is usually done alongside an upgrade to the other platform
components, such as the Controller and Events Service.

Who Should Use This Document

Anyone wanting to upgrade the EUM Server to the latest available version should use this document.

Before You Begin

Before you start upgrading the EUM Server, make sure that you are using the correct update order.

Upgrade Procedure
The instructions below show you how to upgrade your EUM Server to the latest version of the production EUM Server. Because in the EUM Server 4.4, the
EUM MySQL database was moved from the Controller host machine to the EUM Server host machine, there are separate instructions below to help you

migrate your data from versions earlier than 4.4 to the latest version. If you are upgrading from EUM Server 4.4 or higher to the latest version, you will not
have to migrate your data, but you are advised to make a backup of your data.

Using SSL with the EUM Server

If you are upgrading to EUM Server 4.5.6 or higher, you are recommended to downgrade the version of the JRE bundled with the EUM Server to 1.8.0
_152 to avoid performance issues.
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Troubleshoot EUM Server Installation

The foll

End

Ifendu

1.

owing sections provide troubleshooting information for the EUM Server installation.

User Data Does Not Appear in the Controller

ser data does not appear in the Controller, follow these steps to troubleshoot the installation:

Check the Controller logs for errors in attempting to connect to the EUM Server. Also, see if the Controller Ul allows you to enable EUM. If so, it's
likely that the connection between the Controller and EUM Server is working.

. Check the logs of the EUM Server, especially <EUM hone>/ | ogs/ eum pr ocessor . | og. In the log, verify that the server started successfully

and is receiving beacons from agents.
. Make sure that the EUM JavaScript Agent is actually injected into the monitored page and that the agent can load the remote JavaScript.
. Use browser debugging tools to check for JavaScript errors in the monitored page.

License Not Installed

If the in

staller indicates that it was not able to install the license, or after installation, if the EUM Server fails to start with a license exception, try installing

the license manually.

With the Controller running and accessible to the EUM Server machine, install the license manually. Before starting, make sure the | i cense. | i c file is at
an accessible location on the EUM Server machine. Then install the license as follows:

PN e

. Verify that the JAVA_HOVE/ bi n is in the system PATH variable and points to a Java 1.7 instance.
In Windows, open an elevated command prompt (run as administrator).
From the command line, navigate to the eum pr ocessor directory under your AppDynamics home.
From the eum pr ocessor directory, run the following script:
® On Linux:
./ bin/provision-license <path_to_license_file>
® On Windows:

bi n\ provi sion-1icense.bat <path_to_license_file>

EUM License Has Not Been Provisioned for an Account

Follow the instructions below to provision new EUM licenses for accounts on a multi-tenant Controller Ul.

GO WONPE

. Navigate to the Administration page of your on-premises Controller: htt p(s) : / / <host name>: <port >/ control | er/admi n.j sp
. Click Accounts.
. Select the account name that you want to provision EUM for and click Edit.
. Scroll down to the End User Monitoring (EUM) panel.
. From the Browser Real User Monitoring section:
a. Copy the EUM license key from your license file into the EUM License Key field.
b. Select a license type (EUM Lite or EUM Pro) from the License Type dropdown.
c. Enter your allotted Browser RUM units into the Browser RUM Units Licensed field.
d. Set overages from the Allow Overages dropdown.
. Complete the steps above for the Mobile Real User Monitoring section.
. Click Save.

Exception When Updating Application Store

You may need to tune the database thread pool. The EUM Server ships with a blank c3p0 xml configuration file to help manage this. For information on

using ¢

3p0, see the docs here. You should make your changes to <eum ser ver _hone>/ bi n/ ¢3p0. xm .

"Too Many Open Files" Exception

Exception messages such as the following indicate insufficient open file descriptor limits on the EUM Server machine:
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java.io.|CException: Too many open files

See EUM Server Deployment for operating system requirements, including recommended settings for nof i | e and npr oc limits for the EUM Server
operating system.

Controller Cannot Reach the Events Service

In the Administration Console, make sure that the Controller setting named eum es. host is set to the correct connection settings for the Events Service
instance, and that the Events Service is properly installed and running at that location. If the Events Service is a cluster with a load balancer in front of it,
this should be the VIP of the Events Service as exposed at the load balancer.

For more information, see Connect to the Events Service.
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Events Service Deployment

Related pages:

® Events Service Requirements

® |Install the Events Service on Linux

® Install the Events Service on Windows
The AppDynamics Events Service is the on-premises data storage facility for unstructured data generated by Application Analytics, Database Visibility, and
End User Monitoring deployments.

@ The following information and instructions are intended for on-premises deployments only. SaaS deployments are managed by AppDynamics.

About the Events Service

The MySQL database embedded in the Controller stores application metric and configuration data generated by the Controller. While an embedded
database is sufficient for storing this type of data, the high-volume, performance-intensive nature of analytics data requires dedicated, horizontally scalable
storage. In an AppDynamics deployment, this role is served by the AppDynamics Events Service.

If you are installing the server components for End User Monitoring, Application Analytics, or Database Visibility, you need to use a scaled-out on-premises
Events Service. Scaled-out means that the service is not installed on the Enterprise Console host. This type of Events Service can be deployed as a single
node or a cluster of three or more nodes based on your needs. Additionally, you can add nodes to a scaled-out Events Service after you install it. It is not
recommended that you add the Controller host as part of the cluster. See Administer the Events Service.

However, for data redundancy and storage scalability or if you are using End User Monitoring, Application Analytics or Database Visibility in an on-
premises Controller deployment, you need to deploy a dedicated Events Service installation.

Multiple AppDynamics components that depend on the Events Service should use the same Events Service instance or cluster.

Deployment Topology Overview

You can deploy the Events Service to a single node or to a cluster of three or more nodes. Clusters are horizontally scalable, so nodes can be added as
your data storage requirements grow. A cluster also provides data replication and redundancy, helping to ensure data integrity in the event of a node
failure.

The Controller includes an embedded Events Service instance used by the Database Visibility product by default. However, the embedded Events Service
is not meant to be used with production Application Analytics or EUM installations, since it runs on the same machine as the Controller and does not offer
data replication or scalability. It may be used for small-scale environments, especially those intended for demonstration or learning purposes. Note
however that it's not possible to migrate data from the embedded Events Service to an external Events Service instance if upgrading later.

Your Events Service can be deployed to support multiple Controllers, becoming a shared Events Service.

Single Node Deployment
In a single node Events Service deployment, the Events Service runs on a dedicated machine. The Controller and other Events Service clients can

connect directly to the Events Service node or through a load balancer. Deploying a single node Events Service behind a load balancer allows you to grow
the deployment to a multi-node cluster easily, without having to modify the clients.

1 Single node deployment is recommended for test environments only. Production environments should deploy a multi-node cluster (see below
for details).

Multi-Node Cluster

A multi-node cluster is made up of three or more nodes. With a cluster, the Controller and other Events Service clients, the EUM Server and Analytics
Agent connect to the Events Service through a load balancer, which distributes load to the Events Service cluster members.

AppDynamics recommends multi-node clusters for production environments. Multi-node clusters provide the following benefits:
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® Safeguards against data loss: multi-node clusters replicate your data. If one node goes down in production, you would have at least two more
nodes storing your data. Additionally, the Events Service continues to run as long as one node runs. Should a node go down in a single node
deployment, the Events Service stops running and you would lose your data.

® Provides redundancy: in a multi-node cluster, you can swap nodes.

In a single-node deployment, connect through a load balancer or directly to the Events Service.

Controller

@

o——
EUM Server
F O— Events Service Cluster
(- 5o
o> @ o e
(O] PN (O] Ol 1%
Analytics Agent Load Balancer le) le) 0 (o)
Q o— Node1 Node 2 Node 3 Node N+
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The nodes in a cluster swap a large amount of data. For this reason, when deploying a cluster, make sure to install all cluster nodes within the same local
network, ideally, attached to the same network switch.

Supported Deployments

Use this table to determine the supported deployment type and environment for the Events Service.

Deployment Types Development Environment Production Environment

Multi-Node Clustered Events Service (3+ nodes) (version 20.2 or later) Yes Yes

Shared Events Service

You can connect multiple Controllers to a single on-premises Events Service deployment using the same procedure that is required to connect a single
Controller. You would need to configure the Controller URLs for the Events Service to point to the shared Events Service, and make sure the Controller
keys are correct. The Controllers can then handle syncing to the shared Events Service. There are no additional requirements.

When compared to a multiple Events Service cluster configuration, a shared Events Service configuration requires less maintenance and lowers cost.
Since the Events Service is horizontally scalable, having a single large instance provides the same functionality as multiple instances.

There is no limit to the number of Controllers that can share an Events Service. However, it is recommended that you use separate Events Services for
dev and prod. Work with your AppDynamics account representative if you plan to expand your shared Events Service cluster.

Default Ports

The default ports used by the Events Service are:

® Events Service API Store Port: 9080
® Events Service API Store Admin Port: 9081

The Events Service cluster members use additional ports for internal communication among the cluster members. All the ports used within the cluster are
listed in the Events Service configuration file, conf / event s- ser vi ce- api - store. properti es.
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Secure the Events Service

By default, the ad. es. node. ht t p. enabl ed property in the Events Service configuration file is set to f al se. To debug or troubleshoot issues with the
Events Service, you or the AppDynamics Support team can enable this property and allow HTTP requests (such as node stats) in ElasticSearch by
changing the setting to t r ue. Following the debugging session, immediately disable this property to prevent any (potential) security vulnerabilities and
restart the Events Service. The downtime is dependent on the hardware and the service will be unavailable until it restarts.
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Events Service Requirements

Related pages:
® Prepare the Events Service Host

This page describes general hardware and software requirements for the machines that host Events Service nodes.

General Requirements

® Determine which version of the Events Service that is compatible with your other platform components.

® Use a supported Windows 64-bit or Linux 64-bit based operating system supported by the platform. See Platform Requirements.

® Solid-state drives (SSD) can significantly outperform hard disk drives (HDD), and are therefore recommended for production deployments. Ideally,
the disk size should be 1 TB or larger.

® The Events Service must run on dedicated machines with identical directory structures, user account profiles, and hardware profiles.

® For heap space allocation, AppDynamics recommends allocating half of the available RAM to the Events Service process, with a minimum of
7 GB up to 31 GB.

® When testing the events ingestion rate in your environment, it is important to understand that events are batched. Ingestion rates observed at the
scale of a minute or two may not reflect the overall ingestion rate. For best results, observe ingestion rate over an extended period of time,
several days at least.

® The Events Service requires Java 8ul72.

® Keep the clocks on your application, Controller, and Events Service nodes in sync to ensure consistent event time reporting across the
AppDynamics deployment.

® Your firewall should not block the Events Service REST API port 9080, otherwise, the Enterprise Console will not be able to reach the Events
Service remotely.

Hardware Capacity and Resource Planning

When estimating your hardware requirements, the first step is to determine the event ingestion rate (for Transaction Analytics) or the amount of data being
indexed (for Log Analytics). This helps you to determine the number of analytics license units you will need.

Once you determine your license units requirements, it is important to consider other factors that affect the hardware capacity, such as the processing load
of queries run against the Events Service and the actual type of hardware used. A physical server is likely to perform better than a virtual machine. You
should also take into account seasonal or daily spikes in activity in your monitored environment in your considerations.

An event is the basic unit of data in the events service. In terms of application performance management, a Transaction Analytics event corresponds to a
call received at a tier. A business transaction instance that crosses three tiers, therefore, would result in three events being generated. In application
performance management metrics, the number of business transaction instances is reflected by the number of calls metric for the overall application. In
End User Monitoring, each page view equates to an event, as does each Ajax request, network request, or crash report.

Events Service Node Sizing Based on License Units

You can plan your hardware requirements with the data in the section. It describes recommended hardware configurations (in the context of Amazon EC2
instance types) corresponding to the number of license entitlement units for Log and Transaction Analytics. See License Entitlements and Restrictions for
details about license units for Log and Transaction Analytics.

For additional Events Service sizing information, see the following AppDynamics Community articles:

® Understanding EUM and Events Service concepts (describes the concepts necessary to build the profile)

® Build the Analytics traffic profile

® Size the Events Service and EUM using the profile (contains the Analytics Recipe Book for on-premises configuration)

® Limit EUM and Analytics usage (describes how to configure rules to enforce Analytics trade-offs when deploying Analytics on-premises)

The hardware shown for each license amount represents the hardware capacity of a theoretical combined load of both Transaction Analytics and Log
Analytics events. The numbers used were derived from actual tests that were performed with an uncombined load, from which the following numbers were
extrapolated. Note that the test conditions did not include query load and so may not be representative of a true production analytics environment.

@ The following table shows sizing recommendations and describes the size of the cluster used for testing. This does not mean you are limited to
a seven-node event service. If you need to go beyond seven nodes, contact your AppDynamics account representative to ensure proper sizing
for your specific environment.

It is to be noted that the retention can be 8, 30, 60 or 90 days which will directly affect storage requirements.
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Event Type AWS Machine Instance Type

i2.2xlarge (61 GB RAM, 8 vCPU, 1600 GB i2.4xlarge (122 GB RAM, 16 vCPU, 3200 GB i2.8xlarge (244 GB RAM, 32 vCPU, 6400 GB
SSD) SSD) SSD)
1 3 5 7 1 3 5 7 1node 3 nodes 5nodes
node nodes nodes nodes node nodes nodes nodes

Transaction Analytics license 20 37 44 63 22 41 84 113 53 94 120

units

Log Analytics license units 7 10 17 19 16 19 32 44 39 116 270

The following points describe the test conditions under which the license units-to-hardware profile mappings in the table were generated:
® Average Log event size in bytes: 350
® Average size of business transaction event: 1 KB
® Tiers in business transaction: 3
The tests were conducted on virtual hardware and programmatically generated workload. Real-world workloads may vary. To best estimate your hardware

sizing requirements, carefully consider the traffic patterns in your application and test the Events Service in a test environment that closely resembles your
production application and user activity.

Minimum Events Service Node Sizing

To configure the Events Service 3 nodes minimum are required.

Database Visibility Events Service Sizing

Database Visibility features use the Events Service for storage. The ingestion capacity and sizing profile for Database Visibility Analytics events are
equivalent to that of Log Analytics, with the size of the raw event being about 2 kilobytes on average.

End User Monitoring Events Service Sizing

End User Monitoring includes Analytics-related features that send data to the Events Service.

In End User Monitoring, each page view equates to an event, as does each Ajax request, network request, or crash report. There can be a few dozen Ajax
requests for every page load. In general, the ingestion capacity and sizing profile for EUM or Database Visibility Analytics events are equivalent to that for
Log Analytics, with the size of the raw events being about 2 kilobytes on average.

To calculate the sizing for EUM, multiply the peak number of browser records in a day by 12 KB. If peak capacity is reached, the Events Service simply
starts dropping traffic.

The table below provides details about the memory and storage of different types of browser records. The default retention period is configurable.

Browser Record Type Memory Requirements Per Event Optional Default Retention
BasePage, iFrame, Virtual Page = 1 KB/ 1.5 KB (with sessions enabled) = No 8 days
Ajax requests 1KB Yes

@ By default, Ajax requests are not stored in the Events Service.
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Prepare the Events Service Host

Related pages:
® Events Service Requirements

This page describes how to prepare the machine that will host Events Service nodes, along with general requirements for the environment.

Network and Port Settings

The Controller and Events Service must reside on the same local network and communicate by the internal network. Do not deploy the cluster to nodes on
different networks, whether relative to each other or to the Controller and the Enterprise Console. When identifying cluster hosts in the configuration, you
will need to use the internal DNS name or IP address of the host, not the externally routable DNS name.

For example, in terms of an AWS deployment, use the private IP address such as 172. 31. 2. 19 rather than public DNS hostname such as ec2- 34- 201-
129- 89. us- west - 2. conput e. anazonaws. com

On each machine, the following ports need to be accessible to external (outside the cluster) traffic:

® Events Service API Store Port: 9080
® Events Service API Store Admin Port; 9081

For a cluster, ensure that the following ports are open for communication between machines within the cluster. Typically, this requires configuring iptables
or OS-level firewall software on each machine to open the ports listed

® 9300 — 9400

The following shows an example of iptables commands to configure the operating system firewall:

-AINPUT -mstate --state NEW-mtcp -p tcp --dport 9080 -j ACCEPT
-AINPUT -mstate --state NEW-mtcp -p tcp --dport 9081 -j ACCEPT
-AINPUT -mstate --state NEW-mnultiport -p tcp --dports 9300: 9400 -j ACCEPT

If a port on the Events Service node is blocked, the Events Service installation command will fail for the node and the Enterprise Console command output
and logs will include an error message similar to the following:

failed on host: <ip_address> with nessage: Ui [http://]ocal host:9080/_ping] is un-pingable.

If you see this error, make sure that the ports indicated in this section are available to other cluster nodes.

Configure Cluster Nodes that Run Linux
If deploying to Linux machines, on each node in the Events Service cluster, make these configuration changes:
1. Using a text editor, open / et ¢/ sysct | . conf and add the following:
vm max_map_count =262144
2. Raise the open file descriptor limitin/ et ¢/ security/limts. conf, as follows:
<user name_r unni ng_event sservi ce> sof t nofile 96000

<user nane_r unni ng_event sservi ce> hard nofile 96000

Replace user nanme_r unni ng_event sser vi ce with the username under which the Events Service processes run. So if you are running
Analytics as the user appduser, you would use that name as the first entry.

Configure SSH Passwordless Login
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For Linux deployments, you will use the Enterprise Console to deploy and manage the Events Service cluster.

The Enterprise Console needs to be able to access each cluster machine using passwordless SSH for a non-embedded Events Service. Before starting,
enable key-based SSH access as described here.

This setup involves generating a key pair on the Enterprise Console and adding the public key as an authorized key on the cluster nodes. The following
steps take you through the configuration procedure for an example scenario. You will need to adjust the steps based on your environment.

If you are using EC2 instances on AWS, the following steps are taken care of for you when you provision the EC2 hosts. At that time, you are prompted for
your PEM file, which causes the public key for the PEM file to be copied to the authorized_keys of the hosts. You can skip these steps in this case.

On the host machine, follow these steps:

1. Log in to the Enterprise Console host machine or switch to the user you will use to perform the deployment:

su - $USER

2. Create a directory for SSH artifacts (if it doesn't already exist) and set permissions on the directory, as follows:

nkdir -p ~/.ssh
chnod 700 ~/.ssh

3. Change to the directory:

cd .ssh

4. Generate PEM public and private keys in RSA format:

ssh-keygen -t rsa -b 2048 -v -m pem

5. Enter a name for the file in which to save the key when prompted, such as appd- anal yti cs.
6. Rename the key file by adding the . pemextension:

mv appd- anal yti cs appd-anal ytics. pem

You will later configure the path to it as the sshKeyFi | e setting in the Enterprise Console configuration file, as described in Deploying an Events
Service Cluster.
7. Transfer a copy of the public key to the cluster machines. For example, you can use scp to perform the transfer as follows:

scp ~/.ssh/nyserver.pub hostl:/tnp
scp ~/.ssh/ nmyserver. pub host2:/tnp
scp ~/.ssh/nyserver.pub host3:/tnp

Continuing with the example, myser ver should be appd-analytics.
The first time you connect you may need to confirm the connection to add the cluster machine to the list of known hosts and enter the user's
password.

8. On each cluster node (hostl, host2, and host3), create the .ssh directory in the user home directory, if not already there, and add the public key
you just copied as an authorized key:

cat /tnp/appd-anal ytics.pub >> .ssh/authorized_keys
chnod 600 ~/.ssh/authorized_keys

9. Test the configuration from the host machine by trying to log in to a cluster node by ssh:

ssh host 1

If unable to connect, make sure that the cluster machines have the openssh- ser ver package installed and that you have modified the
operating system firewall rules to accept SSH connections. If successful, you can use the Enterprise Console to deploy the platform.

If you encounter the following error, use the instructions in this section to double-check your passwordless SSH configuration:
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Copying JRE to the rempte host failed on host: 172.31.57.204 with nessage: Failed to upload file: java.net.
Connect Excepti on: Connection tined out
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Install the Events Service on Linux

Related Pages:
® Events Service Requirements

This page describes how to install and administer the Events Service on Linux systems through the CLI. Steps for scaling up an embedded Events Service
using the Enterprise Console are also included.

The AppDynamics Enterprise Console automates the task of installing and administering an Events Service deployment through either the GUI or CLI. For
information on installing Events Service using the Enterprise Console, see Custom Install.

1 You do not need to specify the installation or data directory for the Events Service installation. If you do, use a different one from the platform
directory.

Events Service Host Requirements

Before starting, be sure to review the Release Notes for known issues and late-breaking information on using the Events Service and Enterprise Console.
Also, observe the following requirements:

®* The Events Service can be deployed as a single node or as a multi-node cluster of 3 or more nodes.

® The versions of Linux supported include the flavors and versions supported by the Controller, as indicated by Prepare Linux for the Controller.

®* The Events Service must run on a dedicated machine. The machine should not run other applications or processes not related to the Events
Service.

® Use appropriately sized hardware for the Events Service machines. The Enterprise Console checks the target system for minimum hardware
requirements. For more information on these requirements, see the description of the profile argument to the Events Service install command in In
stall the Events Service Cluster.

® The Controller and Events Service must reside on the same local network and communicate by the internal network. Do not deploy the cluster to
nodes on different networks, whether relative to each other or to the Controller where the Enterprise Console runs. When identifying cluster hosts
in the configuration, you will need to use the internal DNS name or IP address of the host, not the externally routable DNS name.
For example, in terms of an AWS deployment, use the private IP address such as 172. 31. 2. 19 rather than public DNS hostname such as ec2-
34-201-129- 89. us- west - 2. conput e. anazonaws. com

® Make sure that the appropriate ports on each Events Service host are open. See Port Settings for more information.

®* The Enterprise Console uses an SSH key to access the Events Services hosts. See the section below for information on generating the key.

® Events Service nodes normally operate behind a load balancer. When installing an Events Service node, the Enterprise Console automatically
configures a direct connection from the Controller to the node. If you deploy a cluster, the first primary node is automatically configured as the
connection point in the Controller. You will need to reconfigure the Controller to connect through the load balancer VIP after installation, as
described below. For sample configurations, see Load Balance Events Service Traffic.

Port Settings
Each machine must have the following ports accessible to external (outside the cluster) traffic:

® Events Service API Store Port: 9080
® Events Service API Store Admin Port: 9081

For a cluster, ensure that the following ports are open for communication between machines within the cluster. Typically, this requires configuring i pt abl e
or OS-level firewall software on each machine to open the ports listed

® 9300 — 9400

The following shows an example of i pt abl es commands to configure the operating system firewall:

-AINPUT -mstate --state NEW-mtcp -p tcp --dport 9080 -j ACCEPT
-AINPUT -mstate --state NEW-mtcp -p tcp --dport 9081 -j ACCEPT
-AINPUT -mstate --state NEW-mmultiport -p tcp --dports 9300: 9400 -j ACCEPT

If a port on the Events Service node is blocked, the Events Service installation command will fail for the node and the Enterprise Console command output

and logs will include an error message similar to the following:

failed on host: <ip_address> with nessage: Ui [http://]ocal host:9080/_ping] is un-pingable.
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If you see this error, make sure that the ports indicated in this section are available to other cluster nodes.

Create the SSH Key

When installing Events Service, you will need to provide the SSH key that the Enterprise Console can use to access Events Service hosts remotely. Before
starting, create the PEM public and private keys in RSA format. The key file must not use password protection.

For example, using ssh- keygen, you can create the key using the following command:

ssh-keygen -t rsa -b 2048 -v -m pem

Configure SSH Passwordless Login

The Enterprise Console needs to be able to access each cluster machine using passwordless SSH. Before starting, enable key-based SSH access.

This setup involves generating a key pair on the Enterprise Console host and adding the Enterprise Console's public key as an authorized key on the
cluster nodes. The following steps take you through the configuration procedure for an example scenario. You will need to adjust the steps based on your
environment.

If you are using EC2 instances on AWS, the following steps are taken care of for you when you provision the EC2 hosts. At that time, you are prompted for
your PEM file, which causes the public key for the PEM file to be copied to the aut hori zed_keys of the hosts. You can skip these steps in this case.

On the Enterprise Console machine, follow these steps:

1. Log in to the Enterprise Console machine or switch to the user you will use to perform the deployment:

su - $USER

2. Create a directory for SSH artifacts (if it doesn't already exist) and set permissions on the directory, as follows:

nkdir -p ~/.ssh
chnmod 700 ~/.ssh

3. Change to the directory:

cd .ssh

4. Generate PEM public and private keys in RSA format:

ssh-keygen -t rsa -b 2048 -v -m pem

The key file must not use password protection.
5. Enter a name for the file in which to save the key when prompted, such as appd- anal yti cs.

6. Rename the key file by adding the . pemextension:

mv appd-anal yti cs appd-anal ytics. pem

You will later configure the path to it as the sshKeyFi | e setting in the Enterprise Console configuration file, as described in Deploying an Events
Service Cluster.
7. Transfer a copy of the public key to the cluster machines. For example, you can use scp to perform the transfer as follows:

scp ~/.ssh/nyserver.pub hostl:/tnp
scp ~/.ssh/ nyserver.pub host2:/tnp
scp ~/.ssh/ nyserver. pub host3:/tnp
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Continuing with the example, myser ver should be appd- anal yti cs.
The first time you connect you may need to confirm the connection to add the cluster machine to the list of known hosts and enter the user's
password.

8. On each cluster node (host1, host2, and host3), create the . ssh directory in the user home directory, if not already there, and add the public key
you just copied as an authorized key:

cat /tnp/appd-anal ytics.pub >> .ssh/authorized_keys
chnod 600 ~/.ssh/authorized_keys

9. Test the configuration from the Controller machine by trying to log in to a cluster node by ssh:

ssh host 1

@ If unable to connect, make sure that the cluster machines have the openssh- ser ver package installed and that you have modified
the operating system firewall rules to accept SSH connections. If successful, you can use the Enterprise Console on the Controller host
to deploy the Events Service cluster, as described next.

If the Enterprise Console attempts to install the Events Service on a node for which passwordless SSH is not properly configured, you will see the following
error message:

./bin/platformadm n.sh add-hosts --hosts <es_host _1> <es_host _2> <es_host_3> --credential <credential name> --
pl at f orm name <nanme of platfornme

Failed to connect to the renote host. Please verify that the host name and credentials you provided are correct.

For nore information, consult the docunentation: https://docs. appdynam cs. coni di spl ay/ PRO45
/ Adni ni st er +t he+Ent er pri se+Consol e#Admi ni st ert heEnt er pri seConsol e- manage- host sManageHost s

If you encounter this error, use the instructions in this section to double-check your passwordless SSH configuration. Also, you need to and add- host s firs
t then install event - ser vi ce. If SSH configuration is not setup correctly, add- host s commands will fail.

1 The add- host s command is to add hostnames into platforms. During the event s- ser vi ce installation, the hosts come from the platform
hosts, and then they are used on the event s- servi ce.

Tune the Operating System for Production Cluster Nodes

Before installing the Events Service cluster, you need to perform a few manual changes as described below. These are particularly relevant for production
Events Service deployments. On each node in the cluster, make these configuration changes:

1. Using a text editor, open / et ¢/ sysct | . conf and add the following:

vm max_nmap_count =262144

2. Raise the open file descriptor limitin / et ¢/ security/limts. conf, as follows:

<user nanme_runni ng_event sservi ce> sof t nofile 96000
<username_runni ng_event sservi ce> har d nofile 96000
<user nane_r unni ng_event sservi ce> sof t menl ock unlimted
<user nanme_r unni ng_event sservi ce> hard menl ock unlimted

3. Disable swap memory by running the following command. Remove swap mount points by removing or commenting the lines in / et c/ f st ab that
contain the word swap.

swapoff -a

Installing the Events Service Using the GUI
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In the GUI, the Express Install option automatically installs an Events Service on the same host as the Controller. The Custom Install option can install an
embedded or scaled-up Events Service. If you install an embedded Events Service and want to switch to a scaled-up Events Service, complete the steps
described in Scaling Up an Embedded Events Service.

Installing the Events Service Using the CLI

N

. Set up load balancing. See Load Balance Events Service Traffic for information about configuring the load balancer.
. At the command line, navigate to the pl at f or m adni n directory created at Enterprise Console installation. See Install the Enterprise Console.
. If it has been more than one day since your last session, you will have to log in with the following command:

bi n/ pl at form admi n. sh | ogi n --user-name <adm n_user name> --password <adni n_passwor d>

. Create a platform as follows:

bi n/ pl at form admi n. sh create-platform--nanme <platformnane> --installation-dir
<platform.installation_directory>

The installation directory is the directory where the Enterprise Console installs all platform components.

@ The same installation directory should exist and is used on all remote nodes. This is done to maintain the homogeneity of the
configuration across different nodes.

. Add the SSH key that the Enterprise Console will use to access and manage the Events Service hosts remotely. (See Create the SSH Key for

more information):

bi n/ pl at form admi n. sh add-credential --credential -name <nane> --type ssh --user-nane <username> --ssh-
key-file <file path to the key file> --platformnanme <nane of platforne

<file path to the key fil e>isthe private key for the Enterprise Console machine. The installation process uses the keys to connect to
the Events Service hosts. The keys are not deployed, but instead, encrypted and stored in the Enterprise Console database.

The pl at f or m nane parameter is optional.

. Add hosts to the platform, passing the credential you added to the platform:

bi n/ pl at form admi n. sh add- hosts --hosts es_host_1 es_host_2 es_host_3 --credential <credential nane> --
pl at f orm name <nanme of platfornme

The pl at f or m name parameter is optional.

. On each Events Service destination node in the cluster, create an installation directory for the Events Service. This is the directory you specified

asthei nstal | ati on-di r argument while creating the platform in step (2).

. Again at the command line for the Enterprise Console machine, run the following command from the pl at f or m admi n directory. Pass

the cluster configuration settings as arguments to the command. The format for the command is the following:

bi n/ pl atform adm n.sh submt-job --platformnanme <platformnanme> --service events-service --job install
--target-version <latest> --args profil e=<dev> servi ceActi onHost =<es_host _1>
servi ceAct i onHost =<es_host _2> servi ceActi onHost =<es_host _3>

The pl at f or m nanme and j vmTenpDi r parameters are optional.

Arguments are:

® jvnTenpDi r: Use this argument to override default JVM temporary / t np directory in Linux installations.
® host s: Use this argument or host - f i | e to specify the internal DNS hostnames or IP addresses of the cluster hosts in your
deployment. With this argument, pass the hostnames or addresses as parameters. For example:

--hosts 192.168.32. 105 192. 168. 32. 106 192. 168. 32. 107

® host-fil e: As an alternative to specifying hosts as --host s arguments, pass them as a list in a text file you specify with this argument.
Specify the internal DNS hostname or IP address for each cluster host as a separate line in the plain text file:
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192. 168. 32. 105
192. 168. 32. 106
192.168. 32. 107

* profil e: By default (with profile not specified), the installation is considered a production installation. Specifying a developer profile (pr
of i | e dev) directs the Enterprise Console to use a reduced hardware profile requirement, suitable for non-production environments
only. The Enterprise Console checks for the following resources:

® For adev profile, 1 core CPU, 1 GB RAM, and 2 GB disk space.
® Otherwise, 4 core CPU, 12 GB RAM, and 128 GB of disk space.

For example:

bi n/ pl at f or m adnmi n. sh add- hosts --hosts ip-172-31-20-21. us-west-2.conpute.internal ip-172-31-20-22.us-
west - 2. conmput e. i nternal ip-172-31-20-23. us-west-2.conpute.internal

If using a hosts text file, use the following command:

bi n/ pl at f orm adni n. sh add- hosts --hosts --host-file=/hone/ appduser/hosts.txt

9. Log in to each Events Service node machine, and run the script for setting up the environment as follows:

@ The t une- syst em sh script is used for optimizing your environment. It is optional.

a. Add execute permission to the t une- syst em sh script:

chnod +x tune-system sh
./tune-system sh

b. Run the script:

sudo <installation_dir>/events-service/processor/bin/tool/tune-system sh

10. If you are using a load balancer, use the virtual IP for the Events Service as presented at the load balancer. Configure the Controller connection
to the Events Service as follows:

a. Open the Administration Console.
b. In the Controller settings pane, find appdynani cs. on. premni se. event. servi ce. url and change its value to the URL of the virtual
IP for the Events Service at the load balancer.

It may take a few minutes for the Controller and Events Service to synchronize account information after you modify connection settings in the
console.

When finished, use the Enterprise Console for any Events Service administrative functions. You should not need to access the cluster node machines
directly once they are deployed. In particular, do not attempt to use scripts included in the Events Service node home directories.
The Enterprise Console automatically updates the Controller configurations after installation.

Scaling Up an Embedded Events Service

The following steps describe how to scale up an Events Service that is on a shared host with the Controller. This allows the embedded Events Service to
run on a separate host. You can also install the Events Service on a separate host directly by using the Custom Install.

1. Set up load balancing. See Load Balance Events Service Traffic for information about configuring the load balancer.

2. Open the Enterprise Console GUI.

3. Verify that the credentials and hosts you want to use are added to the AppDynamics platform. For more information, see Administer the
Enterprise Console.

a. On the Credential page, add the SSH credentials for the hosts on which you want to install the Events Service.
b. On the Hosts page, add the hosts. The Enterprise Console uses these hosts for the scaled-up Events Service, which requires at least
one host or three or more hosts.
4. On the Events Service page, navigate to More link and select the Events Service and click Scale Up Events Service under More and complete
the wizard. When you enter hosts to use for a scaled-up Events Service, do not include the Controller host.
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@ You do not need to restart the Controller since that is automatically done for you by the scale-up job.

5. Log in to each node machine, and run the script for setting up the environment as follows:

sudo <installation_dir>/events-service/latest/bin/tool/tune-system sh

6. Navigate to the Controller page.

7. By default, the Enterprise Console configures the Events Service connection in the Controller to refer to the first primary node defined in the
cluster. If you are using a load balancer, as recommended, you need to change this Controller setting to point to the Events Service VIP as
presented at the load balancer instead, as follows:

a. Open the Administration Console.
b. In the Controller settings pane, find appdynani cs. on. premi se. event. service. url.
c. Change the value of the setting for the URL to the VIP for the Events Service at the load balancer.
8. By default, Database Monitoring stores events data in the Events Service embedded in the Controller. To have it use the Events Service you just
deployed, ensure that the appdynani cs. on. preni se. event . servi ce. key value matches with ad. account manager . key. control |l er v
alue inside the event s- servi ce-api - store. properti es file.

@ Note that only newly generated Database Monitoring data will be stored in the Events Service; previously collected data will remain in
the embedded Events Service instance unless it is migrated to the new Events Service. See Connect to the Events Service.

9. It may take a few minutes for the Controller and Events Service to synchronize account information after you modify connection settings in the
Enterprise Console.

Troubleshooting Installation

If the Enterprise Console crashes or shuts down while installing the Events Service, the GUI may display that the installation is in progress. To resolve this
issue, uninstall the Events Service with the CLI. Then, install the Events Service with the CLI.
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Install the Events Service on Windows

Related pages:
® Events Service Requirements
You can install and administer the Events Service on Microsoft Windows systems as a single node or a cluster. Common use cases include:
d Singlle-node Events Service — Good for demonstration purposes and other scenarios where data redundancy and high availability are not
. rTehqu:eI(r:r(:;)de cluster — The minimum size for a production Events Service cluster.
® Cluster of four nodes or more — For deployments where increased load or expected sizing exceeds the capacity of a three-node cluster.

Contact AppDynamics customer support if you anticipate deploying a cluster of 10 or more nodes.

@ Creating more than one instance of the same service type is not supported on Windows.

You do not need to specify the installation or data directory for the Events Service installation. If you do, use a different one from the platform
directory.

Decide Which Node(s) to Make Master Nodes

Every Events Service node is either a master node or a data node. In an Events Service cluster, the master node both acts as a storage node, and
manages the state of the data across the cluster, including the state of the replica. In a single-node deployment, there's not much for the master to do.

The master node is the first node to start up. If the master node becomes unavailable, the worker nodes attempt to elect a new master.
As you install Events Service, you specify the configuration for each node, which consists of two pieces of information:

® Whether to enable the node to serve as a master, and
® How many nodes (minimum) must be available in the cluster for a new master to be elected

This table describes what values to specify as you install:

Order of Node in the Deployment Master-enabled? Minimum available nodes
required
to elect a new master

First (only) node in a single-node installation true 1
First, second, and third nodes of a three-node cluster = true 2
Fourth (or higher) node of a cluster false 2

1 Specifying the installation or data directory is optional for the Events Service. If you do this, the directory you specify must not be the platform
directory.

Installation Quick Start

Before you can install the Events Service on Windows, you must use Enterprise Console to install the Controller. The EUM Server must be installed
separately as it cannot be installed using the Enterprise Console.

1. Install the Enterprise Console.

2. Use the Enterprise Console to create the platform and add hosts.

3. To install the Controller and Events Service on the same host, use the Express Install option.
Use the Custom Install to install a scaled-out Events Service that runs on a host that is separate from the Controller. Custom installations provide
more flexibility on where and how to install Controller and Events Service.

4. (Optional) Install the EUM Server.

5. Complete the post-install tasks for the Controller, Events Service, and EUM Server.
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Deploy a Single-Node Events Service

@ Ensure that you have met all of the current Events Service Requirements, including:

® Have Java Runtime Environment (JRE) version = 1.8

* Defined Java in the Windows environment variable path, or a JRE folder that is accessible by event s- ser vi ce. exe in the relative
path..\..\jre

To manually install the Events Service on a single node:

1. Unzip the Events Service distribution archive to a directory on the target host. This creates the event s- ser vi ce directory with the Events
Service artifacts.

2. Begin configuring the connection to the Events Service in the Controller.

a. With the Controller running, open the Administration Console as the root user.
b. Inthe Controller Settings page, search for appdynani cs. on. preni se. event. service. url .

c. Replace the default value to the internal hostname for the Events Service machine, and the default value for the Events Service listen
port, 9080.

For example: http://hostname:9080. Select Save.

@ If you are putting a load balancer in front of the Events Service (required for a cluster), this will be the VIP for the Events
Service as exposed at the load balancer. In this case, it is likely you will need to return to this step after you finish deploying
the node and configuring the load balancer.

3. Obtain the Controller key:
a. While on the Controller Settings page, search for the appdynam cs. on. prem se. event . servi ce. key setting.

@ If you do not install the default Events Service, then the appdynani cs. on. premni se. event . servi ce. key setting is
blank. To create the appdynani cs. on. preni se. event . servi ce. key, use a UUID generator.

b. Copy the setting's value. You will need this to complete Step 4.
c. Close the Administration Console.
4. Configure the connection from the Events Service to the Controller:

a. From your Windows Explorer, open the event s- ser vi ce\ conf \ event s-servi ce- api - st ore. properti es file to edit.
b. Locate the control | er - key property and add it:

ad. account manager . key. control | er=control | er-key

5. Verify the heap settings for the Events Service processes:

a. Verify that the minimum and maximum heap settings for the two Events Service processes (the Events Service JVM, and the
Elasticsearch processes, respectively) are correct and sufficient for your deployment.
The settings:

® Are located in the event s- servi ce- api - st ore. properti es file.

® Use g for gigabyte (GB) and mfor megabyte (MB).
b. For the Events Service process, verify:

ad. j vm opti ons. nane=event s- servi ce. vimopt i ons
ad. j vm heap. m n=1g
ad. j vm heap. max=1g

c. For the ElasticSearch process, verify:

ad. es. jvm opti ons. nane=event s- servi ce. vnopti ons
ad. es. jvm heap. mi n=8g
ad. es. j vm heap. max=8g

@ A production Elasticsearch installation requires 8 GB. For a demonstration installation, you can retain the default of 1 GB.

6. Save and close the event s- servi ce- api - store. properti es file.
7. Install the Events Service as a Windows service, and open the command prompt as an Administrator:
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@ Do not use PowerShell to do this.

a. Setthe JAVA_HOVE environment variable so it specifies your Java installation directory. For example: JAVA_HOVE=C: \ Zul u\ zul u- 8-
jre.
b. Change the directory to event s- ser vi ce, and then enter:

bi n\ event s-servi ce. exe service-install -p conflevents-service-api-store.properties --auto-start

i. This command also installs Elasticsearch (even though it contains no explicit reference to Elasticsearch).
ii. The optional aut o- st art flag causes the Events Service to be installed as an automatically started service; without this flag,
the Events Service is installed as a manually started service.
iii. For verbose installation and operation logging (useful for troubleshooting), include the | og- ver bose flag.
8. Locate the service name for the Events Service:

bi n\ event s- servi ce. exe service-Iist

9. Open the Windows services and select the AppDynamics Events Service Api Store xxxxx Select Start.
10. Check the health of the new node and verify service status:
a. If "Healthy" appears as the service status, then it indicates that the process is operating normally:

bi n\ event s-servi ce. exe check-health -hp | ocal host: 9081

b. For the port, pass the administration port for the Events Service, 9081 by default.

[ appduser @ontrol | er-one events-service] $ bin/events-service. exe check-health -hp 192. 168. 33. 22:
9081

[ 2015- 12- 09T18: 30: 45, 342-08: 00] HV000001: Hi bernate Validator 5.0.2.Final

[2015-12-09T18: 30: 45, 956- 08: 00] I ndi vi dual statuses bel ow

[ 2015-12- 09T18: 30: 45, 956- 08: 00] [192.168. 33.22: 9081] status is [200 OK]

[ 2015- 12-09T18: 30: 45, 956- 08: 00] Overal | status Heal thy

c. If the service status does not display as Over al | st atus Heal t hy, then the service is unhealthy. To correct it, you need to determine
the correct key mappings between the following Events Service configuration and the Controller settings:

i. appdynani cs. es. eum key should map to ad. account manager . key. eum

ii. appdynani cs. saas. event . servi ce. key should map to ad. account manager . key. control | er

iii. appdynami cs. saas. event. servi ce. key should map to ad. account nanager . key. nds

iv. If the values of the key mappings are blank in the Admin Console, then use a UUID generator to create them.

v. Use a UUID generator to create a value for ad. account manager . key. ops.

vi. Use a UUID generator to create a different value for the following keys (you can use the same UUID for all three keys):
1. ad. account manager. key. sl m
2. ad. account manager . key. j f
3. ad. account manager . key. servi ce

11. Configure the connections from the Analytics Agent, EUM Server, or Database Monitoring agents to the Events Service, as described in Connect
to the Events Service.

Deploy an Events Service Cluster (Three Nodes)

The following steps describe how to deploy an Events Service cluster made up of three nodes, the minimum size of the Events Service cluster. These
steps apply whether you are performing a new installation of a cluster or expanding a single node deployment into a three-node cluster. For information on
expanding beyond a three-node cluster, see Adding Nodes to a Cluster.

1 Note that all services on Windows machines must be installed on the Enterprise Console host since the Enterprise Console does not support
remote operations on Windows. Therefore, you cannot use the Enterprise Console GUI to deploy an Events Service cluster.
Before starting, review the topology notes in Events Service Deployment and make sure that all machines in the cluster meet the system requirements.
When ready, perform these steps on each of the three nodes.

1. Follow the steps for configuring a single node cluster in the 1-node installation above. Additionally, configure the following settings in the conf\ ev
ent s-service-api-store. properties fie:

a. Change the value of the ad. es. node. m ni mum_nast er _nodes property to 2:
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ad. es. node. m ni rum nast er _nodes=2

The setting specifies the minimum number of master-eligible instances that must be available in order to elect a new master. Since an
Events Service cluster has three master nodes, this value should be two for a cluster.
b. Set the value of ad. es. event . i ndex. shar ds to the number of nodes, in this case, three:

ad. es. event. i ndex. shar ds=3

You do not need to change this value if it is already higher than the number of nodes.
c. Set the replication factor to 1 by changing the ad. es. event . i ndex. repl i cas and ad. es. net adat a. r epl i cas properties, as
follows:

ad. es. event.index.replicas=1
ad. es. event. i ndex. hot Li f espanDays=10
ad. es. net adat a. repl i cas=1

d. For the unicast host s property, add the hostname or IP address, along with the port 9300, for each node in the cluster:

ad. es. node. uni cast . host s=nodel. exanpl e. com 9300, node2. exanpl e. com 9300, node3. exanpl e. com 9300

e. Change the publish host to the IP address or hostname of this machine. For example:

ad. es. node. net wor k. publ i sh. host =node2. exanpl e. com

f. Configure heap space for the Events Service and ElasticSearch processes, as follows:
i. To set the Events Service process heap size to 1 GB, for example, use the following properties:
ad. j vm opti ons. nane=event s- servi ce. vnopti ons

ad. j vm heap. m n=1g
ad. j vm heap. max=1g

For the setting value, g indicates gigabyte (GB), and m indicates megabyte (MB).
ii. For the ElasticSearch process, the heap size should be set to half the size of the available RAM on the system, up to a
maximum of 31 GB. To set the ElasticSearch process heap size to 8 GB, for example, set the properties as follows:

ad. es. jvm opti ons. nane=event s- servi ce. vhopti ons

ad. es. j vm heap. m n=8g
ad. es. j vm heap. max=8g

For the setting value, g indicates gigabyte (GB), and m indicates megabyte (MB).
g. Save and close the file.
2. Install the Events Service as a Windows service:

bi n\ event s-servi ce. exe service-install -p confl\events-service-api-store.properties --auto-start

The optional auto-start flag causes the Events Service to be installed as an automatically started service. If you do not include the flag, the Events
Service is installed as a manually started service. An additional option, | og- ver bose, increases the verbosity of installation and operation
logging, which is useful for troubleshooting.

3. Enter the following command to find the service name for the Events Service:

bi n\ event s-servi ce. exe service-1list

4. Pass the service name returned by the service-list command as the -s parameter argument in the following command:

bi n\ event s-servi ce. exe service-start -s "<Nane from service-1list>"

Be sure to enclose the name in double-quotes.

Confidential: Beta Release Copyright © AppDynamics 2021 | Page 4


http://ad.es/
http://ad.es/
http://ad.es/

\) APPDYNAMICS

part of Cisco

5. Check the health of the new node using the following command. At least two nodes must be running before you run the command.

bi n\ event s-servi ce. exe check-health -hp | ocal host: 9081

For the port, pass the administration port for the Events Service, 9081 by default. Verify that "Healthy" appears as the service status, indicating
that the process is operating normally:

[ appduser @ontrol | er-one events-service]$ bin/events-service. exe check-health -hp 192. 168. 33. 22: 9081
[ 2015-12- 09T18: 30: 45, 342- 08: 00] HVO00001: Hi bernate Validator 5.0.2.Final

[ 2015-12- 09T18: 30: 45, 956- 08: 00] I ndi vi dual statuses bel ow

[ 2015-12- 09T18: 30: 45, 956- 08: 00] [192.168. 33.22: 9081] status is [200 OK]

[ 2015- 12- 09T18: 30: 45, 956- 08: 00] Overal | status Heal t hy

6. Configure a load balancer to distribute traffic to the Events Service cluster, as described in Load Balance Events Service Traffic.
7. Connect the Controller and other clients—Analytics Agent, EUM Server, or Database Monitoring agents—to the Events Service, as described in C
onnect to the Events Service.

Expand an Events Service Cluster

The Events Service cluster is horizontally scalable. You can add nodes to an existing cluster without affecting or having to restart the existing nodes.

1 Note that all services on Windows machines must be installed on the Enterprise Console host since the Enterprise Console does not support
remote operations on Windows. Therefore, you cannot use the Enterprise Console GUI to expand an Events Service cluster.

Before starting, prepare the new cluster machine. Verify system requirements and prepare the environment as described above.

For each node beyond the original three master nodes, download and configure the nodes as previously described. The configuration steps for any nodes
added to the cluster after the initial three master nodes are as follows:

1. For each cluster nodes beyond the initial three master nodes, open the conf \ event s- servi ce- api - st ore. properti es for editing and
make these configuration changes:

a. Setthe ad. es. node. nast er value to false:

ad. es. node. nast er =f al se

b. Setthe ad. es. node. m ni num nast er _nodes value to 2.

ad. es. node. m ni num nast er _nodes=2

c. Setthe value of ad. es. event . i ndex. shar ds to the number of nodes in the cluster. You do not need to change this value if it is
already higher than the number of nodes.

ad. es. event . i ndex. shar ds=<nunber _of _nodes>

You do not need to change this value if it is already higher than the number of nodes.
d. For the unicast hosts property, add the hostnames or IP addresses of all nodes in the cluster, including the node you are adding. For
each node specify the ports on which the nodes communicate, 9300-9400. For example:

ad. es. node. uni cast . host s=nodel. exanpl e. con{ 9300- 9400] , node2. exanpl e. conf 9300- 9400] , node3. exanpl e.
conf 9300- 9400] , node4. exanpl e. con{ 9300- 9400]

You do not need to reconfigure the unicast hosts settings for existing cluster members, as the new node can join the cluster dynamically.
e. Change the publish host to the IP address or hostname of this machine. For example:

ad. es. node. net wor k. publ i sh. host =node4. exanpl e. com

f. Configure heap space for the Events Service and ElasticSearch processes, as follows:

i. To set the Events Service process heap size to 1 GB, for example, use the following properties:
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ad. j vm opti ons. nane=event s- servi ce. vnopti ons
ad. j vm heap. m n=1g
ad. j vm heap. max=1g

For the setting value, g indicates gigabyte (GB), and m indicates megabyte (MB).
ii. For the ElasticSearch process, the heap size should be set to half the size of the available RAM on the system, up to a
maximum of 31 GB. To set the ElasticSearch process heap size to 8 GB, set the properties as follows:

ad. es. jvm opti ons. nane=event s- servi ce. vhopti ons

ad. es. j vm heap. m n=8g
ad. es. j vm heap. max=8g

For the setting value, g indicates gigabyte (GB), and mindicates megabyte (MB).
g. Save and close the file.
2. Install the Events Service as a Windows service:

bi n\ event s-servi ce. exe service-install -p conf\events-service-api-store.properties --auto-start

The optional auto-start flag causes the Events Service to be installed as an automatically started service. If you do not include the flag, the Events
Service is installed as a manually started service. An additional option, | og- ver bose, increases the verbosity of installation and operation
logging, which is useful for troubleshooting.

3. Enter the following command to find the service name for the Events Service:

bi n\ event s- servi ce. exe service-list

4. Pass the service name returned by the service-list command as the -s parameter argument in the following command:

bi n\ event s-servi ce. exe service-start -s "<Nane from service-1list>"

5. Check the health of the new node:

bi n\ event s-servi ce. exe check-health -hp | ocal host: 9081

Note: At least two nodes must be running before you run the command.

For the port, pass the administration port for the Events Service, 9081 by default. Verify that "Healthy" appears as the service status, indicating
that the process is operating normally:

[ appduser @ontrol | er-one events-service]$ bin/events-service.bin check-health -hp 192. 168. 33. 22: 9081
[ 2015- 12- 09T18: 30: 45, 342- 08: 00] HV000001: Hi bernate Validator 5.0.2.Final

[2015-12- 09T18: 30: 45, 956- 08: 00] I ndi vi dual statuses bel ow

[ 2015-12- 09T18: 30: 45, 956- 08: 00] [192. 168. 33.22: 9081] status is [200 OK]

[ 2015- 12- 09T18: 30: 45, 956- 08: 00] Overal | status Heal t hy

6. Modify your load balancer rules to include the new cluster node. For more information, see Load Balance Events Service Traffic.

Start and Stop the Events Service

At installation, the Events Service is installed as a service and is left running upon completion of the installation. You can stop and stop it as a service or as
a foreground process, as described here or by using the GUI.

Start and Stop as a Foreground Process

To start the Events Service as a foreground process, however, use the following command:

bi n\ event s-servi ce. exe start -p confl\events-service-api-store.properties
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To stop the Events Service as a foreground process, use this command:

bi n\ event s-servi ce. exe stop

Stop and Start as a Windows Service

You can stop and start the Events Service as a Windows service from the Services Manager. You can also stop and start it using the event s- ser vi ce.
exe tool, as here:

1. Enter the following command to find the service name for the Events Service:

bi n\ event s-servi ce. exe service-1list

2. Pass the service name returned by the servi ce- | i st command as the - s parameter argument to the following command. Enclose the service
name in double-quotes.

bi n\ event s-servi ce. exe service-start -s "<Nane from service-1list>"

To stop the service, run this command:

bi n\ event s-servi ce. exe service-stop -s "<Nane from service-list>"

Remove a Node

To remove a node that is not enabled for operation as a master node from the cluster, simply stop the Events Services on the node or remove the machine
it runs on from the network.

Note the following guidelines:

® You cannot remove nodes such that the resulting cluster size is two
® A cluster that consists of three or more nodes can't be reduced in size to a single node Events Service.

After you remove a node, be sure to adjust your load balancer rules to remove the old cluster member. See Load Balance Events Service Traffic for more
information.

If you are not using a load balancer with a cluster deployment, keep in mind that the connection settings for the first master node that reports to the
Controller at installation time are written to the Controller setting that identifies the Events Service to the Controller. If you remove a master node in that
case, check whether the removed master node is node identified as the Events Service destination URL in the Controller connection settings; adjust the
setting if so. See Connect to the Events Service for more information.

To reconfigure an existing node to enable operation as a master node, or add a new node with the master option enabled:

ad. es. node. nast er=true

If reconfiguring a node, restart the node after changing the configuration.
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Administer the Events Service

This component is available for on-premises deployments only. SaaS deployments are managed by AppDynamics.

This page describes how to manage Events Service with the Enterprise Console. All of these tasks can be performed on the GUI or CLI.

Start and Stop the Events Service

The Events Service is an internal data storage engine used by the Database Visibility module. To use Database Monitoring, you need to start the Events
Service.

The Events Service is automatically started after you install it.

On Linux

Start the Events Service on Linux by running this command:

bi n/ pl atform adnmi n.sh submt-job --platformnanme <platformname> --service events-service --job start

Stop the Events Service by running this command:

bi n/ pl atf orm adm n. sh submt-job --platformnanme <platformname> --service events-service --job stop

On Windows

Start the Events Service on Windows by running this command:

bi n/ pl at form admi n. exe cli submit-job --platformnanme <platformnanme> --service events-service --job start

Stop the Events Service by running this command:

bi n/ pl at form admi n. exe cli submit-job --platformnanme <platformnanme> --service events-service --job stop

Monitor Cluster Node Health

It is important to carefully monitor the health of the Events Service cluster, for a new deployment, especially to monitor disk consumption.

You can check the status of the cluster from the Controller page in the Enterprise Console GUI or the Controller machine using this command:

bi n/ pl at f orm adnmi n. sh show event s-servi ce-health

The output shows possible issues and the steps you need to take to resolve them. For example, if the available disk is low, the resolution is to add nodes
to the cluster.

The following are the potential errors and remediation steps:

Error Explanation Remediation
Cluster out of capacity If the heap size of any Events Service Java Add Events Service nodes
process exceeds 80% utilization
Disk size remaining drops below The disk size of the identified node dropped Add Events Service nodes
30% below 30%
Events Service is not reachable but = The Events Service process on the identified Restart the node
the host is reachable node is not functioning properly
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Machine is not reachable The machine may be down, disconnected, or Try restarting the machine; if it continues, the node may
suffering failure need to be removed from the cluster
Cluster needs restart A condition has been identified that requires a Restart the cluster

cluster restart

Cluster size is 2 Events Service cluster requires more than two Add a node
nodes

Expand the Cluster

You can use the Enterprise Console GUI or CLI to horizontally scale the Events Service cluster on Linux. To grow your existing deployment to contend
with an increased workload, simply add nodes.

Before starting, prepare the new cluster machine. Verify system requirements and prepare the environment as described in Events Service Requirements.
It is important for any new machine in the cluster to have the same SSH-enabled user account as existing cluster members.

Once you have prepared the system, run the command for adding nodes:

bi n/ pl at f or m adni n. sh add- event s-servi ce-nodes --hosts hostl host2 host3

Alternatively, pass the hostnames of the new node as a file.

bi n/ pl at f or m admi n. sh add- events-servi ce-nodes --host-fil e=/hone/appduser/hosts. txt

The file you pass to the command (host s. t xt in the example) should contain the internal DNS hostnames or IP addresses of the nodes to add. It does
not need to list existing nodes in the cluster. These hosts should be part of the platform. For more information about how to add a host to the platform, see
Administer the Enterprise Console.

Be sure to modify your load balancer rules to include the new cluster member in its routing rules. See Load Balance Events Service Traffic for more
information.

Restart the Node

You can use the Enterprise Console GUI or CLI to restart your node.

Once you have prepared the system, run the command for restarting your node:

bi n/ pl atform adnin.sh submt-job --platformname <platformname> --service events-service --job restart-node --
args nodeActi onHost =<node_nane>

where <node_nane> is the hostname of the node from the command:

bi n/ pl atformadnmi n.sh |ist-nodes --platformnanme <platformname> --service events-service

Restart the Cluster

You can use the Enterprise Console GUI or CLI to restart your cluster.

Once you have prepared the system, run the command for restarting your cluster nodes:

bi n/ pl atform adnm n.sh submt-job --platformnanme <platformname> --service events-service -job restart-cluster

Remove or Replace a Node
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The uni nst al | - event s- servi ce command removes the Events Service software and data from all cluster nodes. The Controller and Events Service
share a database, so if you are uninstalling the Controller instance under which you ran the Enterprise Console to install the Events Service, you need to
uninstall the Events Service with this command before you uninstall the Controller.

The r enpbve- event s- ser vi ce- node command removes the Events Service software and data from a single node that you specify by hostname. You
should only use this command if you have at least four nodes in your cluster. Removing an Events Service node from a three-node cluster is not
supported. Identify the node to remove using the - - node command line parameter.

After you remove a node, be sure to adjust your load balancer rules to remove the old cluster member. See Load Balance Events Service Traffic for more
information.

If you are not using a load balancer with a cluster deployment, keep in mind that the connection settings for the first primary node that reports to the
Controller at installation time are written to the Controller setting that identifies the Events Service to the Controller. If you remove a primary node in that
case, check whether the removed primary node is node identified as the Events Service destination URL in the Controller connection settings (e.g., appdyn
am cs. on. prem se. event. servi ce. url) and adjust the setting if so. See Connect to the Events Service for more information.

Note the following guidelines:

® You cannot remove nodes such that the resulting cluster size is two
® A cluster that consists of three or more nodes can't be reduced in size to a single node Events Service.

The r enpve- event s- ser vi ce- node command removes the Events Service software and data from a single node that you specify by hostname. You
should only use this command if you have at least four nodes in your cluster. Removing an Events Service node from a three-node cluster is not
supported. Identify the node to remove using the - - node command line parameter.

This command removes the node specified in the argument:

bi n/ pl at f orm adni n. sh renbve- event s-servi ce-node --node 10.0. 100. 51

If you attempt to remove a primary node using the command shown above, the Enterprise Console notifies you that you are attempting to remove a
primary node and cancels the operation. As indicated in the output, you can proceed to remove the primary node by rerunning the command with the - f for
ce flag. When you remove a primary node, the cluster elects a new primary node from the existing data nodes. The election process may take a few
seconds, during which new events cannot be processed. Be sure to perform this operation at a time when the impact of a brief interruption of service will

be minimal.

If you have an unreachable node you would like to remove, but cannot due to the above restrictions, you can choose to replace it instead.

This command replaces the old node specified in the argument with the new node:

bi n/ pl at form admi n. sh submt-job --service events-service --job replace-node --args
ori gi nal Node=<ol d_host _addr ess> newNode=<new_host _addr ess>

® After removing the Events Service nodes from the cluster, you may observe that the value appdynani cs. es. eum key changed in
the Controller admi n. j sp and in the Events Service properties file, but not in the EUM properties file, anal yti cs.
account AccessKey.

® Check if the key value changed in the Controller and the Events Service, then replace the key value with the EUM properties file: anal
ytics. account AccessKey.

Enable the Events Service to Use SSL

You can use the Enterprise Console CLI to enable the Events Service to use SSL. You will need a KeyStore file in JKS format, the password and the alias
for the KeyStore. See Create a Certificate and Generate a CSR for detailed instructions for creating the Keystore.

1. Log in to the Enterprise Console:

bi n/ pl at form admi n. sh I ogi n --user-name <adm n_user name> --password <adnmi n_passwor d>

2. After successfully logging in, submit an enabl e- ssl job for the Events Service, providing the path to the KeyStore file, the KeyStore password,
and KeyStore alias.

bi n/ pl at form adm n. sh submt-job --platformnane <platformname> --service events-service --job enabl e-
ssl --args keystorePat h=<pat h-to-keystore-jks-fil e> keyst orePasswor d=<keyst or e_passwor d>
keyst or eAl i as=<keystore_al i as>
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3. Confirm that SSL has been enabled:
curl -k -v -X GET https://<events-service-donmai n>: 9080/ _pi ng
4. The output of the cURL command should show the TLS handshakes and the HTTP status 200:
* TLSv1l.2 (QUT), TLS handshake, Client hello (1):
* TLSv1.2 (IN), TLS handshake, Server hello (2):
HTTP/ 1.1 200 K

Date: Fri, 10 May 2019 00:13:49 GVI
X- Content - Security-Policy: default-src 'self"'

AN NN

Collect Events Service Logs

The Enterprise Console can collect logs from the nodes in the cluster. The following command retrieves node logs and bundles them, along with the
Enterprise Console's own logs:

bi n/ pl at form adni n. sh retri eve-events-service-| ogs

When the command is finished, a ZIP file named event s- servi ce. | og. zi p is created in the location from which you ran the script. You can then
extract the archive to troubleshoot or submit the archive for troubleshooting assistance to your AppDynamics representative. If the Enterprise Console
failed to connect to one of the cluster nodes to retrieve logs for any reason, the connection error is written to a log file included in the archive.

Changing the SSH Key File

After initial installation, you may need up update the PEM file that gives the Enterprise Console access to node machines.

You can do so by creating the PEM file, as described in the discussion of configuring SSH passwordless login on Prepare the Events Service Host, and
using the following command to install the new PEM file.

bi n/ pl at f orm adni n. sh set-user-credentials --ssh-key-file newkeyfile.pem

The change takes effect immediately.

Upgrade the Events Service

You can use the Enterprise Console to perform a rolling upgrade of the Events Service software on deployed nodes. For more information, see Upgrade
the Events Service Using the Enterprise Console.

The general steps for upgrading an Events Service deployment are as follows:

1. Upgrade the Controller. (See Upgrade the Controller Using the Enterprise Console.)
2. Apply the upgrade to the Events Service nodes using the following command:

bi n/ pl at f orm adm n. sh upgr ade- event s-servi ce

The Enterprise Console checks whether the Events Service is up to date relative to the current Controller version and, if not, performs the update.

Monitor Events Service Nodes with AppDynamics

You can use AppDynamics agents to monitor an Events Service node or cluster and generate diagnostic information for troubleshooting. The following
steps outline the workflow.

1. Download the following agents from the AppDynamics Download Center:
® Java Agent
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® Machine Agent
2. Install both agents on each node in the cluster: first the Java Agent, then the Machine Agent.
3. On each node in the cluster, update the VM options for the Java Agent:
a. Open the following file in a text editor:
<control | er_hone>/ pl at f orm adm n/ event s- servi ce/ conf/ event s-servi ce. vnopti ons
b. Add the following lines to the end of the file:

-j avaagent:/ opt/ appdynani cs/ event s-service/java_agent/ver4.5. 0.0/ avaagent.jar
- Dappdynanmi cs. agent . account Name=<account _nane>

- Dappdynami cs. agent . appl i cat i onNane=<event s_servi ce_app_nane>

- Dappdynani cs. control | er. host Nane=<control | er _host >

- Dappdynami cs. control | er. port =443

- Dappdynami cs. control | er. ssl. enabl ed=true

- Dappdynani cs. agent . nodeNane=<event s_ser vi ce_node_nane>

- Dappdynami cs. agent . ti er Name=<event s_servi ce_ti er_nane>

Adjust the path to the Java Agent JAR, account name, and other values as appropriate.

The business application name (event s_ser vi ce_app_nane) and tier name (event s_servi ce_t i er _nane) should
normally be the same for all nodes in an Events Service cluster, while each node must have a unique name (event s_servi ¢
e_node_nane).

For more information on modeling applications in AppDynamics, see Application Modeling.
4. On each node in the cluster, define the Node Name and Tier Name used by the Machine Agent, as described in Independent Machine Agent
Installation.

@ The Node Name and Tier Name for each Machine Agent should be the same as the event s_ser vi ce_node_nane and event s_ser
vi ce_ti er_nane that you specify on each node.

5. Restart the Events Service on all nodes in the cluster: on the Controller host, navigate to <cont r ol | er_hone>/ pl at f or m_adni n/ event s-
servi ce/ and enter the following command: / bi n/ pl at form adm n. sh restart-events-service
6. In the Controller Ul, go to the Applications table and open the dashboard for the events_service_app_name application. (You might need to wait a
few minutes for this application to appear as the Events Services on the nodes restart and begin sending data to the Controller.)
. In the Application Dashboard, choose Configure > Instrumentation.
. Select the event s_servi ce_ti er _nane tier and choose Use Custom Configuration for this Tier.
. Under Custom Match Rules, create a new rule with the following attributes:

© 0~

® Entry Point = Servlet
® Split Transactions Using Request Data = Use the first 4 segments in Transaction names

Update the Java Temporary Directory for Events Service Nodes

You can set up an optional override of the temporary Java directory for the Events Service by using the Platform Admin in the CLI. Complete the steps
below to update the Java Temporary Directory for the Event Service.

1 After the Events Service settings update, the Events Service will require a restart initiated from the Platform Admin CLI or Enterprise Console
GUL.

1. Run the command after installation:

/root/install/pal/platformadm n/bin/platformadnin.sh submt-job --service events-service --job
update_jvmtenp_dir --args jvmrenpDir=/var/tnp

2. Make sure that the configuration is effective by running the following command:

/root/install/palplatformadmn/bin/platformadnin.sh |ist-service-configurations --service events-service

3. Add the configurations for job update_j vm t enp_di r:

jvnlrenpDir (STRING: [/var/tnp]
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4. To undo, use the following command:

/root/install/pal/platformadnn/bin/platformadnmn.sh submt-job --service events-service --job

update_jvmtenp_dir

5. To add configurations for job updat e_j vm t enp_di r use the following command:

jvnTenpDir (STRING: [null]
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Load Balance Events Service Traffic

This page takes you through the sample configuration for a load balancer for the Events Service. It introduces you to the concepts and requirements
around load balancing Events Service traffic.

Load Balancing Events Service Traffic Overview

To distribute load among the members of an Events Service cluster, you need to set up a load balancer. For a single node Events Service deployment,
using a load balancer is optional but recommended, since it minimizes the work of scaling up to an Events Service cluster later.

To configure the load balancer, add the Events Service cluster members to a server pool to which the load balancer distributes traffic on a round-robin
basis. Configure a routing rule for the primary port (9080 by default) of each Events Service node. Every member of the Events Service cluster, primary
node or not, needs to be included in the routing rule. Keep in mind that increasing the size of the cluster will involve changes to the load balancer rules
described here.

The following figure shows a sample deployment scenario. The load balancer forwards traffic for the Controller and any Events Service clients, Analytics
Agents in this example.

Controller

@

oO——
EUM Server
O— Events Service Cluster
e
0 R T T
o—F—> O
Sl 19 S| |5
Analytics Agent Load Balancer e e}
Q O— Nodel Node 2 Node 3 Node N+
DB Agent

Qo—

About these Instructions

The following instructions describe how to install and configure a load balancer for the Events Service. The steps below provide two examples: load
balancing with an Nginx and load balancing with HAProxy with SSL termination at the load balancer. The steps demonstrate commands in a CentOS 6.6
Linux operating system environment.

No two environments are exactly alike, so be sure to adapt the steps for your load balancer type, operating systems, and other site-specific requirements.

Nginx Sample Configuration
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1. Install the Nginx software. You can install Nginx on most Linux distributions using the built-in package manager for your type of distribution, such
as apt - get or yum On a CentOS system, you can use yumas follows:

sudo yuminstall epel-rel ease
sudo yum install nginx

2. Add the following configuration to a new file under the Nginx configuration directory, for example, to / et ¢/ ngi nx/ conf . d/ event servi ce.
conf.

upstream event s-service-api {
server 192.3.12.12:9080;
server 192.3.12.13:9080;
server 192.3.12.14:9080;
server 192.3.12.15:9080;
keepal i ve 15;

}
server {
listen 9080;
location / {
proxy_pass http://events-service-api;
proxy_http_version 1.1;
proxy_set _header Connection "Keep-Alive";
proxy_set _header Proxy-Connection "Keep-Alive";
}
}

In the example, there's a single upstream context for the API-Store ports on the cluster members. By default, Nginx distributes traffic to the hosts
on a round-robin basis.
3. Check the following operating system settings on the machine:
® Permit incoming connections in the firewall built into the operating system, or disable the firewall if it is safe to do so. On CentOS 6.6,
use the following command to insert the required configuration in i pt abl es:

sudo iptables -1 INPUT -p tcp --dport 9080 -j ACCEPT

To turn off the firewall, you can run these commands

sudo service iptables save
sudo service iptables stop
sudo chkconfig iptables off

® Disable if necessary selinux security enforcement by editing / et c/ sel i nux/ conf i g and setting SELI NUX=di sabl ed. Restart the
computer for this setting to take effect.
4. Start Nginx:

sudo ngi nx

Nginx starts and now direct traffic to the upstream servers. If you get errors regarding unknown directives, make sure you have the latest version
of Nginx.

HA Proxy Sample Configuration: Terminating SSL at the Load Balancer

By terminating SSL at the load balancer in front of the Events Service cluster, you can relieve the Events Service machines from the processing burden of
SSL. Since the connections between the load balancer and Events Service machines are not secured in this scenario, it is only suitable for deployments in
which the load balancer and Events Service machines reside within an internal, secure network.

The following instructions describe how to set up SSL termination at the load balancer. These steps use HAProxy as the example load balancer. An
overview of the steps are:

® Step 1: Install the HAProxy Software
® Step 2. Create the Security Certificate
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® Step 3. Configure the Load Balancer
® Step 4: Configure the Agent
® Step 5: Configure the Controller

The following diagram shows a sample deployment reflected in the configuration steps:
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Before Starting
To perform these steps, you need:
® Root access on the load balancer machine

® OpenSSL installed on the load balancer machine
® HAProxy software (minimum version HAProxy 1.5) on the load balancer machine

Step 1: Install the HAProxy Software

If not already installed, install HAProxy on the load balancer machine. The manner in which you install it depends on your operating system and the
package manager it uses. If using yumpackage manager on Linux, for example, enter the following command:

sudo yuminstall haproxy

Step 2. Create the Security Certificate

The security certificate secures the connection between the load balancer and Events Service clients, including the Application Analytics Agent. You can
use a self-signed certificate or a certificate signed by a certificate authority (CA) to secure the connection between the load balancer and clients. The
following steps walk you through each scenario:

® Create a Self-Signed Certificate on the Load Balancer Machine
® Create a CA-Signed Certificate

For production use, AppDynamics strongly recommends the use of a certificate signed by a third-party CA or your own internal CA rather than a self-
signed certificate.
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Create a Self-Signed Certificate on the Load Balancer Machine

1. From the command line prompt on the Load Balancer machine, create a directory for the certificate resources and change to that directory:

sudo nkdir -p /etc/ssl/private
cd /etc/ssl/private/

2. Create the certificate by running the following command, replacing <nunber _of _days> with the number of days for which you want the
certificate to be valid, such as 365 for a full year:

sudo openssl req -x509 -nodes -days <nunber_of _days> -newkey rsa: 2048 -keyout ./events_service. key -out
/events_service.crt

3. Respond to the prompts to create the certificate. For the Common Name, enter the hostname for the load balancer machine as identified by
external DNS (that is, the hostname that agents will use to connect to the Events Service). This is the domain that will be associated with the
certificate.

4. Put the certificate artifacts in a PEM file, as follows:

chnod 600 events_service.crt events_service. key
cat events_service.crt events_service.key > events_service. pem
chnod 600 events_service. pem

Create and Install a Certificate Signed by a Certificate Authority

1. From the command line prompt of the Load Balancer machine, create a directory for the certificate resources and change to that directory:

sudo nkdir -p /etc/ssl/private
cd /etc/ssl/private/

2. Generate a Certificate signing request (CSR) based on the private key. For example:

openssl req -new -sha256 -key /etc/ssl/private/ events_service.key -out /etc/ssl/private/events_service.
csr

3. Submit the event s_servi ce. csr file to a third-party CA or your own internal CA for signing. When you receive the signed certificate, install it
and the CA authority root certificate.

4. Depending on the format of the certificates returned to you by the Certificate Authority, you may need to put the certificate and key in PEM format,
for example:

chnmod 600 <ca_crt> events_service. key
cat <ca_crt> <internediate_ca_crt_if_any> events_service. key > events_service. pem
chnod 600 events_service. pem

In the command, replace <ca_cr t > with the certificate returned to you by the Certificate Authority. Include any intermediate CA certs, if present,
when creating the PEM file.

Step 3. Configure the Load Balancer
1. Open the HAProxy configuration file for editing, / et ¢/ hapr oxy/ hapr oxy. cf g.

2. Insert the following configuration at the end of the file. Replace the placeholder addresses with the host names or IP addresses of the cluster
machines. The port should be the primary listening ports of the Events Service nodes.
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frontend events_service_frontend
bind *:9443 ssl crt /etc/ssl/private/ events_service. pem
node tcp
reqgadd X- Forwarded-Proto:\ https
def aul t _backend events_servi ce_backend

backend events_servi ce_backend

node tcp

bal ance roundrobin
server nodel 192.3.12.12: 9080 check
server node2 192.3.12.13:9080 check
server node3 192. 3. 12. 14: 9080 check

3. Start the HAProxy load balancer:

sudo service haproxy restart

Step 4: Configure the Agent

Perform these steps on each machine on which the Analytics Agent runs.

1.

2.

Transfer a copy of the signed certificate, event s_ser vi ce. crt, to the home directory (denoted as $HOVE in the instructions below) of the
machine running the agent using Secure Copy (scp) or the file transfer method you prefer.
Copy the certificate file to the directory location of the trust store used by the agent:

cp $HOME/ events_service.crt $JAVA HOWE jre/lib/security/

. Navigate to the directory and make a backup of the existing cacerts. j ks file:

cd $JAVA HOVE/ jrellibl/security/
cp cacerts.jks cacerts.jks.old

. Import the certificate into the Java keystore:

® |f using a signed certificate, import the certificate as follows:

keyt ool -inport -trustcacerts -v -alias events_service -file /path/to/CA-cert.txt -keystore
cacerts.jks

® |f using a self-signed cert, import the certificate as follows:

keytool -import -v -alias events_service -file events_service.crt -keystore cacerts.jks

When prompted, enter the password for the truststore (default is changeit) and enter yes when asked whether to trust this certificate.

. Verify that the certificate is in the truststore:

keytool -list -keystore cacerts.jks -alias events_service

. Navigate to the installation folder of the Analytics Agent and edit conf / anal yti cs- agent. properti es to change the value of the HTTP

endpoint property:

http. event. endpoi nt =ht t ps: // <Ext er nal _DNS_host nane_Load_Bal ancer >: 9080

. Configure the following property names and pathways:

https. event. trust St orePat h=<absolute path to trust store>
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htt ps. event . t rust St or ePasswor d=<base64 encoded passwor d>

8. Start the Analytics Agent (or restart it, if it is already running).
9. Check the health of the agent. In a web browser, you can do so by going to the health check URL at ht t p: / / <anal yti cs_agent _host >:
9091/ heal t hcheck?pretty=true.

If the agent is operating normally, the healthy field is set to true, as in the following example:

"anal ytics-agent / Connection to https://<External _DNS_host name_Load_Bal ancer >: 9443/ v1"
{ "healthy" : true }

Step 5: Configure the Controller

If not already done, configure the connection from the Controller to the Events Service through the load balancer using a secure connection as well:

1. Transfer a copy of the signed certificate, event s_ser vi ce. crt, to the home directory (denoted as $HOVE in the instructions below) of the
machine running the Controller using Secure Copy (scp) or the file transfer method you prefer.

2. Navigate to the directory containing the Controller trust-store (as determined by the Controller startup parameter -Djavax.net.ssl.trustStore).
3. Make a backup of the existing cacerts. j ks file:

cp cacerts.jks cacerts.jks.old

4. Import the certificate into the Java keystore:

® [f using a signed certificate, import the certificate as follows:

keytool -inport -trustcacerts -v -alias <ca_cert_nanme> -file /path/to/ CA-cert.txt -keystore
cacerts. ks

® [f using a self-signed cert, import the certificate as follows:

keytool -inport -v -alias events_service -file events_service.crt -keystore cacerts.jks

When prompted, enter the password for the truststore (default is changeit) and enter yes when asked whether to trust this certificate.
5. Verify that the certificate is in the truststore:

keytool -list -keystore cacerts.jks -alias events_service

6. Restart the Controller.
7. From the Administration Console, search for the following Controller Setting: appdynani cs. on. preni se. event. servi ce. url .
8. Set its value to the Load Balancer URL value: ht t ps: / / <Ext er nal _DNS_host nane_Load_Bal ancer >: 9443/ v1

You can now verify that the Analytics Ul is accessible and showing data.
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Connect to the Events Service

This component is available for on-premises Controllers only. SaaS Controllers are managed by AppDynamics.

You must be connected to the AppDynamics Events Service to send data to it. AppDynamics uses APl keys and connection URLSs to establish connections
between components.

You can configure these connection settings on the Controller Settings page of the Admin Console (see Access the Administration Console). The
following sections describe the required connection settings for Database Visibility, Analytics, and End User Monitoring.

event-store-api-store.properties:
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Database Visibility and Analytics Connection Settings

The Database Visibility module stores some of its data (such as wait state information and query information) in the Events Service. The Database
Visibility module is the Database Monitoring product, which is already bundled with the controller. If you have both Analytics and Database Visibility
installed, we recommend that they share an Events Service instance or cluster instance.

To connect these modules to the Events Service, open the Admin Console > Controller Settings and set values for the following properties:

® Setappdynani cs. on. preni se. event. servi ce. key to the corresponding key in the properties file for Database Visibility.
® Setappdynani cs. on. preni se. event. servi ce. url tothe Events Service endpoint URL.
® Setappdynani cs. non. eum event s. use. on. preni se. event. servi cetotrue.

To set up the properties files required for Database Visibility:

1. Make note of the appdynani cs. on. preni se. event . servi ce. key value from the Admin Console.
2. Open the file called event s- servi ce- api . properti es, which you can find under the Events Service conf directory.
3. In the Events Service file, event s- ser vi ce- api - st or e. properti es, ensure that the On-Premise Events key matches with the values of ad.
account manager . key. control | er and ad. account manager . key. nds
a. See Configure the Events for details.
4. Stop and start the Analytics Service through the Enterprise Console or command line to pick up the new values.
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End-User Monitoring Connection Settings

Open Admin Console > Controller Settings

Sample

anal yti cs. enabl ed=true

anal ytics. server Schene=http

. Locate eum es. host and verify it is set to the proper Events Service endpoint URL.
. Navigate to the <EUM _HOVE>/ eum pr ocessor/ bi n/ eum properti es file
. Set the following property values to connect the EUM to the Events Service:

anal yti cs. server Host =event s. servi ce. host nane
anal yti cs. port=9080

anal yti cs. account AccessKey=1a59dlac- 4c35- 4df 1- 9c5d- 5f 191003441

5. Open the Admin Console > Controller Settings
6. Setthe eum es. host to the Events Service endpoint URL.

@ The value of appdynami cs. es. eum key will automatically be set to the property anal yti cs. account AccessKey of the file <EUM_HOVE>
/ eum processor/ bi n/ eum properties.

Proxy Connection Settings

If you are connecting Database Visibility or Analytics through a proxy, you must set values for the following properties:

If you are connecting EUM through a proxy, you must set values for the following properties:

appdynami cs.
appdynani cs.
appdynani cs.
appdynani cs.
appdynani cs.

appdynani cs.
appdynani cs.
appdynami cs.
appdynani cs.

on. prem se.
on. prem se.
on. prem se.
on. prem se.
on. prem se.

controller
controller
controller
controller

event.
event.
event.
event.
event.

service
service
service
service
service

. proxy. host

. proxy. port

. proxy. user

. proxy. password.file
. proxy. use. ssl

. http. proxyHost
.http. proxyPort
. http. proxyUser
. http. proxyPasswordFi | e
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Back Up Events Service Data

Backing up Events Service data helps you to recover from hardware or another type of failure of an Events Service machine. A snapshot represents the
backed up data for the entire Events Service cluster. In addition to using it for failure recovery, you can use a snapshot to migrate Events Service to a new
instance.

The Events Service tool—event s- ser vi ce. sh for Linux and event s- ser vi ce. exe for Windows—includes commands for preparing the system for
backing up with snapshots, generating a snapshot, and restoring from a snapshot, as described below.

The following instructions show sample commands for Linux. If using Windows, be sure to use the event s- ser vi ce. exe form of the executable rather
than the . sh form, and adjust the sample directory paths as needed.

Prepare the File System

When planning your backup strategy, it is important to consider the storage location and frequency of backups. The system that will serve at the repository
for snapshots must be able to handle high I/O demands in a performant manner. SSD-based storage is recommended. Also, ensure you have enough disk
space on the repository system.

Only the first snapshot results in a full copy of the data. Each subsequent snapshot is incremental, applying only the changes since the last snapshot.
Backing up frequently, therefore, does not result in substantially more storage overhead than backing up infrequently.

The Events Service includes tools for setting up the snapshot repository. It supports the following snapshot repository location types:

® A file system location that is shared among the Events Service nodes.
® An Amazon S3 bucket

After choosing and preparing the system that will host the snapshot, set up each Events Service node as follows:

1. If using FS, mount the shared filesystem at the default location for the backup repository, <appd_hone>/ event s- ser vi ce/ appdynam cs-
event s- servi ce- backup. To change this backup location, set the the ad. es. backupnmanager . pat h. r epo setting in conf / event s-
service-api -store. properties. Keep in mind, however, that changing the properties file requires a restart of the Events Service node to

have the change take effect.
2. Set up the repository on each node. Use the appropriate command for your repository type:
® For shared file system:

bi n/ event s- servi ce. sh snapshot-configure-fs -p conf/events-service-api-store.properties

® For Amazon S3:

bi n/ event s-servi ce. sh snapshot -configure-s3 -p conf/events-service-api-store.properties -bucket
"s3- bucket - name"

The snapshot - conf i gur e- s3 command accepts additional optional arguments, including arguments for passing the access key and
secret key for S3. Run " bi n/ event s-servi ce. sh -h" to view all options.

Look for a message similar to the following to verify that the configuration succeeded:

[2015- 12- 17T15: 43: 04, 092- 08: 00] Successful |y confi gured snapshot repository!

Create a Snapshot

After setting up the repository, you can generate a snapshot of the Events Service data. If you are backing up a cluster, you only need to run the command
from one of the primary nodes. If you have more than one cluster, generate a snapshot for each one. Snapshots are cluster-specific.

Generate a snapshot:

bi n/ event s-servi ce. sh snapshot-run -p conf/events-service-api-store.properties

You can use this command to script regular backups based on your backup policy. The following output indicates that backup was successful:
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Take snapshot request executed successfully. Snapshot itself may still be in progress.

To check the progress of the snapshot, use snapshot - st at us.

bi n/ event s-servi ce. sh snapshot-status -p conf/events-service-api-store.properties

If you don't specify a snapshot ID, the command gets the status for the most recent snapshot. You can use the snapshot - | i st command to see a list of
available snapshots.

Restore from a Snapshot

By restoring a snapshot, you replace the data store configured for the Events Service with one that was previously saved as a snapshot. When you restore
from a snapshot, you restore from a snapshot for a specific cluster. Run the command for each cluster

To restore a snapshot, use the snapshot - r est or e command, passing the properties file for the Events Service instance you are backing up. The
following shows an example with sample output:

bi n/ event s-servi ce. sh snapshot-restore -p conf/events-service-api-store.properties

[2015-12-17T17: 02: 52, 264- 08: 00] HV000001: Hi bernate Validator 5.0.2.Final

[2015-12-17T17: 02: 52, 811- 08: 00] Restore snapshot request executed successfully. Restore is now in progress. Use
the snapshot-status comand to view the current restore status.

Check the status of the snapshot restore using the snapshot - r est or e- st at us command. For example:

bi n/ event s- servi ce. sh snapshot-restore-status -p conf/anal ytics-api-store. properties
[2017- 01-03T14: 37: 46, 647-08: 00] HV0O00001: Hi bernate Validator 5.2.2.Final
[2017-01-03T14: 37: 47,027-08: 00] Restore is conplete, your cluster should be fully functional!

You can restore a specific snapshot by passing the snapshot ID with the command. Otherwise, the most recent snapshot is restored.

bi n/ event s-servi ce. sh snapshot-restore -p conf/events-service-api-store.properties -id <snapshot_id>

You can use the snapshot - | i st command to get a list of snapshot IDs.

Migrating Events Service Data
In addition to data backup and recovery, you can use the snapshot utility to migrate data from one Events Service instance to another.

The target Events Service needs to be a fresh installation; that is, data in two different Events Service instances cannot be merged. Be sure to avoid
configuring the Events Service URL with the new instance location in the Controller configuration until you have completed these steps.

To migrate Events Service data, follow these general steps:

1. Prepare the new Events Service nodes, as described above.
2. On each new Events Service node, mount the shared directory where the repository is located.
3. From a primary node in the new cluster, restore the snapshot by ID, as described above, passing the property file that defines the new cluster as

the - p argument.
4. When finished, change the connection from the Controller to the Events Service and any Events Service clients, as described in Connect to the

Events Service, to use the new instance.
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Upgrade the Events Service

On this page:

® Before the Upgrade
® Upgrade the Events Service
® Verify the Upgrade

Related pages:
® Data Field Naming for Events Service 4.5.3 and Above
You can upgrade the Events Service either manually or by using the Enterprise Console.

You must upgrade manually if you:

® Do not use the Enterprise Console to deploy the Events Service
® Upgrade Events Service nodes hosted on remote Windows machines. The Enterprise Console does not support remote operations on Windows.

For on-premises deployments, 4.5.2 is the latest version of the Events Service. If you upgrade to a version of the Events Service other than the latest, run
the Enterprise Console installer for the desired Events Service version.

Before the Upgrade

1 AppDynamics removed Search Guard from the on-premises Events Service version 4.5.2.20561. If your deployment requires Search Guard or
a comparable feature, do not upgrade to this version of the Events Service.

AppDynamics will provide an alternative security feature with the next on-premises Events Service release.

See the Support Advisory for more details.

Download and install the new Enterprise Console.
. Plan the order in which to upgrade platform components (not just Events Service).
. Modify the event s- servi ce- api -store. properti es file.
® Replace the absolute path APPLI CATI ON_HOVE property in the file with an actual path.
® This is required because while performing a discover and upgrade job, the Enterprise Console is unable to migrate the data directory for
custom environment variables in the file. Failure to modify the file causes the upgraded Events Service to start with a new, blank data set.
4. Back up your event s- servi ce. vimopt i ons file.
® This is required because the event s- ser vi ce. vnopt i ons file is not maintained when the Events Service is upgraded. After the

upgrade completes, merge your backup copy of event s- ser vi ce. viopt i ons into the new file.

RN

@ Upgrading to a pre-4.1 Events Service

To upgrade the Events Service software to a version earlier than 4.1, you must first manually upgrade the service to 4.1, and then use the
Enterprise Console to discover the Events Service nodes.

Upgrade the Events Service

1. Run the upgrade Events Service command.
2. Discover the Events Service nodes using the Enterprise Console.

Verify the Upgrade

Once the upgrade completes:

1. The Events Service process should have restarted—verify its health status in the Enterprise Console GUI.
2. Merge your backup copy of the event s- ser vi ce. vnopt i ons file into the new copy of the file created by the upgrade.
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@ Startup Script Paths

After an upgrade, you will find the Events Service startup script paths below:

<instal |l Di r>/ appdynam cs/ event s-servi ce/ processor/bi n/ event s-servi ce. sh

This may be different from their paths before the upgrade.
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Upgrade the Events Service Using the Enterprise Console

This page describes how to upgrade a scaled-out Events Service on primarily Linux machines using the Enterprise Console.

Upgrade the Events Service Using GUI

If there is a Events Service upgrade available, you can begin the upgrade process either on the Custom Install or Events Service page in the GUI.

@ You do not need to stop the Events Service before upgrading because the Enterprise Console does this for you.

After you upgrade the Events Service, upgrade the EUM server if it is part of your deployment. Then, upgrade the Controller.

Upgrade the Events Service from 4.1.x, 4.2.x, and 4.3.x to 4.4.x or Latest

(D The Enterprise Console supports the installation of the Events Service on a Windows environment for a single node install. If you have several

remote nodes, you will need to do a manual upgrade of the Events Service cluster and set the keys manually. See Connect to the Events
Service

@ The Enterprise Console manages the Controller and Events Service together, so their keys found in event s- ser vi ce- api - st or e.
properti es are set and synced to each other upon upgrade. However, we recommend confirming that the keys were synced correctly: appdy
nam cs. on. preni se. event. servi ce. key == ad. account manager. key. control | er

To upgrade the Events Service from 4.1.x, 4.2.x, and 4.3.x to 4.4.x or the latest version, you can use the Discover and Upgrade feature:

1. Check that you have fulfilled the Enterprise Console prerequisites before starting.
2. Open a browser and navigate to the GUI:

http(s)://<host name>: <port >

9191 is the default port.
3. Navigate to the Install homepage and click Custom Install.
4. Name the Platform:

a. Enter a Name and the Installation Path for your platform.

@ The Installation Path is an absolute path under which all of the platform components are installed. The same path is used for
all hosts added to the platform. Use a path which does not have any existing AppDynamics components installed under it.
The path you choose must be writeable, i.e. the user who installed the Enterprise Console should have write permissions to
that folder. Also, the same path should be writable on all of the hosts that the Enterprise Console manages.

Example path: / hone/ appduser/ appdynam cs/ pr oduct

5. Add a Host:

1 Note that all services on Windows machines must be installed on the Enterprise Console host since the Enterprise Console does not
support remote operations on Windows. Therefore, you cannot add a host in a Windows Enterprise Console machine.

a. Enter the host machine-related information: Host Name, Username, and Private Key. This is where the Events Service will be upgraded.
Therefore, this needs to point to the host machine where the Events Service is currently up and running. For more information about how
to add credentials and hosts, see Administer the Enterprise Console.

6. Click Platforms. Select the newly created platform and navigate to the Events Service page.
7. Discover Events Service:

a. Select Discover & Upgrade Events Service.

b. Select an available Target Version from the dropdown.

Confidential: Beta Release Copyright © AppDynamics 2021 | Page 1


http://play.vidyard.com/Zc6YYHRSvu6bBUSZp9YNyS
https://docs.appdynamics.com/display/LATEST/Upgrade+the+Events+Service+Manually

\) APPDYNAMICS

part of Cisco

@ The list is populated by versions that the Enterprise Console is aware of. This means that you can upgrade the Events
Service to any intermediate version or to the latest version as long as the Enterprise Console installer has been run for those
versions.

c. Enter the Installation Directory.
d. Enter the Events Service Host.
8. Click Submit.

The Enterprise Console will onboard the Events Service on the selected host machine to the application build. When the Enterprise Console discovers a
component, it also checks to see if an upgrade is available and performs the upgrade. Plan for a downtime of the Events Service availability during this
time. You can view the status of the upgrade job on the Jobs page.

Once the upgrade is complete, the Events Service Health status and related information can be accessed from the Events Service page.

1 After upgrading to 4.4.x or the latest, the commands to start and stop the Events Service change. See Administer the Events Service for more
information.

Upgrade the Events Service from 4.4.x to Latest

(D This procedure should be used to upgrade the Events Service when an existing platform in the Enterprise Console is already managing Events
Service cluster nodes.

To upgrade the Events Service from 4.4.x to the latest version, you can use the Upgrade Events Service feature:

1. Check that you have fulfilled the Enterprise Console prerequisites before starting.
2. Upgrade the Enterprise Console to the latest version.
3. Open a browser and navigate to the GUI:

http(s)://<hostname>: <port >

The default port is 9191.
. Navigate to the Events Service page of the platform.
. Select the Events Service host you would like to upgrade.
. Click Upgrade Events Service.
. Select an available Target Version from the dropdown list.

~No oA

@ The list is populated by versions that the Enterprise Console is aware of. This means that you can upgrade the Events Service to any
intermediate version or to the latest version as long as the Enterprise Console installer has been run for those versions.

8. Confirm the Upgrade.

Upgrade the Events Service Using CLI

If there is an Events Service upgrade available, you can begin the upgrade process using the application CLI.

@ You do not need to stop the Events Service before upgrading because the Enterprise Console does this for you.

After you upgrade the Events Service, upgrade the EUM server if it is part of your deployment. Then, upgrade the Controller.

Upgrade the Events Service from 4.1.x, 4.2.x, and 4.3.x to 4.4.x or Latest

To upgrade the Events Service software from 4.1.x, 4.2.x, and 4.3.x to 4.4.x or the latest version, you will need to first download and install the Enterprise
Console installer before performing the following steps:

1. Create a platform as follows:
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bi n/ pl atform adm n. sh create-platform--nanme <platformnanme> --installation-dir

<platform.installation_directory>

The installation directory is the directory where the Enterprise Console installs all platform components.

@ To avoid any failures, do not use the 4.3 or earlier Platform Admin installation directory. Instead, provide a new/empty directory.

2. Add the SSH key that the Enterprise Console will use to access and manage the Events Service hosts remotely. (See Create the SSH Key for
more information):
--credential -nane <nanme> --type ssh --user-nane <usernane> --ssh-

bi n/ pl at f or m admi n. sh add- credenti al
key-file <file path to the key file>

<file path to the key fil e>isthe private key for the Enterprise Console machine. The installation process deploys the keys to the

Events Service hosts.

3. Add hosts to the platform, passing the credential you added to the platform:
<credential nane>

bi n/ pl at f orm adni n. sh add- hosts --hosts es_host_1 es_host_2 es_host_3 --credenti al

4. Discover the Events Service nodes that are not yet integrated:

bi n/ pl at form admi n. sh submt-job --service events-service --job discover-upgrade --platformnane
<nane_of _the_platforn> --args destinationDirectory=<path_to_events_service> serviceActi onHost =<es_host_1

es_host _2 es_host _3>
This command integrates the nodes into the Enterprise Console and also upgrades them. If your upgrade fails, you can resume by passing the
flag useCheckpoi nt =t r ue as an argument after - - ar gs.
After upgrading to 4.4.x or the latest, the commands to start and stop the Events Service change. See Administer the Events Service for more

information.

Upgrade the Events Service from 4.4.x to Latest
Upgrades from 4.4.x to the latest version can be performed on the Events Service page of the Enterprise Console or with the following commands:

1. Upgrade the Enterprise Console to the latest version.
2. Navigate to the <Ent er pri se Consol e honme directory>/platformadnin directory.

3. If it has been more than one day since your last session, you will have to log in with the following command:

bi n/ pl at form adni n. sh 1 ogi n --user-nanme <adm n_user name> --password <adm n_passwor d>

4. Apply the upgrade to the Events Service nodes with the following command:
bi n/ pl at form admi n. sh submt-job --service events-service --job upgrade --platformname

<nane_of _the_pl atfornme

If your upgrade fails, you can resume by passing the flag useCheckpoi nt =t r ue as an argument after - - ar gs.
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Upgrade the Events Service Manually

This page describes how to manually upgrade an Events Service. This is useful for when you did not use the Platform Administration Application or the
Enterprise Console to deploy the Events Service. The primary case for this would be for when you need to upgrade the Events Service nodes hosted on
remote Windows machines.

Perform the Manual Upgrade

1. Prerequisite

Java 1.8 is required for event s- ser vi ce. exe to work.

To upgrade the Events Service manually:

Download the Events Service distribution, event s- ser vi ce. zi p, from the AppDynamics download site to the Events Service machine.
. Stop the Events Service processes:

[

bi n/ event s- service. sh stop

. Rename the existing Events Service directory, for example, to event s- ser vi ce- backup.

. Unzip the Events Service distribution archive you downloaded to the location where you want the Events Service to run.

. Migrate configuration changes from the properties files in the backup Events Service directory to the conf / event s- ser vi ce- api - st ore.
properti es file in the new Events Service directory. Depending on which type of deployment you are using, this involves inspecting and
migrating settings from:

® events-service-all.properties,or
® events-service-api-store.properties

o b~ w

@ If you are upgrading from 4.2 to 4.3.x or a later version you must edit the event s- servi ce- api - st ore. properti es file by
replacing the port ranges [9300-9400] with :9300.

For example, in 4.2, the event s- servi ce- api - st ore. properti es file looks like this:

ad. es. node. uni cast . host s=nodel. exanpl e. con{ 9300- 9400] , node2. exanpl e. con{ 9300- 9400] , node3. exanpl e.
conf 9300- 9400]

While in 4.3 or later, the file should look like this:

ad. es. node. uni cast . host s=nodel. exanpl e. com 9300, node2. exanpl e. com 9300, node3. exanpl e. com 9300

6. Configure the connection to the Events Service in the Controller, and get the Controller key for the Events Service configuration as follows:

. With the Controller running, open the Administration Console as the root user.
. In the Controller Settings page, search for appdynamni cs. on. premni se. event. servi ce. url .
. Replace the default value to the internal hostname for the Events Service machine and default Events Service listen port, 9080.
. Search for an additional setting, the one you will need to enable the connection from the Events Service to the Controller, appdynam cs
.on. preni se. event. servi ce. key.
e. Copy the value of the property to your clipboard. You will need to configure this in the Events Service properties file next.
7. Configure the connection from the Events Service to the Controller:

o0 T

a. In aterminal, navigate to the events-servi ce directory:

cd events-service

b. Open the conf/ event s-servi ce-api -store. properti es file for editing.
c. Find the following property and replace cont r ol | er - key with the copied key:
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ad. account nanager . key. control | er=control | er - key

Ensure that the following critical properties are configured appropriately in the event s- servi ce- api - st ore. properti es file:

ad. account manager . keyNamesCSV=EUM CONTROLLER, MDS, OPS, SLM JF
ad. account manager . key. eunr

ad. account manager . key. control l er=
ad. account manager . key. nds=

ad. account manager . key. ops=
.account manager . key. sl nr

ad. account manager . key. j f=

ad. account manager . key. servi ce=
ad. jvm heap. m n=1g

ad. j vm heap. max=1g

ad. es. jvm heap. mi n=1g

ad. es. jvm heap. max=1g

® & 0 0 0 0 0 0 0 0 o o
Q
o

. Move ad. es. node. uni cast . host s property in event s- servi ces- api - st or e. properti es while upgrading from 4.2 to 4.3.x or later.
10.
11.

Save and close the event s- servi ce- api - st ore. properti es file.

Verify that the new Events Service home directory exists. The Event Service home directory is determined by the ad. es. pat h. hore property in
the property file used to start up the Events Service.

If the directory does not exist, create it. For example, create the following directory: / opt/ appdynani cs/ event s- servi ce/ appdynam cs-
event s-service

Move (do not copy) the old Events Service data directory to the new Events Service home directory. For example:

nv /[ opt/appdynami cs/ event s- servi ce- backup/ appdynam cs-event s-servi ce/ data /opt/appdynani cs/ events-service
[ appdynam cs-event s-service/

Restart the Events Service processes from the new directory:

nohup bin/events-service.sh start -p conf/events-service-api-store.properties &

Check the health of the node.

Windows

bi n\ event s-servi ce. exe check-health -hp | ocal host: 9081
Linux

curl -XCGET | ocal host: 9081/ heal t hcheck?pretty=true

Verify that "Healthy" appears as the service status, indicating that the process is operating normally:

[ appduser @ontrol | er-one events-service]$ bin/events-service. exe check-health -hp 192.168. 33. 22: 9081
[2015- 12- 09T18: 30: 45, 342- 08: 00] HV000001: Hi bernate Validator 5.0.2.Final

[ 2015- 12- 09T18: 30: 45, 956- 08: 00] | ndi vi dual statuses bel ow

[ 2015-12- 09T18: 30: 45, 956- 08: 00] [192. 168. 33. 22: 9081] status is [200 OK]

[ 2015-12- 09T18: 30: 45, 956- 08: 00] Overal | status Heal t hy

Configure the connections from the Analytics Agent, EUM Server, or Database Monitoring agents to the Events Service, as described in Connect
to the Events Service.
For information on performing these steps, see Install the Events Service on Windows.

If you upgrade to 4.4.x from 4.3.x or an earlier version, the commands to start and stop the Events Service change. See Administer the Events
Service for more information.
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Data Field Naming for Events Service 4.5.3 and Above

This page explains how to update data field names.

To use this procedure appropriately for your deployment, follow the guidelines below.

Deployment Version Required Action
SaaS 4.5.3 and Update data field names as described below.
later
On-premises 4.5.2 and No action is required, but AppDynamics strongly recommends that you update data field names to prepare for future
older Events Service releases.

Update Overview

Version 4.5.3 of the Events Service runs Elasticsearch 5.6, whereas previous Events Services run earlier versions of Elasticsearch. To upgrade to Events
Service 4.5.3, you may need to rename some fields used in collecting transaction analytics, log analytics, or other types of data.

Review the requirements below and follow instructions where applicable. To understand the rationale for the changes, see More About Field Names.

Requirements

Do Not Use Empty Field Names

In pre-5.6 versions of Elasticsearch it was possible to create fields with empty names. This is no longer allowed. Empty field names now cause indexing
errors.

Required action: Give alphanumeric names to any fields whose names are empty.

Do Not Use Dots in Field Names

In the past, some customers have used dots to separate name components in a semantically meaningful way. This is no longer recommended and may
cause the upgrade to Events Service 4.5.3 to fail.

Strongly recommended action: Replace dots in field names with hyphens or underscores.

More About Field Names

This section discusses dotted field names, meaning field names with embedded periods (. '), suchas a. b. c ortransit. si gnal s. yel | ow.
Elasticsearch stores data in JSON documents whose structure is hierarchical. Dotted field names can be used to query into those JSON documents: the
field name is treated as a path whose components are separated by dots. See https://www.elastic.co/guide/en/elasticsearch/reference/2.4/dots-in-names.
html.

It can be impossible to know whether a dotted field name is intended as a path to a JSON element, or just a plain field name. To treat this problem in a
consistent way, Elasticsearch, beginning with version 5.6, always automatically expands dotted field names into hierarchical JSON structures. Each dot
creates another level nested lower in the hierarchy.

Events Service 4.5.3 attempts to gracefully handle dots in field names and allow the default behavior of Elasticsearch. However, in a few corner cases,
Elasticsearch still fails to index events to which field names correspond. In these situations, the only recourse is to change the field names.

These corner cases can be avoided by following three rules:
1. Field names cannot contain multiple consecutive dots
2. Field names cannot start or end with dots

3. Field names cannot share prefixes

The rest of this section explains these rules.
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Field Names Cannot Contain Multiple Consecutive Dots

Field names that contain multiple consecutive dots expand into structures where the name of some elements is the empty string. These are invalid as
JSON objects. Note the empty nhames of the most deeply nested nodes in the following example:

"a.very.long.field name.truncated. with.dots..." ->
"a": {
"very": {
"long": {
"field": {
"nane": {
"truncated": {
"with": {
"dots": {
g
ey
ey

Field Names Cannot Start or End with Dots

Field names that start or end with dots expand into structures where the name of some elements is the empty string. These are invalid as JSON objects. Fo
r example:

->

.a.b.c
{
a": {
" {

c": "value of field"

Field Names Cannot Share Prefixes
When two or more field names have the same prefix, it becomes impossible to create valid JSON objects for them all.
Consider the following field names and values:

a.b = "al phabaker™

a.b.c = "al phabakercharlie"
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Trying to share a prefix runs into trouble because:
¢ all the nodes that need to be created are text nodes, and
® some nodes need to be nested, but
® in JSON, text nodes are not allowed to contain other objects.
We'll demonstrate the problem by examining what happens when Elasticsearch tries to create the JSON objects for our example.
® The first field name results in "b" being mapped to a text node with the value "al phabaker ."

a": {
"b": = "al phabaker"

®* To expand the second name, Elasticsearch tries to map "c" to a text node with the value "al phabaker charl i e. " This fails because "c" needs
to be nested within "b, " which is a text node and cannot contain nested objects.
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Use the Data Migration Tool

The Data Migration tool uses a collection of Pyt hon3 files.

Install the Data Migration Tool
To install the Data Migration tool, download ni gr ati on_t ool . zi p.

This example shows the unzipped structure:

tool/ main.py readme.txt requirenments.txt src/ tool.json

Set Up the pyt hon3 Environment

1. To verify if pyt hon3 is installed on your system, enter:

whi ch python3

1 Ifpython3 is not found, then install pyt hon3 by entering: sudo yum install python36 -y

2. To verify if the pi p3 package manager is installed, enter:

whi ch pip3

1 Ifthe pi p3 package manager is not found, then see Installing Packages and enter: sudopyt hon3 -m pi p install--upgrade
pi p setuptool s wheel

3. Toinstall the libraries which run the migration python script, enter this command within the Data Migration tool directory:

pip3 install -r requirenments.txt --user

Configure the Data Migration Tool

Before you can run the migration script, you must configure it properly. All configuration is stored in the t ool / t ool . j son file in JSON format. These
sections provide guidance on how to configure each property.

Clusters

Clusters are defined as a collection of Events Service clusters. Each cluster has the following properties:

Properties Description
api _url URL pointing to one of the Events Service's API nodes or its load balancer.
certificate_file Pathtothe PEM file.
check_host nanme (Optional) Indicates whether to check the hostname when verifying the certificate. Default is t r ue.
es_url URL pointing to one of the Elasticsearch's master nodes.

es_url _internal Internal URL pointing to one of the Elasticsearch's master nodes. Used by other clusters for remote re-indexing.
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es_version Relates to the Elasticsearch version.
keys Controller and OPS keys for Events Service. These keys are located in the conf / event s- servi ce- api - store. properties
file.

This example defines Events Services: es2, es6, and xpack_es6.

1 es6 has SSL enabled, while xpack_es6 has Elasticsearch X-Pack enabled.

{

"clusters": {
"es2": {
"keys": {
"CONTROLLER': "27410b11-296a-49el-b2d2- d2371ab94d64",
"OPS": "45c25bad- 636¢- 432f - bObd- f 8ec428c8db4"
o
“api_url": "35.162.126.253: 9080",
"es_url": "35.162.126. 253: 9200",
"es_url _internal": "172.31.12.185:9200",
"es_version": 2
b
"es6": {
"keys": {
" CONTROLLER": "7db43bf f-97d3-4d5e- 828a- a2each693e07",
"OPS": "ac7424d1- ae96- 4e10- ad82- a2eca50db133"
I
"api_url": "https://34.209. 245. 68: 9080",
"certificate_file": "/Users/jun.zhai/es6. pent,
"check_host nane": fal se,
“es_url": "34.209. 245. 68: 9200",
"es_version": 6
b
"xpack_es6": {
"keys": {
" CONTROLLER': "07b055f 8- a97b- 4ccb- a239- 2267d452c4ea”
"OPS": "cb582cc8a-f3bc-419f - a42a- 7bb8adad05b8"
o
“api_url": "52.89.86.93:9080",
"es_url": "http://elastic:1234@2.89. 86.93: 9200",
"es_version": 6

Migration

This section describes the migration properties:

Properties Description
accounts (Optional) Specify which accounts to migrate. Defaults to everything in source Events Service.
search_hits Maximum documents fetched in the Elasticsearch query. Default is 5000.

renot e_rei ndex_co Maximum number of remote re-index tasks launched concurrently. Default is 4.
ncurrency

renot e_r ei ndex_sc  Batch size for remote reindex. Default is 8000. See Re-index API.
rol |l _batch_size

rei ndex_t ask_pol | | Frequency in seconds of how often to check the status of ongoing remote reindex tasks. Default is 60 seconds.
ing_interval

starting_max_fiel | Maximum fields allowed when creating a new index. Default is set to 1000. The value should be same as the ad. es. event.
ds_per _i ndex i ndex. starti ngMaxFi el dsPer | ndex in conf/ event s- servi ce-api -store. properties file.

Migration Properties Examples:
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Example 1: Migrates everything from source Events Service:

{
"mgration": {
"search_hits": 5000,
"renot e_r ei ndex_concurrency": 6,
"renot e_rei ndex_scrol |l _batch_size": 8000,
"reindex_task_polling_interval": 60,
"starting_max_fields_per_index": 1000
}
}

Example 2: Migrate all event types in accounts, cust ormrer 15_9611293a- c56f - 4c9a- aall- 9f 6bf f ch42ce, | 0og_v1, and cust om event event
types in account cust oner 1_229f 6f bf - b42f - 4d66- a56b- a2324d8b169d. This example does not migrate any other accounts.

{
"mgration": {
"accounts": {
"custoner15_9611293a- c56f - 4c9a- aall- 9f 6bf f ch42ce": [],
"cust omer 1_229f 6f bf - b42f - 4d66- a56b- a2324d8b169d": [
"log_vl",
"cust om event "
1,
b
"search_hits": 5000,
"renot e_r ei ndex_concurrency": 4,
"renote_rei ndex_scrol | _batch_size": 8000,
"reindex_task_polling_interval": 60,
"starting_max_fields_per_index": 1000
}
}
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Upgrade the Events Service to >= 20.9.0

Upgrade Procedure

To upgrade the On-premises Events Service to >= 20.9.0, AppDynamics recommends that you follow this procedure.

1 The Events Service version 20.9.0 is packaged with the Enterprise Console version 21.2.4 or newer.

@ If the incoming data load is heavy, you may expect delays in Step 3d during the data migration process.
Data Migration

® |f you choose not to migrate data, then continue with Steps 1 through 3c, and do not complete Step 3d.
® |f you choose to migrate your data then data conflicts in may occur in Step 3d.

Upgrade Completion

® |f the upgrade fails, then you should revert the Controller to the old cluster; data loss may occur.
® |f the upgrade succeeds, then you can delete the old cluster.

1. Prepare the machine instances:
a. Identify a utility machine running Linux, to run the Enterprise Console and data migration scripts. There are no strict hardware
requirements

1 Make sure that the older (source) Events Service cluster, new (target) Events Service cluster, and utility machine all reside on
the same network.

b. Ensure the target Events Service cluster has similar or better hardware than that of the source Events Service cluster. Ensure that the
operating system (OS) on the new machine has these settings:
i. Increase the file descriptors limitin the / et ¢/ security/linmits. conf file, and then reboot the machine. Useulimt -nto
verify the value.

* sof t nofile 66000
* har d nofile 66000
# End of file

ii. Setvm max_nap_countinthe/etc/sysctl.conf file, and then reboot the machine. Use cat /proc/sys/vm
/ max_map_count to verify the value.

vm max_map_count =262144

2. Set up the new staging cluster:
a. Download and install the latest Enterprise Console, which includes Events Service 21.2.4. See AppDynamics Downloads and Platform
Installation Quick Start.
. In the Enterprise Console, install the On-premises Events Service. See Install Events Service on Linux.
. Enable the load balancer. See Load Balance Events Service Traffic.
To enable the Secure Socket Layer (SSL) in the Events Service, see Enable the Events Service to Use SSL.
. To configure the Events Service for data migration, complete this procedure:
i. Enable HTTP portin event s- servi ce- api -store. properties:

oo o

ad. es. node. htt p. enabl ed=t rue

ii. Add the remote reindex whi t el i st inthe event s- servi ce-api -store.yn file:
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- classNanme: com appdynamni cs. anal yti cs. processor. el asti csearch. configuration.
El asti csear chConfi gvanager Modul e
properties:
nodeSet ti ngs:
cluster.nanme: ${ad.es.cluster.nane}
indices.fielddata.cache.size: ${ad.es.fielddata.cache. size}

reindex.renpte.whitelist: "<IP address to one of the nodes in older cluster>:
9200"

iii. Restart the new Events Service cluster from the Enterprise Console.
3. Migrate the data:

a. See Use the Data Migration Tool to install and configure the data migration script on the utility instance.
b. Enter this command to migrate the metadata:

python nmin.py nmigrate netadata es2 es6

c. Navigate to the Controller Admin page and set your Controller to the new Events Service. See Connect to the Events Service.

1 Ifyou choose to migrate your data, then proceed to Step 3d.

d. Enter this command to migrate data from the old cluster to the staging cluster:

python main.py migrate data es2 es6
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Uninstall the Events Service

You can remove an on-premises Events Service from individual nodes or all at once. An embedded Events Service is uninstalled along with the Controller.

Uninstall the Events Service with the Enterprise Console

You can uninstall the Events Service through the GUI on the Events Service page.

To do so through the CLI, you can use the uni nst al | - event s- servi ce conmand, which removes the Events Service software and data from all
cluster nodes:

After uninstalling Events Service, the only trace of the Events Service remaining on the host may be a file named or cha- nodul es. | og. It appears in the
logs directory at the former installation root directory. To remove all traces of the Events Service, manually remove the log file after removing the Events
Service with the Enterprise Console.

To uninstall the Events Service from a single node with the Enterprise Console, see the Removing a Node section on Administer the Events Service.

Uninstall the Events Service as a Windows Service

You can remove the Events Service as a Windows service after installation through the GUI. You can also use the following command to retain the Events
Service on the machine.

To remove the Events Service as a Windows service:
1. Use the list service command to find the service name for the Events Service: bi n\ event s- servi ce. exe service-1|i st
Starting the ZooKeeper alone only brings up the process that manages index rollover. The Events Service node is not fully started until you start
the API-Store process as well, as described next.
2. Use the name returned for the service as the -s parameter argument to the following command: bi n\ event s- servi ce. exe service-

uninstall -s "<Name from service-list>"

Be sure to enclose the name in double-quotes.
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Synthetic Server Deployment

The Synthetic Server dispatches and processes requests and depends on Synthetic Agents for executing and reporting measurements.

The Synthetic Server receives synthetic job requests from the Controller and then the jobs are fetched from the Synthetic Services by the Synthetic
Agents. Once the measurement results are received from the Synthetic Agents, the Synthetic Server stores, processes, and transmits the results to the
EUM Server.

Installation Overview
To set up a complete on-premises Synthetic Server deployment, therefore, you need to:

. Install the on-premises Controller or prepare an in-service Controller to work with the EUM Server.

. Install the on-premises Events Service and configure it to work with your on-premises Controller.

. Install the on-premises EUM Server and configure it to work with your Events Service and Controller.

. Install the on-premises Synthetic Server and configure it to work with the EUM Server and the Controller.
. Install and configure one or both types of Synthetic Agents.

. Secure the Synthetic Server (recommended).

. Monitor the Synthetic Server (recommended).

~NO O WNE

Synthetic Server Components

The on-premises Synthetic Server consists of the following three services:
® Synthetic Scheduler

® Synthetic Shepherd
® Synthetic Feeder Client

@ This document also discusses the Synthetic Server Feeder, which communicates with the Synthetic Client Feeder, but is only a service of the
SaasS Synthetic Server.

Synthetic Scheduler
The first service is the Synthetic Scheduler, which is a cron-like service that sends job requests at configured intervals. The Synthetic Scheduler handles

the CRUD operations for jobs and manages the events generated for synthetic warnings and errors that occur in the measurement results. The Synthetic
Scheduler also validates the beacons, triggers warning and error events if needed, and forwards the beacons to the EUM Server.

Synthetic Shepherd

The second service is Synthetic Shepherd. This service manages and dispatches jobs to the Synthetic Agents. In addition, the Synthetic Shepherd saves
the measurement results to the filesystem and sends beacons containing the data to the Synthetic Scheduler.

Synthetic Feeder Client
The third service is the Synthetic Feeder Client that communicates with the SaaS Synthetic Feeder Server to access the Synthetic Hosted Agents. (If you

are only deploying Synthetic Private Agents, you do not need to use the Synthetic Feeder Client.) These services use the WebSocket protocol to
coordinate data transfer to your system without having to open any ports in the firewall.

Synthetic Agents
When deploying the on-premises Synthetic Server, you can deploy one or both Synthetic Agent types:

® Synthetic Hosted Agents - Synthetic Agents that are hosted and maintained by AppDynamics
® Synthetic Private Agents - Synthetic Agents that you install, configure, run, and maintain in your infrastructure
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Comparison of the Synthetic Agent Types

The following table compares the two types of agents and provides the benefits and main use cases for both.

Synthetic Agent Key Benefits / Use Cases
Type

Synthetic Hosted
Agent Access to a fleet of geographically distributed agents

Reduced ownership/resource costs: no hardware or cloud computing costs

Ease-of-use: no need to deploy/configure/manage agents

Scalability: Synthetic Hosted Agents are only deployed when needed, and more agents are readily available if the

workload increases

Synthetic Private
Agent ® Monitoring of internal sites and services that are not publicly accessible
® Complete control over the agent configurations and environment

Overview of Installation and Configuration Steps

The following table provides an overview of the installation and configuration steps for each type of Synthetic Agent.

Synthetic Agent Type Required Steps

Synthetic Hosted Agent

. Acquire the license "Browser Synthetic User Monitoring - Hosted Agent - On-Premise".

. Verify that the license has an HMAC key.

. Configure SSL for the Synthetic Server (recommended).

. Connect the on-premises Synthetic Server to the SaaS EUM API Server and SaaS Synthetic Server.

A WN PP

Synthetic Private Agent

[y

. Acquire one of the following licenses:
® Browser Synthetic Monitoring - Private Agent - Per Location (on-premises)
® Browser Synthetic Monitoring - Private Agent - Unlimited Locations (on-premises)
. Install Synthetic Private Agents.
. Connect the Synthetic Private Agent to the on-premises Synthetic Server .
. Configure SSL for the Synthetic Server (recommended).
. Start and maintain the Synthetic Private Agent.

as~wN

Summary of Synthetic Server and Agents

The table below summarizes the function and ports used by each service and the Synthetic Agents:

Service/Agent Functions Protocol Default Ports
Synthetic HTTP 12101
Scheduler ® Sends requests to execute jobs based on

a configured frequency. HTTPS 12102

Validates the beacons containing the
measurement results.
Handles the CRUD operations for jobs.

Synthetic HTTP 10101
Shepherd Registers the Synthetic Agents.
Creates and maintains the queue of all HTTPS 10102
measurement requests.
® Manages how the results arriving from

the agents are processed, stored and

forwarded.
® Saves accompanying screenshots and

generates thumbnails for each

screenshot that go with the measurement.

Synthetic Feeder WebSocket = 16001
Server (Synthetic Deployed in SaaS. (encrypted)
Hosted Agents) Pushes screenshots and measurement

results to the Synthetic Feeder-Client.
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Synthetic Feeder WebSocket | 16101
Client (Synthetic ® Deployed in on-premises. (encrypted)
Hosted Agents) ® Establishes a WebSocket connection

with the SaaS Synthetic Server.

® Sends the screenshots and
measurement results it received from the
SaasS Synthetic Server to the Synthetic

Shepherd.
Synthetic Agents N/A The Synthetic Agents do not listen on any port. They only temporarily open internal
® Fetches jobs from the Synthetic random ports to fetch job requests from the Synthetic Shepherd and to send the
Shepherd. measurement results of executed jobs to the Synthetic Shepherd.

® Uses WebDriver and Selenium to

execute these jobs on browsers.

Registers with Synthetic Shepherd.

Uploads screenshots to Synthetic

Shepherd.

® Handles communication with Synthetic
Shepherd.

Synthetic Service Data

The Synthetic Server stores data on the filesystem of the host machine and data in the EUM Server's MySQL database. The table below lists the types of
data and the storage location.

Data Data Location
Storage of Data
Format Storage
MySQL EUM

® |nformation about the entire agent fleet. Server's

® Measurement request queues. MySQL

® In-flight and archived measurements. database

L[]

Schedules: a schedule is a configuration according to which the Synthetic Scheduler sends measurement requests
to the Synthetic Shepherd. Those requests are queued until enough Synthetic Agents are available to process them,
at which point they are dequeued and become measurements.

File Host
System ® Resource snapshots machine of
® Script output the Synthetic
® Measurement results Server

Synthetic Ser&F ¥&ployment Architecture

The following sections describe and provide diagrams of the different on-premises Synthetic Server deployments. The diagrams show the connections and
data flow between the components of the deployments. For information about the other AppDynamics platform components, see Platform Components and
Platform Connections.

Synthetic Private Agents Deployment

The following diagram shows the connections and data flow between the on-premises Synthetic Server and the EUM Server and Synthetic Private Agents.
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Synthetic Server Connections

The following table lists and describes the traffic flow between the Synthetic Server and the other components.

Connection

Source

When a user creates a synthetic job, the o Controller sends a request for the job with its configured

frequency to the o on-premises Synthetic Server. The synthetic jobs are then placed in a queue.

The e Synthetic Private Agent fetches the job requests from the Synthetic Server and then executes
them on a browser using Selenium.

The e Synthetic Private Agent then sends the measurement results to the Synthetic Server.

The o on-premises Synthetic Server stores some data on file, and then processes and converts the

data into a beacon, which is then transmitted to the o EUM Server through the EUM API. The
Synthetic Server also writes data to the EUM Server's MySQL database.

The o Controller polls the o EUM Server for the measurement results and displays them in the
Synthetic Sessions.
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Destination

o on-

premises
Synthetic
Server

o on-

premises
Synthetic
Server

o on-

premises
Synthetic
Server

° on-

premises
EUM Server

o on-

premises
EUM Server

Protocol

HTTP(S)

HTTP(S)

HTTP(S)

HTTP(S)
JDBC

HTTP(S)

Default
Port(s)

® 1210
1
/12102

* 1010
1
/1010
2

10101
/10102

10101
/10102

7001/7002
3388

7001/7002
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Synthetic Hosted Agents Deployment

The following diagram shows the connections and data flow between the on-premises Synthetic Server, the SaaS EUM Server, the SaaS Synthetic Server,
the Synthetic Hosted Agents, and the on-premises EUM Server.

o On-Prem EUM

Server

~ -

o Controller Infrastructure ! Reverse Proxy |

B
Jm o B

o On-Prem Synthetic Server

b

7S

SaaS EUM
Server

(= ]
-6
-DQ

»

o

SaaS Synthetic
Server

Saa$S Hosted
Synthetic Agents

Synthetic Server Connections

The following table lists and describes the traffic flow between the Synthetic Server and the other components.

Connection Source Destination Protocol Default
Port(s)
HTTP(S) 12101
When a user creates a synthetic job, the Controller sends a request for the job with its configured on- 112102
premises
frequency to the on-premises Synthetic Server. The job requests are then placed in a queue. Synthetic
Server
HTTP(S) 7001/7002
The on-premises Synthetic Server sends the job requests to the SaaS EUM Server. SaaS
EUM Server
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The e SaaS EUM Server forwards the requests to the o Saa$S Synthetic Server.

The o Synthetic Hosted Agents fetch the job requests from the ° SaaS Synthetic Server and then
executes them on a browser using Selenium.

The Synthetic Hosted Agents send the measurement results to the ° Saa$S Synthetic Server.

The ° SaaS Synthetic Server Feeder sends the measurement results to the o on-premises
Synthetic Client Feeder.

The o on-premises Synthetic Server stores some data on file, and then processes and converts the

data into a beacon, which is then transmitted to the o on-premises EUM Server through the EUM API.

The on-prem Synthetic Server also writes data to the EUM Server's MySQL database.

The Controller polls the o on-premises EUM Server for the measurement results and displays them in
the Synthetic Sessions.
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Synthetic Server Requirements

This page lists the Synthetic Server requirements, offers sizing guidance, and shows you how to modify the default settings.

AppDynamics Platform Requirements

To deploy the Synthetic Server, you need to install the following AppDynamics platforms:

Component Minimum Version
Controller 20.3 and higher
Events Service @ 4.5.2 and higher
Synthetic Agent

® Synthetic Private Agent 20.3 or higher
® Synthetic Hosted Agent 20.3 or higher

@ Certain Synthetic Server features—specifically, Synthetic Sessions Analytics, features of Application Analytics that extend the functionality of
Synthetic Sessions—require access to the AppDynamics Events Service.

Synthetic Agent Requirements

The following table lists the requirements for deploying Synthetic Private Agents and Synthetic Hosted Agents.

Synthetic Agent Requirements
Synthetic Private Agents = See Requirements for the Synthetic Private Agent.
Synthetic Hosted Agents

® Synthetic Hosted Agent license
® AppDynamics Access (HMAC) Key (part of the license file for Synthetic Hosted Agent)

Hardware Requirements

These requirements assume that the Synthetic Server is installed on a separate machine. If other AppDynamics platforms are installed on the same
machine, the requirements (particularly for memory) could vary greatly and require many more resources.

Storage: 50 GB free disk space
Memory: 8 GB memory

CPU: 64-bit CPU with at least 2 cores
Network bandwidth: 50 Mbps

@ NTP should be enabled on both the EUM Server host and the Controller machine. The machine clocks need to be able to synchronize.

Scaling Requirements

You are required to have one EUM account for each on-premises deployment of the Synthetic Server. The machine hosting the Synthetic Server should be
able to support 100 concurrent Synthetic Agents or 10 locations with 10 Synthetic Agents per location.

If you need the Synthetic Server to support more than 100 concurrent Synthetic Agents, see Increase the Synthetic Agent Support.
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Operating System Support

The Synthetic Server is supported on the following operating systems:

Linux (64 bit)

RHEL 6.x and 7.x
CentOS 6 and 7
Ubuntu 14 and 16
SUSE 12

You can use the following file systems for machines that run Linux:
* ZFS

* EXT4
* XFS

@ On-premises deployments on Linux are only supported on Intel architecture. Windows is not supported at this time.

Network Requirements

The network settings on the operating system need to be tuned for high-performance data transfers. Incorrectly tuned network settings can manifest
themselves as stability issues.

The following command listing demonstrates tuning suggestions for Linux operating systems. As shown, AppDynamics recommends a TCP/FIN timeout

setting of 10 seconds (the default is typically 60), the TCP connection keepal i ve time to 1800 seconds (reduced from 7200, typically), and disabling TCP
window scale, TCP SACK, and TCP timestamps.

echo 5 > /proc/sys/net/ipvd/tcp_fin_tinmeout

echo 1800 >/proc/sys/net/ipv4/tcp_keepalive_tine
echo 0 >/ proc/sys/net/ipv4/tcp_w ndow scaling
echo 0 >/proc/sys/net/ipvéd/tcp_sack

echo 0 >/ proc/sys/net/ipvé4/tcp_timestanps

The commands demonstrate how to configure the network settings in the / pr oc system. To ensure the settings persist across system reboots, be sure to
configure the equivalent settings in the et ¢/ sysct | . conf or the network stack configuration file appropriate for your operating system.

Software Requirements

The Synthetic Server requires the following software to run and function correctly. You are required to have outbound internet access to install Python, pi p,
and flake8.

Software Required Function
Version

Java 8 The Synthetic Server requires JDK 8 to run services such as Synthetic Scheduler and Synthetic Shepherd.
You need to set the environmental variable JAVA_HOVE to the home directory of the JDK.

Python 2.7 The Synthetic Server relies on Python to validate scripts.
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pip 9+ Python uses pi p to install software. For example, pi p could be used on some Linux distributions to install f | ake8, a
Python utility used to lint scripts.

If the machine where you're installing the Synthetic Server does not have Internet access, run the following steps to
fetch and install f | ake8:

1. From a machine with internet access and pi p installed:

a. Create a directory for the f | ake8 library:

nkdir ~/fl ake8

b. Download the f | ake8 package:

c. Zip and tar the f | ake8 package:

tar cvfz flake8.tgz ~/fl ake8

d. Copy fl ake8. t gz to the $HOVE directory of the host machine of the Synthetic Server.
2. From the host of the Synthetic Server that has no internet access, but does have pi p installed:
a. Unzip and extract the f | ake8. t gz file:

tar xvfz flake8.tgz ~/fl ake8

b. Change to the f | ake8 directory.
c. Install the f | ake8 library with pi p with the following command, replacing <ver si on> with the correct
version.

libaio N/A The Synthetic Server requires the | i bai o library to be on the system. This library facilitates asynchronous I/O
operations on the system.

See How to Install libaio for instructions.

How to Install libaio

Install | i bai 0 on the host machine if it does not already have it installed. You may require outbound internet access if you don't have a locally hosted
repository.

The following table provides instructions on how to install | i bai o for some common flavors of the Linux operating system. Note, if you have a NUMA
based architecture, then you are required to install the nunmact | package.

Linux Flavor Command
Red Hat and CentOS = Use yumto install the library, such as:

® yuminstall libaio
® yuminstall nunmactl

Fedora Install the library RPM from the Fedora website:
® yuminstall libaio
® yuminstall numactl

Ubuntu Use apt-get, such as:
® sudo apt-get install |ibaiol

® sudo apt-get install numactl

Debian Use a package manager such as APT to install the library (as described for the Ubuntu instructions above).
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Install the Synthetic Server

You run the Synthetic Server installer from the command line. The installer relies on thei nput s. gr oovy file to configure the network connections to the
on-premises EUM Server, and if you are using Synthetic Hosted Agents, to the SaaS EUM Server and SaaS Synthetic Server as well.

To install the Synthetic Server, follow the steps below:

1 Prepare for the Installation

2 Grant Access to the EUM Server MySQL Database
3 Unzip the Synthetic Server Installer Package

4 Configure the Installation

5 Run the Installer

6 Perform Post-installation Tasks

Prepare for the Installation

Before starting the installation, verify that you have:

® Successfully deployed the Controller, EUM Server, and the Events Service.
* Downloaded the Synthetic Server installer package from the AppDynamics Download Center. The installer package will be listed on the

Downloads site as "Synthetic Server (zip)".

Grant Access to the EUM Server MySQL Database

The Synthetic Server installer modifies the EUM MySQL database schema and the Synthetic Server stores data in the EUM MySQL database. Thus, you
will need to grant MySQL users from the machine hosting the Synthetic Server privilege to the EUM Server's MySQL database.

1. Log on to the machine where the EUM MySQL database is located.
2. Connect to the MySQL Server with the EUM Server database. For example, if you are using the default EUM MySQL database, do the following:

a. Change to <i nst al | Di r >/ AppDynamni cs/ EUM
b. Connect to the EUM MySQL database:

nysql / bi n/ nysgl -u root -h <eum server_hostnane> -S <eum server_nysql _sock> -P

<eum server _nysqgl _port> -p

3. From the MySQL monitor, grant privileges to the MySQL user r oot of the Synthetic Server machine. The installer will use the MySQL user r oot t
o update the EUM database schema. Be sure to replace <on- pr em synt heti c_ser ver _host name> with the URL to your Synthetic Server.

nysql > GRANT ALL PRI VI LEGES ON eum db.* TO 'root' @ <on-prem synthetic_server_host nane>' | DENTI FI ED BY
<db- r oot - passwor d>; ;

The MySQL r oot user from the Synthetic Server is not related to the Linux user account that is installing the Synthetic Server. For
example, the Linux user account ubunt u can run the installer, but the installer will use the MySQL user r oot when connecting to the
EUM Server MySQL database to update the database schema.

4. You will also need to grant access to the MySQL user eum user to write data to the EUM database (eum db). Be sure to replace <on- prem
synt heti c_server _host nane> with the URL to your Synthetic Server.

nysql > GRANT ALL PRI VILEGES ON eum db.* TO 'eum user' @ <on-prem synthetic_server_host nanme>' | DENTI FI ED
BY <db_eum user_passwor d>;

5. Set the password for the MySQL user r oot . The password should be the same as the one specified by the db_r oot _pwd in the i nput s.
groovy file.

nysql > SET PASSWORD FOR 'root' @ <on-prem synt heti c_server_host nanme>" = PASSWORD(' <r oot _password>');
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6. Confirm that you have granted permission for eum user and r oot :

show grants for eum user @on-prem synthetic_server_host nane>;
show grants for root @on-premsynthetic_server_host name>;

Unzip the Synthetic Server Installer Package

1.

akrwn

Copy the Synthetic Server installer package (appdynam cs-synt heti c- server - <ver si on>. zi p) to the machine that will be hosting the
Synthetic Server.

Create a directory for storing the Synthetic Server installer, such as synt heti c- server.
Move the Synthetic Server installer package to the directory you created.

Change to the directory you created for storing the Synthetic Server installer.

Unzip the Synthetic Server installer package.

Configure the Installation

1. From a command prompt, navigate to the directory where you unzipped the Synthetic Server installer package.
2. Copy the sample configuration file: cp i nputs. gr oovy. sanpl e i nputs. gr oovy
3. Editthe file i nput s. gr oovy and make changes to the properties listed below:

Property

db_host

db_port

db_usern
ame

db_passw
ord

collecto
r_host

collecto
r_port

key_stor
e_passwo
rd

I ocal Fi l
eSt oreRo
ot Pat h

Change to Make

Assign the URL to the machine hosting your on-premises EUM Server to the d
b_host property.

Change the value to "3388". This is the default port for the EUM Server's
MySQL database.

Change the value to eum user . This is the default user for the EUM Server.

Assign the password for the MySQL user eum user to remotely access the
EUM Server's MySQL database.

Assign the public DNS to the machine hosting your on-premises EUM Server
to the col | ect or _host property.
Confirm that the value is "7001". This is the default port of the EUM Server.

Assign the key store password you set when installing your on-premises EUM
Server to the key_st or e_passwor d property.

Assign a file path where you want the Synthetic Server to store data to the | oc
al Fi | eSt or eRoot Pat h property. The Synthetic Server must be able to read
and write to the path and the files in the path.

Run the Installer

From the root directory of the installer, run the following command as the r oot user.

uni x/ depl oy. sh install

Description

The public DNS to the machine hosting the
EUM Server.

The port that the EUM Server's MySQL
database is listening on.

The MySQL user that accesses the EUM
Server's MySQL database.

The password that you set for the user that is
specified by db_user nane. The value of db_u
ser nane should be eum user.

The public DNS to the machine hosting the
EUM Server.

The port that the EUM API Server and EUM
Collector are listening on. The default is '7001".

The key store password you set during the
installation of the EUM Server.

The path where the Synthetic Server stores
data such as the measurement results and the
screenshots.

In the output from the i nst al | command, you should see the log of completed tasks similar to the following:
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Task [facts for |ocal host] conpleted executing in [274] ns.

Task [Create the encryption directory] conpleted executing in [78] ns.

Task [Create keystore for encryption] conpleted executing in [796] ns.

Task [Create the encrypted password] conpleted executing in [566] ns.

Task [ Obfuscate the key store password] conpleted executing in [397] ns.

Task [ Read created password] conpleted executing in [46] nmns.

Task [Read the obfuscated key store password] conpl eted executing in [43] ns.

Task [ Change configurations for the shepherd and schedul er conf] conpleted executing in [81] ns.
Task [Read created password] conpleted executing in [24] ns.

Task [Read the obfuscated key store password] conpl eted executing in [26] ns.

Task [ Change configurations for the shepherd and schedul er conf] conpleted executing in [76] nmns.
Task [Read created password] conpleted executing in [29] ns.

Task [Read the obfuscated key store password] conpl eted executing in [20] ms.

Task [ Change configurations for the shepherd and schedul er conf] conpleted executing in [31] nmns.
Task [Del ete the encryption directory] conpleted executing in [47] ns.

Task [ Change configurations for the |iquibase properties file] conpleted executing in [26] ns.
Task [Update schema of SQL DB to include synthetic schemn] conpleted executing in [2412] ns.
Task [Install flake8 for script linting] conpleted executing in [1671] ns.

Task [Start the synthetic services] conpleted executing in [67] ms.

Verify the Installation Was Successful

1. Confirm that the Synthetic Server is running:

ps aux | grep synthetic-processor

@ If you have | ps installed, you can also just run it to verify the Synthetic Server are running.

2. Verify that the Synthetic Scheduler and Synthetic Shepherd are listening on the default ports:

netstat -lan | grep "1[0,2,6]10[1,2]"

3. With nysql installed on the Synthetic Server machine, you can verify that the Synthetic Server machine can connect to the EUM Server MySQL e
um_db database:

nysqgl -h <eum server_instance> -P 3338 -D eumdb -u eumuser -p

4. If you cannot connect to the EUM Server MySQL database, return to Grant Privileges to the EUM Server MySQL Database and complete the
steps again.

Perform Post-installation Tasks
After installing the Synthetic Server, perform the following additional post-installation tasks:

1. Configure the Controller for the Synthetic Server

2. Install Synthetic Private Agents (Optional)

3. Make configurations to use one or both of the Synthetic Agents:
a. Synthetic Private Agent
b. Synthetic Hosted Agent

4. Secure the Synthetic Server (Recommended)

5. Monitor the Synthetic Server (Recommended)
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Configure the Controller for the Synthetic Server

Related pages:

® Access the Administration Console
® Configure the EUM Server

For the Synthetic Server to function correctly, you need to set the URLs and ports of Synthetic Scheduler and Synthetic Shepherd in the Controller
Administration Console.

1. Navigate to the Controller Administration Console: ht t p: / / <host nane>: <port >/ control |l er/adnin.jsp

2. Click Controller Settings.

3. From the Controller Configurations pane, enter the correct values for the properties given in the table below. If no protocol is specified, the proto
col defaultsto htt ps: //.

Controller Configuration Description Example Value
eum synt heti c. onprem | The flag for enabling on-premises Synthetic Server. This should be t r ue. true
installation
eum synt heti c. The URL and port to the Synthetic Scheduler on the machine hosting the http://<synthetic-
schedul er. host Synthetic Server. The default port is 12101. server-donai n>: 12101
eum synt heti c. The URL and port to the Synthetic Shepherd on the machine hosting the http://<synthetic-
shepherd. host Synthetic Server. The default port is 10101. server-donai n>: 10101

4. Your configurations for the Synthetic Server should be similar to those in the screenshot of the Controller Configurations pane below.

Controller Settings (€]

Controller Configurations

Name Description Value
‘eum.synthetic.onprem installation appdynamics.controller.sum.synthetic onprem.instal ation e o

eumsynthetic scheduler host appaynamics.controller.eum.synthetic scheduler host e ————— Sove

eum.synthetic.shepherd.host appdynamics.contraller.eum.synthetic shepherd host hitp:Hon premsynth-host10101 Save
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Connect the Synthetic Private Agents to the Synthetic
Server

The information and instructions below are intended for On-Premise deployments only. SaaS deployments are managed by
AppDynamics.
Related pages:
® |nstall the Synthetic Private Agent

The Synthetic Private Agent fetches jobs from and reports measurement results to the Synthetic Shepherd service of the Synthetic Server. Thus, you must
correctly configure the Synthetic Agent so it can connect to Synthetic Shepherd.

To connect the Synthetic Agent to on-prem Synthetic Server, follow the steps below:
1 Prepare for the Agent Configuration

2 Configure the Synthetic Private Agent
3 Verify the Private Location in the Controller

Prepare for the Agent Configuration

Before you configure the connections:
® Confirm that you have installed the Synthetic Private Agent.

® Confirm that the EUM Server is running.
® Get the EUM account and the license key from the Controller Admin Console or the EUM Server properties file.

Configure the Synthetic Private Agent

m
(-]
. Stop the Synthetic Private Agent if it's running by double-clicking the desktop icon g?pﬁgm .
. Change to the directory C: \ appdynani cs\ synt heti c- agent\ synt heti c-driver\conf.
. Editthe file synt heti c-driver.ym .
. Assign your EUM account and the license key to the properties eumAccount and | i censeKey, and the URL to Synthetic Shepherd to shepher
dUr | as shown below:

A WN B

## Use the URL to your Synthetic Server and the port to the Synthetic Shepherd (10101)
shepherdUrl: http://<on-premsynthetic-server-host>:10101
## You can get the values for this fromthe Controller Admin Console > Controller Settings
## or the properties 'property_eumaccount-nanme' and 'property_eumlicense-key' fromyour license file.
privatedient:
eumAccount: "<eum account >"
Ii censeKey: "<license_key>"

5. Save the file.

[--]
L (
6. Restart the Synthetic Private Agent by double-clicking the desktop icon St:mgm

Verify the Private Location in the Controller

Follow the instructions given in Create a Job and Choose Locations to create a synthetic job using the private location where your Synthetic Private Agent
is running.
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Connect to the SaaS Environment for the Synthetic
Hosted Agent

Related pages:
® Synthetic Agent Locations

For your on-premises Synthetic Server to use Synthetic Hosted Agents, you need to configure the on-premises Synthetic Server to communicate with the
SaaS EUM Server and SaaS Synthetic Server.

Follow these steps to use Synthetic Hosted Agents:

1 Verify the License Has an HMAC Key
2 Apply the License
3 Configure the Connection to the SaaS EUM and Synthetic Servers

For a complete list of Synthetic Hosted Agent browser locations, containers, and providers, go to Synthetic Agent Locations.

Verify the License Has an HMAC Key

After you have obtained a license to use the Synthetic Hosted Agent, be sure to check that the | i cense. | i c file has the property_eum hmac- key field
that is assigned a keyed-hash message authentication code (HMAC) similar to the following:

property_eum hmac- key=1a88392cb0004b45b555a854b80f 23f 5

The HMAC key is used to authenticate your on-prem deployment to the SaaS EUM Server and the SaaS Synthetic Server. Without the HMAC key, your
on-premises Synthetic Server will not be able to use Synthetic Hosted Agents.

Apply the License
To apply the license:

1. Copy the license file to the Controller home directory. After moving the license file, allow up to 5 minutes for the license change to take effect.
2. Follow the instructions given in Provision EUM Licenses based on your deployment.

Configure the Connection to the SaaS EUM and Synthetic Servers

Configure the connections from the on-prem Synthetic Server to the SaaS EUM and Synthetic Servers based on the region where you have an EUM
account.

SaaS EUM Account in the Americas

If your SaaS EUM account is in the Americas, do not change the following default settings given in i nput s. gr oovy:

feeder_server_url = "wss://synthetic-feeder. api.appdynani cs. conf
saas_cloud_api _url = "https://api.eum appdynamn cs. conf

SaaS EUM Account in Other Regions

If your SaaS EUM account is not in the Americas, follow these instructions to configure your on-premises Synthetic Server to use the SaaS EUM Server
and SaaS Synthetic Server in your region.

1. From the on-premises Synthetic Server, edit the i nput s. gr oovy file.
2. Forthe f eeder _server_url and saas_cl oud_api _url fields, enter the SaaS URLs for your region.
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Administer the Synthetic Server

You can use the command line to perform platform administration tasks with the Synthetic Server, such as starting and stopping the services. This page
describes the available commands, the log files, and the endpoints for testing the reachability and health of the Synthetic Server. Run the commands from
the root directory of the Synthetic Server home.

Start and Stop the Synthetic Server

Start the Synthetic Server from the root directory of the Synthetic Server home as follows:

uni x/ depl oy. sh start

To check if the Synthetic Server services are running and accessible, run the following command and confirm that there is output:

netstat -lan | grep "1[0,2,6]10[1,2]"

To stop the Synthetic Server:

uni x/ depl oy. sh stop

Increase the Synthetic Agent Support
By default, the machine hosting the Synthetic Server should be able to support 100 concurrent Synthetic Agents. To support more than 100 concurrent
Synthetic Agents, modify the throttle configuring for the Synthetic Shepherd and Synthetic Scheduler. The default maximum number of requests per
second is 60. By increasing the maximum number of requests per second, the Synthetic Server can support more Synthetic Agents.
To increase the maximum number of requests per second that the Synthetic Server can receive:

1. Log on to the machine hosting the Synthetic Server.

2. Change to the root directory of the Synthetic Server home.

3

. Edit the file synt het i c- processor/ conf/synt heti c- shepherd. yml and increase the value for the property maxRequest sPer SecondOv
eral I . In this example configuration, the value is increased to 80.

throttl eConfiguration:
maxRequest sPer SecondOveral | : 80

4. Edit the file synt heti c- processor/ conf/synt heti c-schedul er.ym and increase the value for the property maxRequest sPer SecondO
veral | . Again, in this example configuration, the value is increased to 80.

throttl eConfiguration:
maxRequest sPer SecondOveral | : 80

5. Restart the Synthetic Server:

uni x/ depl oy. sh stop
uni x/ depl oy. sh start

6. You can verify that the settings have been updated by checking the logs for the Synthetic Server you changed:

cat | ogs/schedul er/synthetic-scheduler.log | grep -oP -- "nmaxRequest sPer SecondOveral | =\ d+
cat | ogs/shepherd/synthetic-shepherd.log | grep -oP -- "naxRequestsPer SecondOveral | =\ d+"

7. You should also check the health of the Synthetic Server.
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Create Preset Health Rules and Dashboards

Once you have monitored the Synthetic Server, run the following command to create the preset health rules and dashboards:

uni x/ post _depl oy. sh

See Create Preset Dashboards and Health Rules to learn more about the preset health rules and dashboards.

Upgrade the Synthetic Server

You can update the Synthetic Server and the database schema without uninstalling and reinstalling the Synthetic Server using the updat e command. See
Upgrade the Synthetic Server for instructions.

Check the Health of the Synthetic Server

To check if the Synthetic Server is running, you can run the following. You should receive the response pong.

curl <on-premsynthetic_server_url >:10102/ pi ng
curl <on-premsynthetic_server_url>:12102/ pi ng
curl <on-premsynthetic_server_url>:16102/ pi ng

To check the health of the Synthetic Server:

curl <on-premsynthetic_server_url>:10102/ heal t hcheck?pretty=true
curl <on-premsynthetic_server_url>:12102/ heal t hcheck?pretty=true
curl <on-premsynthetic_server_url>:16102/ heal t hcheck?pretty=true

If the Synthetic Server is healthy, the response should be similar to the following:

curl <on-prem-synthetic_server_url>:10102/healthcheck? curl <on-prem-synthetic_server_url>:12102/healthcheck?
pretty=true pretty=true
{ {
"aut hentication" : { "aut hentication" : {
"heal thy" : true "heal thy" : true
I H
"deadl ocks" : { "cluster" : {
"heal thy" : true "heal thy" : true
b },
"httpdient" : { "deadl ocks" : {
"heal thy" : true "heal thy" : true
b },
"quartzScheduler" : { "linter" : {
"heal thy" : true "heal thy" : true
} }

uart zSynt hBackgr oundSchedul er” : {
"heal thy" : true

I
curl <on-prem-synthetic_server_url>:16102/healthcheck? "quartzSynt hJobSchedul er” : {
pretty=true } heal thy" : true
{
"deadl ocks" : {
"heal thy" : true
}
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Log Files for the Synthetic Server

The Synthetic Server creates the following error log files for each service:
® <instal | Dir>/1ogs/synthetic-scheduler.err

® <installDir>/1o0gs/synthetic-shepherd.err
® <installDir>/1ogs/synthetic-feeder-client.err

For general (non-error) log files, see the following directories:
® <install Dir>/1o0gs/schedul er
® <installDir>/1ogs/shepherd

® <instal |l Dir>/logs/feeder-client

The naming convention for the general log files is <| og>- YYYY- MM DD. | 0og. You will need to set up a policy to archive or delete the general log files to
prevent running out of disk space.
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Secure the Synthetic Server

You are recommended to configure the Synthetic Server to use SSL to secure network connections. This page describes how to create a custom keystore
and then configure the Synthetic Server to use it to implement SSL

Set Up a Custom Keystore for the Synthetic Server
The following sections describe and show an example of how to create a custom RSA security certificate, generate a new JKS keystore, and sign the

certificate.

1 Install Prerequisite Libraries
2 Create a Certificate and Keystore
3 Sign and Install the Signed Certificate

Install Prerequisite Libraries
Make sure the following libraries are installed on the Synthetic Server:

® keyt ool
® openssl

Create a Certificate and Keystore
Use the keyt ool command to create a keystore that uses RSA encryption then generate a certificate signing request (CSR).
The following steps show you an example of how to do both.

1. Log in to the Synthetic Server machine.
2. From a command-line shell, navigate to the root directory of the Synthetic Server:

cd <synthetic_server_root>

3. Create a new keystore with a new unique key pair that uses RSA encryption:

<path_to_jre>/jrel/bin/keytool -genkey -keyalg RSA -validity <validity_in_days> -alias 'synthetic-server’
-keystore ./ mycustom keystore

This creates a new public-private key pair with an alias of "synthetic-server". You can use any value you like for the alias. The "first and last
name" required during the installation process becomes the common name (CN) of the certificate. Use the name of the server.

. Configure the keystore by entering the information requested at the command prompt.

. Specify a password for the key store. You need to configure this password in the Synthetic Server configuration file later.

. Generate a certificate signing request (CSR):

o0 A

<path_to_jre>/jrel/bin/keytool -certreq -keystore ./mycustom keystore -file /tnp/synthetic-server.csr -
alias 'synthetic-server’

This generates a certificate signing request based on the contents of the alias; in the example, it is "synthetic-server".

Sign and Install the Signed Certificate
Once you have a CSR, you request a Certificate Authority to sign it and then install the signed certificate.
The following steps are a continuation of the process from Create a Certificate and Keystore:

1. Send the output file from the last step (/ t np/ synt heti c- server. csr in this example) to a Certificate Authority for signing.
2. Install the certificate for the Certificate Authority used to sign the . csr file:
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<path_to_jre>/jre/bin/keytool -inport -trustcacerts -alias nyorg-rootca -keystore ./nycustom keystore -
file /path/to/ <CA-root-cert>

This command imports your CA's root certificate into the keystore and stores it in an alias called "myorg-rootca”.
3. Install the signed server certificate as follows:

<path_to_jre>/jre/bin/keytool -inport -keystore ./mycustom keystore -file /path/to/<signed-cert> -alias
'synthetic-server'

This command imports your signed certificate over the top of the self-signed certificate in the existing alias; in the example, it is "synthetic-server".
4. Import the root certificate to the other platform components connecting to the Synthetic Server through HTTPS:

keytool -inport -trustcacerts -alias <alias_nane> -file nycert.cer -keystore <conplete_path_to_cacerts.
j ks>

Configure the Synthetic Server to Use the Keystore

Follow the steps below to configure the Synthetic Server to use the signed certificate and its password.

1. Edit the Synthetic Scheduler configuration file at <i nst al | ati on directory>/ conf/synthetic-schedul er.ym and add the appl i cati
onConnect or s object shown below under ser ver:

server:

appl i cati onConnectors:
- type: https
port: <port>
keyStorePath: <path to JKS fil es>
keySt orePassword: <jks file password>
val i dateCerts: false

If you don't already have a signed certificate, see Create and Sign an RSA Security Certificate.

2. Edit the Synthetic Shepherd configuration file at <i nstal | ati on directory>/conf/synthetic-shepherd. ynl and add the applicatio
nConnect or s object shown below under ser ver:

server:

appl i cati onConnectors:
- type: https
port: <port>
keyStorePath: <path to jks file>
keySt orePassword: <jks file password>
val i dateCerts: false

3. Restart the Synthetic Server.
4. Verify the connection to the HTTPS port.
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Configure a Proxy for the Synthetic Server

Related pages:

® Use a Reverse Proxy

This page describes how to configure your on-prem Synthetic Server to use a proxy server to communicate with the SaaS EUM Server and SaaS

Synthetic Server. You can set up a proxy to add a security layer for your on-prem Synthetic Server.

The configuration consists of the following steps:

1 Configure the Synthetic Server to Use Proxy
2 Configure Your Proxy Server

Synthetic Server Proxy Architecture

You can also, optionally, set up a proxy to forward traffic from the SaaS Synthetic Server Feeder to the on-prem Synthetic Server Client Feeder, but your

proxy server must support WebSockets.

Proxy for Downstream Traffic (Recommended)

The proxy often resides in the DMZ for the network and presents a virtual IP address to forward requests from the on-prem Synthetic Server to SaaS

Synthetic Server through the SaaS EUM Server as shown below.

o On-Prem Synthetic Server

o SaaS EUM
Server

. EHga !
SaaS$S Synthetic 4] i
Server i
R i
e !
ca m 1
g U i
Proxy Server
Connection Source Destination Protocol
HTTP(S)
The on-prem Synthetic Scheduler sends the job requests to the proxy server, which then SaaS EUM

e Server
forwards the requests to the SaaS EUM Server

HTTP(S)
e The e SaaS EUM Server forwards the job requests to the ° SaasS Synthetic Server. ° SaaS

Synthetic Server

Default
Port(s)

7001/7002

N/A

The on-prem Synthetic Server Client Feeder communicates with the SaaS Synthetic Server Feeder through a bi-directional WebSocket connection that is

not made through the proxy server.

Proxy for Downstream and Upstream (Optional)
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When setting a proxy for downstream and upstream traffic, the proxy must support WebSocket. The on-prem Synthetic Server Client Feeder initializes the
WebSocket connection with the SaaS Synthetic Server Feeder through the proxy server. Once the WebSocket connection is established, the on-prem
Synthetic Server Client Feeder and the SaaS Synthetic Server Feeder can use the persistent connect to make bi-directional requests.

Server E

(i_.
*~—>
T—)‘

Proxy Server é

Al
%ﬂ]

o SaaS Synthetic

Server

P A
f e

SaaS EUM o DMZ o On-Prem Synthetic Server

Connection Source

° The o on-prem Synthetic Server (Scheduler) sends the job requests to the o proxy server, when

then forwards the requests to the o SaaS EUM Server.

The e SaaS EUM Server forwards the requests to the ° Saa$S Synthetic Server.

The o on-prem Synthetic Server (Client Feeder) establishes a WebSocket connection with theo

Saa$S Synthetic Server (Synthetic Server Feeder) through the o proxy server.

Q The ° SaasS Synthetic Server (Synthetic Server Feeder) and o on-prem Synthetic Server (Client

Feeder) communicate bi-directionally through the o proxy server. Most of the traffic is from the SaaS
Synthetic Server Feeder to the on-prem Synthetic Client Feeder.

Configure the Synthetic Server to Use Proxy

Destination

o SaaS

EUM Server

O s

Synthetic

o on-prem

Synthetic
Server

o on-prem

Synthetic
Server

o SaaS

Synthetic
Server

Protocol

HTTP(S)

HTTP(S)

HTTP(S)

HTTP(S)

WebSocket

WebSocket

Default
Port(s)

7001/7002

N/A

80/443

80/443

16101

16001

You need to configure the Synthetic Server to use the proxy to forward traffic to the SaaS EUM Server. In the examples configurations below, the proxy

URL is 127. 0. 0. 1 and the proxy port is 3128. You will need to replace those values with the URL and port of your proxy server.

Synthetic Shepherd

From the host machine of the Synthetic Server, set the proxyUr| and pr oxyPort properties in the <synt heti c-server_installati on_dir>
/synt heti c-processor/conf/syntheti c-shepherd. yn file to point to the URL and port of the proxy server, which the Synthetic Shepherd will

send requests.

saasLi nk:
proxyUrl: "127.0.0.1"
proxyPort: 3128
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Synthetic Scheduler

Set the proxyUr| and pr oxyPort properties in the <synt heti c-server_install ati on_dir>/synthetic-processor/conf/synthetic-
schedul er. ynl file to point to the URL and port of the proxy server so that Synthetic Shepherd also sends requests to the proxy.

saaslLi nk:
proxyUrl: "127.0.0.1"
proxyPort: 3128

Synthetic Feeder Client

Finally, set the proxyUr | and pr oxyPort properties in the <synt heti c-server_instal | ati on_di r>/ synt heti c-processor/conf
/ synt hetic-feeder.ynl file to point to the URL and port of the proxy server so that Synthetic Server Client Feeder also sends requests to the proxy.

websocket Conf i guration:
proxyUrl: "127.0.0.1"
proxyPort: 3128

@ Note

Feeder Client for Synthetic services does not support Proxy authentication.

Configure Your Proxy Server

You can use Squid, Apache, Nginx, or another proxy server, but these instructions only cover Squid. If you are using a proxy to forward traffic between the
on-prem Synthetic Server Client Feeder and the Synthetic Server Feeder, your proxy will need to support the WebSocket protocol.

Squid

1. Add the following configurations to the Squid configuration file at / et ¢/ squi d/ squi d. conf.

http_access all ow | ocal host
http_access allow all
http_port 3128

2. Restart squi d.
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Monitor the Synthetic Server

AppDynamics recommends that you monitor the performance of the Synthetic Server with the Java Agent. Once you have instrumented the Synthetic
Server, you can use preset capacity monitoring dashboards and health rules or create custom dashboards and health rules based on JMX and the
Synthetic Server metrics.

Follow the steps below to monitor the Synthetic Server:

1 Install the Java Agent

2 Configure the Java Agent

3 Connect the Synthetic Server with the Controller
4 Attach the Java Agent to the Synthetic Server

5 Verify the Instrumentation of the Synthetic Server
6 Create Preset Dashboards and Health Rules

7 Create Custom Dashboards and Health Rules

Install the Java Agent

You should install the Java Agent in the same directory as the Synthetic Server installation directory. See Install the Java Agent for instructions.

Configure the Java Agent
Configure the Java Agent to report metrics to a specific Controller:

1. Change to <agent _home>/ conf/.
2. Editthe control | er-info.xm file so that the values for the following elements match your Controller information, application name, tier

name, and node name:
® <controller-host>

<control |l er-port>

<appl i cati on- nane>

<tier-nane>

<node- nane>

3. For example, your control | er-i nfo. xm file might look similar to the following:

<controller-info>
<control |l er-host>192. 168. 1. 20</ control | er - host >
<control | er-port>8090</controll er-port>
<appl i cation-nane>Synt heti cServer </ appl i cati on- nane>
<tier-nanme>Schedul er Ti er</ ti er - name>
<node- nanme>Schedul er Node</ node- nane>
</controller-info>

@ You must ensure that the application name, tier name, and node name are the same as the j avaagent . j ar parameters when you
attach the Java Agent to the Synthetic Server.

Connect the Synthetic Server with the Controller

Before you installed the Synthetic Server, you needed to configure the Synthetic Server to connect to the EUM Server's MySQL database and the EUM
Collector. In this section, you will set configurations in i nput s. gr oovy to connect the Synthetic Server to the Controller, so that the predefined health
rules and dashboards can be created.

In the i nput s. gr oovy file, make sure you have set the following properties. Replace placeholders in brackets with information about your Controller as
well as the application and tier that are being monitored.
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controll er_host = "http(s)://<url_to_machi ne_running_controller>" /1 The URL to your on-prem Controller
controll er_port = "<port_nunber>" /1 The default is 8090.

control |l er_account = "<controller_account>" /1 Account used for running post-depl oy
t asks

controll er_usernane = "<controll er_usernane>" /1 Usernane for making APl calls to
controller

pronpt _for_password = "fal se" /1 \Wen false, the password below will be
used wit hout pronpting.

control | er_password = "<controller_password>" /| Password used for username. It is not
stored in any config files.

controll er_synth_app = "<app_nane_set_in_controller-info.xm>" /] This is the application shown in the
Controller and is based on the value given in the <application-name> elenent in controller-info.xnl.

control |l er_shepherd_entity = "<tier_name_set_in_controller-info.xm>" // This is the tier shown in the

Controller and is based on the value given in the <tier-name> elenent in controller-info.xn

Attach the Java Agent to the Synthetic Server

To attach the Java Agent to the Synthetic Server, set Java options through the variables SCHEDULER_OPTS and SYNTHETI C_SHEPHERD_OPTS. The node
names and tier names given in the examples below can be modified for your use case. One JVM process requires one Java Agent to be attached.

1. Set the options for the Synthetic Scheduler so that the Java Agent is attached to the JVM process:

SCHEDULER _OPTS="-j avaagent:./java_agent/javaagent.jar -Dappdynani cs.agent.applicati onName=synthonprem -
Dappdynami cs. agent . nodeNane=synt heti c- schedul er - Dappdynami cs. agent . ti er Name=schedul er-tier"

2. Set the options for the Synthetic Shepherd so that the Java Agent is attached to the JVM process:

SYNTHETI C_SHEPHERD OPTS="-] avaagent:./java_agent/j avaagent.jar -Dappdynam cs. agent.
appl i cati onName=synt honpr em - Dappdynami cs. agent . nodeNane=synt heti c- shepherd - Dappdynami cs. agent .
ti er Name=shepherd-tier"

3. Set the options for the Synthetic Feeder Client so that the Java Agent is attached to the JVM process:

FEEDER_CLI ENT_OPTS="-j avaagent:./j ava_agent/j avaagent.j ar - Dappdynani cs. agent.
appl i cat i onName=synt honpr em - Dappdynami cs. agent . nodeNane=synt heti c-feeder-cli ent -Dappdynami cs. agent.
tierName=feeder-client-tier"

4. Export the variables for the Synthetic Server options:

export SYNTHETI C_SHEPHERD_ OPTS
export SCHEDULER OPTS
export FEEDER _CLI ENT_OPTS

5. From the Synthetic Server installer directory, run the following to stop and start the Synthetic Server:

uni x/ depl oy. sh stop
uni x/ depl oy. sh start

Verify the Instrumentation of the Synthetic Server

1. Confirm that the Java Agent is running:

ps -ef | grep javaagent

2. Check the Java Agent logs:
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tail <java-agent>/ver<agent-version>/|ogs/ <node- nanme>/ agent - XXXX. | og

3. Navigate to your Controller.
4. You should see a business application with the name assigned in the control | er-i nfo. xni file similar to the following. You should also see
the tiers and nodes specified in the Java options.

synthonprem (¢3 Baseline... last 1 hour ®
Dashboard Network Dashboard Events Top Business Transactions Transaction Snapshots Transaction Score Actions v
Application Flow Map + Bl Qe o
4 29
@ it
7 " “2calls /min, 55 ms (asyno) Custorr 2 @
c2-35-160-189-...zonaws.com:7001 HTTP ~ - 6 calls / min
66ms
Rl i Business Transaction Health
8calls /min, & ms scheduler-tier -
12 calls 7 min, 4 ms (async calls / min, 76 ms (async) 0 critical, 0 warning, 20 normal
JDBC
= ! Node Health
. Fealls /min, 44 ms
EUM_DB-MySQL DB...commercial-adva 423 ealls / min, 2 ms | Hme 0 critical, 0 warning, 2 normal
— 41 calls / min Server Health
48 ms
Java
shepherd-tier
Transaction Scorecard
g against Baseline data | Normal  enm——— 97.4% 2.6k
Load 26K cals 45 cals/min  Response Time (ms) >1 msaverage  Errors 0.8% 22 errors <1 errors/min
50 200ms 2
100ms 14 A o
| A f
. \A AR \/\ AAAA
Y YAWAYAY, ) [\ \
. o o AL SV WATSWATAVENA
345PM 400 PM 415 M 4:30 M 345PM 400PM  415PM 430PM 345 PM 400 PM 415M 430 M

Create Preset Dashboards and Health Rules

The Synthetic Server comes with the post _depl oy. sh command to help create preset dashboards and health rules to monitor the Synthetic Server. The
health rules are based on metrics generated by Synthetic Shepherd and not the host machine of the Synthetic Agent or the Java Agent, so they serve to
complement the JMX health rules such as CPU usage, memory consumption, etc.

About the Preset Dashboards and Health Rules

The preset health rules issue warnings for when the Synthetic Server has a busy percentage of 80% and issue critical alerts when that busy percentage
reaches 90%. The busy percentage is evaluated over the last 30 minutes.

Understanding the Busy Percentage
Each Synthetic Agent can only run one job at a time. When running a job, the Synthetic Agent is busy, and when it's not running, the Synthetic Agent is not
busy. The busy percentage indicates the percentage of time that a Synthetic Agent is running jobs. For example, if a Synthetic Agent ran a job that took

five minutes and no other jobs, then over the last 10 minutes, it was 50% busy. The busy percentage is based on a metric reported every minute and
calculated using pages per minute (PPM). The busy percentage can be used to monitor one Synthetic Agent, a group of Synthetic Agents, or a location.

Create the Dashboards and Health Rules
Once you have verified that the instrumentation was successful and that business applications were created:
1. Log in to the machine hosting your Synthetic Server.

2. Change to the Synthetic Server home.
3. Run the following command to create the preset dashboards and health rules:

uni x/ post _depl oy. sh

. From the Controller Ul, navigate to the Dashboards & Reports page.
. You should see the dashboard Synthetic Private Agent Capacity Monitoring as shown here:

[0
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) APPDYNAMICS Home Applications gf;;riem Databases Servers Analytics gg;gf[";"'s & ﬁ'gpl & a o
Dashboards & Reports o o
Dashboards

&% Synthetic Private Agent Capacity Monitoring
+ Create Dashboard

Reports

No Scheduled Reports

+ Create Report

6. Open the business application for the on-premises Synthetic Server.
7. Navigate to Alert & Respond > Health Rules.
8. From Alert & Respond > Health Rules, you will see the health rules that you created in Create Preset Dashboards and Health Rules.

Health Rules synthonprem ~ 11

+" Evaluate Health Rules &«
+ Y Q
Type Name T Enabl...

Business Transaction error rate is much higher ...
Business Transaction Performance

Business Transaction response time is much hi...
Business Transaction Performance

CLR Garbage Collection Time is too high
Mode Health - Hardware, JVM, CLR

CPU utilization is too high
Mode Health - Hardware, JVM, CLR

JVM Garbage Collection Time is too high
Mode Health - Hardware, JVM, CLR

JVM Heap utilization is too high
Mode Health - Hardware, JVM, CLR

Memory utilization is too high
Mode Health - Hardware, JVM, CLR

Network-Host : Packet drops too high
Advanced Network

Private Synth Agent Busy %
Node Health - Hardware, JVM, CLR

Create Custom Dashboards and Health Rules

The Java Agent will report metrics generated by Synthetic Server such as CPU usage, memory consumption, garbage collection, etc. You can use these
metrics to create health rules and custom dashboards.

See the following pages for instructions:

® Custom Dashboards
® Configure Health Rules
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Synthetic Server Endpoints

Related pages:

® Port Settings
® EUM Server Endpoints

The Synthetic Server has different endpoints serving distinct functions. This page provides a reference for testing the health and getting information about
on-premises Synthetic Servers.

The endpoints include the following:
® Synthetic Shepherd - manages and dispatches jobs to the Synthetic Agents. In addition, the Synthetic Shepherd saves the measurement results
to the filesystem and sends beacons containing the data to the Synthetic Scheduler.

® Synthetic Scheduler - handles the CRUD operations for jobs and manages the events generated for synthetic warnings and errors that occur in

the measurement results.
® Synthetic Feeder Client - communicates with the SaaS Synthetic Feeder Server to access the Synthetic Hosted Agents.

Synthetic Server Endpoint URLS

The table below lists the endpoints, the default URL, and the supported paths.

Synthetic Server Default URL Paths / Description
Endpoint
Synthetic Shepherd http(s)://<domain-name>: Iversion  Returns the version, build, commit, and timestamp of the Synthetic
10101
Shepherd.
Synthetic Scheduler thlg(ls) + /1 <domai n- name>: /version | Returns the version, build, commit, and timestamp of the Synthetic
Scheduler.
Synthetic Feeder Client ggaggs) -/ I <domai n- name>: Iversion Returns the version, build, commit, and timestamp of the Synthetic

Feeder Client.
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Upgrade the Synthetic Server

This page describes how to upgrade the Synthetic Server to the latest version. This is often done alongside an upgrade to the other platform components,
such as the EUM Server, the Controller, and the Events Service.

What the Upgrade Does

The upgrade procedure updates the schemas for the EUM Server database and the JAR files for the Synthetic Server if either is needed.

@ The upgrade steps will not update 3rd-party software such as the Python library Flake8.

Who Should Use This Document

To upgrade the Synthetic Server to the latest available version, use this document.

Before You Begin

Before you upgrade the Synthetic Server:

1. Back up your current installation. There is no way to downgrade and changes are permanent.
2. Update platform components in the correct update order.

Upgrade Procedure

Follow the instructions below to upgrade your Synthetic Server.

Pre-requisite

The previous version of the Synthetic services database should be maintained.

Get the Latest Synthetic Server Installer

1. Go to the AppDynamics Downloads site and download the latest version of the Synthetic Server installer package.
2. Copy the Synthetic Server installer package (synt heti c-i nstal | er-1i nux-<versi on>. zi p) to the machine hosting your Synthetic Server.

Upgradation Steps
To upgrade Synthetic services first go to the installed Synthetic services path cd <Synt het i c_home> and follow the steps given here:

1. Run the following command to stop Synthetic services:

"/ uni x/ depl oy. sh stop"

N

. Take a back up of i nput s. gr ovy file from <Synt het i c_hone> before deleting contents of <Synt het i c_Home>. This is done to preserve
previous configuration details.

. Delete all the files and folders under <Synt heti c_hone>.

. Copy and unzip the new Synthetic services installer under <Synt heti c_hone>.

. Replace i nput s. groovy. sanpl e file with the backed up file (mentioned in step 2).

. Run the following command to install new services:

o 0hA W
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"./unix/deploy.sh install"

Verify the New Version Has Been Installed

1. Once the installation is complete, confirm the Synthetic Server is running by entering:

ps aux | grep synthetic-processor
netstat -lan | grep "1[0,2,6]10[1,2]"

2. To view the updated version, curl to the ver si on endpoint:

curl <on-premsynthetic_server>:10101/version
curl <on-premsynthetic_server>: 12101/ version
curl <on-premsynthetic_server>: 16101/ version
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Secure the Platform

AppDynamics includes security features that help to ensure the safety and integrity of your deployment.

About Controller Security

The Controller is installed with an HTTPS port enabled by default. SSL secures client connections and allows clients to authenticate the Controller. The
Controller Ul supports HTTP Basic Authentication, along with SAML and LDAP authentication. Role-based access controls in the Ul allow you to manage
user privileges.

While the security features of the Controller are enabled out of the box, there are some steps you should take to ensure the security of your deployment.
These steps include but are not limited to:

® The SSL port uses a self-signed certificate. If you intend to terminate SSL connection at the Controller, you should replace the default certificate
with your own, CA-signed certificate. If you replace the default SSL certificate on the Controller, you will also need to establish trust for the Controll
er's public key on the App Agent machine.

@ As an alternative to terminating SSL at the Controller, you can put the Controller behind a reverse proxy that terminates SSL, relieving
the Controller from having to process SSL.

® Along with a secure listening port, the Controller provides an unsecured, HTTP listening port as well. You should disable the port or block access
to the point from any untrusted networks.

® Make sure that your App Agents connect to the Controller or to the reverse proxy if terminating SSL at a proxy, with SSL enabled.

® The Controller and underlying components, Glassfish and MySQL, include built-in user accounts. Be sure to change the passwords for the
accounts regularly and in general, follow best practices for password management for the accounts. For information on changing the passwords
for built-in users, see Update the Root User and Glassfish Admin Passwords.

Proxy Controller Connections

The AppDynamics Controller is often deployed to a protected network behind a proxy, which presents a virtual IP address to external connections,
including to agents and browser clients. The proxy itself resides in the DMZ for the network and often terminates SSL connections from the client
connections.

If clients use SSL, the reverse proxy can terminate SSL connections or maintain SSL through to the Controller. Terminating SSL at the proxy removes the
processing burden from the Controller machine.

Using a secure proxy can simplify administration as a whole, by centralizing SSL key management to a single point. It allows you to use alternative PKI
infrastructures, like OpenSSL.

See Use a Reverse Proxy for more information.

Additional Security Topics

® Secure the EUM Server

® Analytics and Data Security

® Agent-to-Controller Connections (for information on Securing Agent Connections)

® Roles and Permissions (for information regarding potentially sensitive user permissions)
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HTTPS Support for the Enterprise Console

There is built-in HTTPS support for the Enterprise Console using a self-signed keystore file. The Enterprise Console supports either HTTP or HTTPS
based on your choice during fresh installation or upgrade. You can reconfigure the Enterprise Console to revert from HTTPS back to HTTP, or vice versa,
at any time.

About Enterprise Console SSL and Certificates
For the HTTPS client, the Enterprise Console packages the latest Mozilla truststore cacert s. j ks, as it contains standard certificates. The Enterprise
Console creates a keyst or e. j ks file which contains a self-signed certificate. This certificate is imported into cacert s. j ks during installation or

upgrade.

For production use, AppDynamics strongly recommends that you replace the self-signed certificate with a certificate signed by a third-party Certificate
Authority (CA) or your own internal CA.

This page describes how to:

® enable HTTPS for the Enterprise Console during installation or upgrade.
® update the certificate to a signed one.
® customize keystore credentials.

1 Replacing the entire keystore is not recommended unless you first export the existing artifacts from the default keystore and import them into
your own keystore.

It is also not recommended that you create your own self-signed certificate.

The exact steps to implement security typically vary depending on the security policies for the organization. For example, if your organization already has a
signed certificate to use, such as a wildcard certificate used for your organization's domain, you can import it into the keystore using the Enterprise
Console's update-certificate command. Otherwise, you can obtain a new one along with a certificate signing request.

Before Starting

On Linux machines, the Enterprise Console uses curl to check the responsiveness of the application URL. Therefore, SSL needs to have the latest NSS
package to work.

For example, you can update the NSS package to the latest with the following command on CentOS:

yum updat e nss

@ Your update procedure or NSS package name may differ depending on your Linux operating system.

Enable Enterprise Console HTTPS for Fresh Installation

You can enable HTTPS during the Enterprise Console installation by selecting HTTPS as your preferred connection type:
1. Follow the steps to install the Enterprise Console:
® For GUI Installation, click the HTTPS checkbox.

1 If the checkbox is left unselected, then the installation will default to HTTP.

The Enterprise Console will create a self-signed certificate and use it for your HTTPS connection.
® For Silent Installation, edit the platform admin response var fi | e with the following parameter:
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pl at f or MAdmi n. useHt t ps$Bool ean=t rue

This enables HTTPS connection and is the same as checking Enable Https Connection in the wizard installation option. Setting the
parameter to false uses HTTP.
2. Optional: The Enterprise Console will create a self-signed certificate and use it for HTTPS connection. You can replace it with a certificate signed
by a third-party CA. See Update to a Signed Certificate.

The Enterprise Console then configures the HTTPS protocol and disables HTTP in the Dropwizard configuration file, PlatformAdminApplication.yml. See
the Dropwizard Configuration Reference for more information.

Example Enterprise Console HTTPS connector configuration:

server:
type: sinple
connector:

type: encrypted-https # encrypted-https is a custom zed HTTPS connector type in Enterprise Console, with
keyst ore password encrypted.

port: 9191 # DO NOT REMOVE al ternatives are 8080

keySt orePat h: /appdynam cs/ pl at f orm adm n/ conf/ keys/ keystore. j ks

keySt or ePassword: s_-001-12-v/yKyl weuGQ=i LpBEDTqf P7vj ++WP+MKEg==

trust StorePat h: /appdynami cs/ pl atf orm adnmi n/ conf/ keys/ cacerts. ks

trust StorePassword: s_-001-12- hdLwJEOQZbns=kDnS/ pLvq2A43i CWL.IJECTg==

certAlias: ec-server # DO NOT change cert alias name in keystore files.

val i dateCerts: false

supportedProtocol s: [TLSv1. 2]

bi ndHost: 0.0.0.0

appl i cati onCont ext Pat h: /

@ The Enterprise Console encrypts all plain text passwords in the configuration file.

Enable Enterprise Console HTTPS for Upgrades

You can enable HTTPS from HTTP during upgrades from 4.4.3 to 4.5 and post-4.5 upgrades. You can also enable HTTPS for an existing Enterprise
Console instance by reinstalling the Enterprise Console application:

1. Follow the steps to upgrade the Enterprise Console.
a. Change the platform admin response varfile with:

pl at f or MAdmi n. useHt t ps$Bool ean=true

2. Complete the upgrade.
3. Optional: A self-signed certificate is created by the Enterprise Console and SSL is configured, just like it is with a fresh installation. You can
replace it with a certificate signed by a third-party CA. See Update to a Signed Certificate.

@ When you upgrade your HTTPS supported Enterprise Console to future release versions, the Enterprise Console will follow the below protocols:

® Upgrades with a self-signed certificate (the Enterprise Console installed certificate): The Enterprise Console will always recreate
the new keyst or e. j ks, with a new self-signed certificate in it, and update the cacert s. j ks file with the new self-signed certificate
under the <EC_i nst al | ati onDi r >/ conf / keys folder.

® Upgrades with a signed certificate: The Enterprise Console will not modify your signed certificate, leaving it as it was before the

upgrade.
Note: Do not change the ser ver Host Nane in the admin response varfile from a private IP/hostname (if you used a private IP

/hostname as the ser ver Host Nane for a previous Enterprise Console fresh install or upgrade) to a public IP as the Enterprise
Console will not support the signed certificate afterwards. This restriction only applies to upgrades with a signed certificate.

® Upgrades with customized keystore/truststore path and passwords: The Enterprise Console will back up the . j ks files only if
they are under the <EC i nst al | ati onDi r >/ conf / keys folder. The Enterprise Console will restore your keystore/truststore paths
and passwords in Pl at f or mAdmi nAppl i cati onl . ym before the upgrade, even if you move the . j ks files or change the password.

1 Changing the .jks files location is not recommended as they will not be backed up by the Enterprise Console if they are in
another location.
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Configure HTTPS for Enterprise Console in SAN Deployments

To configure HTTPS for the Enterprise Console deployed for a Subject Alternative Name (SAN) on AWS, you will need to generate keys from the san. cnf
file. The instructions below show you how to enter multiple hostnames and aliases for the Enterprise Console in the san. cnf file and then generate the
keys with it.

1. Create your san. cnf file for the SAN. In the following example san. cnf file, multiple domain names and aliases are defined in[ al t _names

1.

[ req ]

default_bits = 2048

di stingui shed_nane = req_di stingui shed_nane
req_ext ensi ons = reg_ext

pronpt = no

[ req_distingui shed_nane ]

count r yNanme = 1IN

stat eOr Provi nceNane = Kar nat aka

| ocal i t yName = Bangal ore
or gani zat i onNanme = Appdynamni cs
commonNane = ECserver

[ reqg_ext ]
subj ect Al t Name = @l t_nanes
[al t _nanes]

DNS. 1 = ECserver.com

DNS. 2 = ECserver.secondary.com
DNS. 3 = ECserver.aliasl.com
DNS. 4 = ECserver.alias2.com
1P. 1 = 10. 10. 10. 10

1P.2 = 10.10.10.9

2. Using the san.cnf file, generate the private key and CSR with the foll ow ng openssl command:

openssl req -new -newkey rsa: 2048 -nodes -out sslcert.csr -keyout private.key -config san.cnf

3. Check the CSR to confirmthe SANs are correct:

openssl req -noout -text -in sslcert.csr | grep DNS
openssl req -noout -text -in sslcert.csr | grep IP

4. Sign the CSR by a certified authority (CA).
5. Update the certificate for the Enterprise Consol e:

./platformadm n.sh update-certificate --private-key <privateKeyfile> --ssl-cert <sslCertFile> --ssl-
chain <ssl Chainfilel> <sslChainfile2> <...>

Customize Keystore Credentials

You can customize keystore credentials. The Enterprise Console preserves your customized keystore/truststore passwords.

1 Tokeep your customized files backed up, place them under the <EC_i nst al | ati onDi r >/ conf / keys directory. Placing your files anywhere
besides <EC_i nst al | ati onDi r >/ conf/ keys is not recommended because they may not be backed up.

If you change the keystore content for the Enterprise Console, you must re-run the change- keyst or e- passwor d command and re-encrypt. Then, you
need to restart the Enterprise Console. See Controller Secure Credential Store for more information.

Get Encrypted Password

You can update the password for the . j ks files. If you do, you must also update the password in the Pl at f or mAdm nAppl i cati on. ynl file.

Confidential: Beta Release Copyright © AppDynamics 2021 | Page 3



\) APPDYNAMICS

part of Cisco

1 Do not change the suppor t edPr ot ocol s in the Pl at f or mAdmi nAppl i cation. yni file.

To get an encrypted password:

@ - Make a note of the generated password to use in Step 4.
- For the keyst or e. j ks file to work for the Enterprise Console, the st or epass and keypass must be the same.
1. Use the Enterprise Console CLI to encrypt the new password:

./platformadmn.sh encrypt -t '<plain_text_password>'

2. Change the storepass in keystore.jks by using the <pl ai n_t ext _passwor d> from Step 1:

keyt ool -storepasswd -keystore keystore.jks

3. Change the ec- server keypass in keystore. j ks by using the <pl ai n_t ext _passwor d> from Step 1:

keyt ool -keypasswd -alias ec-server -keystore keystore.jks

4. Use the encrypted password to update the Enterprise Console Dropwizard confirmation ym file (Pl at f or mAdmi nAppl i cati on. ynl ) for the
key "keyStorePassword".
5. Restart the Enterprise Console.

Update to a Signed Certificate

You can update the built-in self-signed certificate created by the Enterprise Console with a CA signed certificate from an eligible CA authority.

1 Ifyou want to reuse the existing public key from the Java keystore to generate a CSR request, you must import the signed certificates manually.
See step 6 to 9 in Create a Certificate and Generate a CSR for more information.

Most Linux distributions include OpenSSL. If you are using Windows or your Linux distribution does not include OpenSSL, you may find more information
on the OpenSSL website.

1. Obtain a signed certificate:
a. Create a csr request.

/1 Some CAs will create everything for you, including the private key. You may use the follow ng
keyt ool conmand to create a csr request from existing keystore.jKks.
keytool -certreq -alias ec-server -keystore keystore.jks -file AppDynami cs. csr

or

//You can also use the follow ng openssl command to create your own private key and csr request.
openssl req -new -newkey rsa: 2048 -nodes -out <name of csr request file> csr -keyout <nane of
private key>. key -subj "/C=<custonp/ ST=<cust onp/L=<cust o/ O=<cust o>/ OU=<cust on>/ CN=<host name>"

b. Submit the certificate signing request file generated by the command (AppDynamics.csr in our example command) to your Certificate
Authority of choice. When it's ready, the CA will return the signed certificate and any root and intermediate certificates required for the
trust chain. The response from the Certificate Authority should include any special instructions for importing the certificate, if needed. If
the CA supplies the certificate in text format, just copy and paste the text into a text file.

2. Run the Enterprise Console update certificate CLI command:
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./platformadm n.sh update-certificate --private-key <privateKeyfile> --ssl-cert <sslCertFile> --ssl-
chai n <ssl Chainfilel> <ssl Chainfile2> ...

1 Refer to the following help points when running this command:
® TheprivateKeyfile, sslCertFile, andssl - chai n files do not have any file format restrictions. Any file format, such
as . pkey and . t xt , should work, as long as it is readable.
® The privat eKeyfi | e file content must follow the PKCS8 format.
® ssl| CertFil eisyour SSL certificate file.
® ssl - chai n files are additional certificates, such as intermediate certificates. These are optional, and you may provide as
many of them as you would like.

This command updates the certificate in the keystore and truststore in the configuration yml file.
3. Restart the Enterprise Console for the new SSL configurations to take effect.

Verify the Use of SSL

You can test that your HTTPS support works by logging into the Enterprise Console GUI.

To make sure the configuration works, use a browser to connect to the Enterprise Console over the default secure port, port 9191:

https://<host hame>: 9191

Specify the hostname you used when you installed the Enterprise Console. The default port is 9191. This port needs to be exposed from your firewall rules
S0 you can access the port from any place. See Port Settings for more information.

Make sure the Enterprise Console entry page loads in the browser correctly.

1 Depending on your browser, you may have to perform additional steps to verify your connection. For instance, for self-signed certificates on
Chrome, you have to click to proceed. On Firefox, you have to create a security exception to proceed.

You can also verify that your configuration works by running commands on the Enterprise Console CLI.

Expired Certificate

In case of an expired certificate, the Enterprise Console CLI will still continue to work, but the CLI will also print out a warning, notifying you that the
certificate has expired.

Upgrades to the Enterprise Console remain unaffected by expired certificates; when you try to upgrade the Enterprise Console without knowing that the
certificate has expired, the upgrade should still succeed.

You can update the Enterprise Console self-signed certificate by reinstalling the application. For your own signed certificate, you can obtain a new one
from CA and run the CLI command from Update to a Signed Certificate.

Revert the Enterprise Console to HTTP
You can fall back to HTTP from HTTPS support by reinstalling the Enterprise Console application.

1. Follow the steps to upgrade the Enterprise Console.
a. Change the platform admin response varfile with:

pl at f or mAdmi n. useHt t ps$Bool ean=f al se

2. Complete the upgrade.
The Enterprise Console backs up any self-signed or signed certificate that is under <EC i nst al | ati onDi r >/ conf / keys. However, if you manually

move the keystore. j ks andtrust store.jks toyour own location, then you will need to back up your customized certificates and SSL related files on
your own before the upgrade.
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Troubleshooting Common SSL Related Issues

This section covers a few of the most common Enterprise Console SSL related issues. It may help to enable - Dj avax. net . debug=ssl in the platform-
admin.sh execute CLI command section before troubleshooting.

Enterprise Console CLI Issue

If the installation or upgrade succeeds but the Enterprise Console CLI does not work, the CLI will remind you to check if the serverHostName you entered
in the installer varfile is valid. The error will state that the Host name % not verifi ed.

Certificates Without an Extension Field Issue

Certificates without an extension field, especially free signed certificates, will not work. They will lead to a KeyUsage error. Only signed certificates from an
eligible CA authority should be used.

Enterprise Console Restart Issue

NSS package needs to be updated to the latest version on Linux machines. The Enterprise Console may not be able to restart if the NSS package is not
updated to the latest version on Linux machines. See Before Starting for more information.
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Controller SSL and Certificates

The Controller comes with a preconfigured HTTPS port (port 8181 by default) that is secured by a self-signed certificate. This page describes how to
replace the default certificate with your own custom certificate.

About Controller SSL and Certificates

For production use, AppDynamics strongly recommends that you replace the self-signed certificate with a certificate signed by a third-party Certificate
Authority (CA) or your own internal CA. If you are deploying .NET Agents, you must replace the self-signed certificate with one signed by a CA, since the .
NET agents do not work with self-signed certificates.

Controller SSL Certificates

You can manage your Controller SSL certificate on the Enterprise Console Ul under Configurations. The Appserver Configurations and Reports Service
Configurations pages both contain sections that display the SSL certificate information and provide an Edit Certificate option.

Controller Keystore and Artifacts

This page describes how to replace the existing key in the default keystore. Replacing the entire keystore is not recommended unless you first export the
existing artifacts from the default keystore and import them into your own keystore.

The default Controller keystore includes the following artifacts:
® glassfish-instance: A self-signed private key provided the Glassfish application server.

® slas: A self-signed private key provided with the Glassfish application server used by the Controller for secure communication on port 8181.
® reporting-instance: A private key used by the reporting service, the service that enables scheduled reports.

Update Keystore Passwords

You can modify the password for the keyst or e. j ks and cacert . j ks files that are used to generate the keystore artifacts. The password for both files
must be the same.

You cannot modify, however, the password for the r epor ti ng- ser vi ce. pf x file that is generated by the keystore artifact r epor ti ng-i nst ance and
used by the Reporting Service.

How to View the Keystore

You can view the contents of the keystore yourself using the keytool utility. To do so, from the <controller_home>/jre/bin directory, run the following
command. Enter the default keystore password changeit when prompted.

keytool -list -v -keystore /hone/ec2-user/appDpl atform product/controller/appserver/glassfish/domai ns/donai nl
/ confi g/ keystore.jks

The exact steps to implement security typically vary depending on the security policies for the organization. For example, if your organization already has a
certificate to use, such as a wildcard certificate used for your organization's domain, you can import the existing certificate into the Controller keystore.
Otherwise, you'll need to generate a new one along with a certificate signing request. The following sections take you through these scenarios.

Before Starting

The following instructions describe how to configure SSL using the Java keyt ool utility bundled with the Controller installation. You can find the keyt ool
utility in the following location:

® <controller_hone>/jre/bin

The steps assume that the keytool is in the operating system's path variable. To run the commands as shown, you first need to put the keyt ool utility in
your system's path. Use the method appropriate for your operating system to add the keyt ool to your path.
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While the directory paths in this topic use forward slashes, the instructions apply to both Linux and Windows Operating System environments. The steps
note where there are differences in the use of commands between operating systems.

Create a Certificate and Generate a CSR

If you don't have a certificate to use for the Controller, create it as follows.

@ AppDynamics requires using a X.509 digital certificate, which works with any file type.

In these steps, you generate a new certificate within the Controller's active keystore, so it has immediate effect.

The steps are intended to be used in a staging environment, and require the Controller to be shut down and restarted. Alternatively, you can generate the
key as described here but in a temporary keystore rather than the Controller's active keystore. After the certificate is signed, you can import the key from
the temporary keystore to the Controller's keystore.

1. At a command prompt, change directories to the following location:

<control | er_home>/ appserver/ gl assfi sh/ domai ns/ domai n1/ confi g

2. Create a backup of the keystore file. For example, on Linux, you can run:

cp keystore.jks keystore.jks. backup

On Windows, you can use the copy command in a similar manner.
3. If it's still running, stop the Controller.
4. Delete the existing certificate with the alias slas from the keystore:

keytool -delete -alias slas -keystore keystore.jks

5. Create a new key pair in the keystore using the following command. This command creates a key pair with a validity of 1825 days (5 years).
Replace 1825 with the validity period appropriate for your environment, if desired.

keyt ool -genkeypair -alias slas -keyal g RSA -keystore keystore.jks -keysize 2048 -validity 1825

Follow the on-screen instructions to configure the certificate. Note that:

® For the first and last name, enter the domain name where the Controller is running, for example, cont r ol | er . exanpl e. com
® Enter the default password for the key, changei t .

This generates a self-signed certificate in the keystore. We'll generate a signing request for the certificate next. You can now restart the Controller
and continue to use it. Since it still has a temporary self-signed certificate, browsers attempting to connect to the Controller Ul will get a warning to
the effect that its certificate could not be verified.

@ See Change Keystore Password for information on changing the default password for the keystore and certificates.

6. Generate a certificate signing request for the certificate you created as follows:

keytool -certreq -alias slas -keystore keystore.jks -file AppDynam cs.csr

7. Submit the certificate signing request file generated by the command (AppDynani cs. csr in our example command) to your Certificate Authority
of choice.
When it's ready, the CA will return the signed certificate and any root and intermediary certificates required for the trust chain. The response from
the Certificate Authority should include any special instructions for importing the certificate if needed. If the CA supplies the certificate in text
format, just copy and paste the text into a text file.

8. Import the signed certificate:

keytool -inport -trustcacerts -alias slas -file nycert.cer -keystore keystore.jks

This command assumes the certificate is located in a file named nycert. cer.
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9. If you get the error "Failed to establish chain from reply", install the issuing Certificate Authority's root and any intermediate certificates into the
keystore. The root CA chain establishes the validity of the CA signature on your certificate. Although most common root CA chains are included in
the bundled JVM's trust store, you may need to import additional root certificates, such as certificates belonging to a private CA. To do so:

keytool -inport -alias [Any_alias] -file <path_to_root_or_internediate_cert> -keystore <controller_hone>

| appserver/ gl assfi sh/ donai ns/ domai nl/ confi g/ cacerts. ks

When done importing the certificate chain, try importing the signed certificate again.

Import an Existing Keypair into the Keystore

These steps describe how to import an existing public and private key into the Controller keystore. We'll step through this scenario assuming that the
existing public and private keys need to be converted to a format compatible with Java Keystore, say from DER format to PKCS#12. You'll need to use
OpenSSL to combine the public and private keys, and then use keyt ool to import the combined keys into the Controller's keystore.

Most Linux distributions include OpenSSL. If you are using Windows or your Linux distribution does not include OpenSSL, you may find more information
on the OpenSSL website.

This assumes that we have the following files:

® private key: pri vat e. key
® signed public key: cert.crt
® CAroot chain: ca. crt

The private key you use for the following steps must be in plain text format. Also, when performing the following procedures, do not attempt to associate a
password to the private key as you convert it to PKCS12 keystore form. If you do, the following steps can be completed as described, but you will
encounter an exception when starting up the Controller, with the error message: j ava. security. Unr ecover abl eKeyExcepti on: Cannot

recover key.

To import an existing keypair into the Controller keystore

1. Use OpenSSL to combine your existing private key and public key into a compatible Java keystore:

openssl pkcs12 -inkey private.key -in cert.crt -export -out keystore.pl2

2. If the Controller is still running, stop it.
3. Change to the keyst or e directory:

cd <control | er_hone>/ appserver/ gl assfi sh/ donai ns/ domai n1/ confi g/

4. Create a backup of the keyst or e file. For example, on Linux, you can run:

cp keystore.jks keystore.jks. backup

On Windows, you can use the copy command in a similar manner.
5. Delete the self-signed certificate with alias s1as from the default keystore:

keytool -delete -alias slas -keystore keystore.jks

6. Import the PKCS #12 key into the default keystore:
keyt ool -inportkeystore -srckeystore keystore.pl2 -srcstoretype pkcsl2 -destkeystore keystore.jks -
dest storetype JKS

7. Update the alias name on the key pair you just imported:

1 The alias name should be s1as. Do not change it from this name.

keyt ool -changealias -alias "1" -destalias "slas" -keystore keystore.jks
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8. Change the password of the imported private key:

keyt ool -keypasswd - keystore keystore.jks -alias slas -keypass <.pl2_file_password> -new <password>

For the new private key password, use the default (changei t ) or the master password set as described in Change Keystore Password, if
changed.

9. If you get the error "Failed to establish chain from reply", install the issuing Certificate Authority's root and any intermediate certificates into the
keystore. The root CA chain establishes the validity of the CA signature on your certificate. Although most common root CA chains are included in
the cacerts. j ks truststore, you may need to import additional root certificates. To do so:

keytool -inport -alias <Any_alias> -file <path_to_root_or_internediate_cert> -keystore <controller_hone>

[ appserver/ gl assfi sh/ donai ns/ domai nl/ confi g/ cacerts. ks

When done, try importing the signed certificate again.
10. Start the Controller.

Verify the Use of SSL

To make sure the configuration works, use a browser to connect to the Controller over the default secure port, port 8181:

https://<controller_host>: 8181/ controller

Make sure the Controller entry page loads in the browser correctly. Also, verify that the browser indicates a secure connection. Most browsers display a
lock icon next to the URL to indicate a secure connection.

After changing the certificate on the Controller, you will need to import the public key of the certificate to the agent truststore. For information on how to do
this, see the topic specific for the agent type:

® EUM aggregator: Troubleshoot Your EUM Setup
® Java Agent: Enable SSL (Java)
® .NET: Enable SSL (.NET)

If there is no proxy configured and the agent is reporting to the Controller itself, then the following changes are also mandatory:

1. Run the following command:

pl at f orm adni n. sh stop-controll er-appserver

On Windows, run this command from an elevated command prompt (which you can open by right-clicking on the Command Prompt icon in the
Windows Start menu and choosing Run as administrator):

pl at form adnin. exe cli stop-controller-appserver

2. Search for the following properties in <cont r ol | er _hone>/ appser ver/ gl assfi sh/ donai ns/ domai n1/ confi g/ domai n. xm , and
replace the port with the SSL port, as the non-secure port is disabled:

1 You should also edit the domain.xml configurations on the Controller Settings page of the Enterprise Console to retain your settings.
See Update Platform Configurations for more information.

- Dappdynami cs. control |l er. port=
- Dappdynami cs. control | er. services. port=

3. In the following property, change the protocol from HTTP to HTTPS, and change the port to the secure port.

- Dappdynami cs. control | er. ui.deeplink.url=

You can also use REST API to update the deeplink URL:
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curl -k --basic --user root @ystem --header "Content-Type: application/json" --data '
{ "controllerURL": "https://<controller>:<ssl_port>" }' https://<controller>:<ssl_port>/controller/rest
/ account s/ <ACCOUNT- NAME>/ updat e- control | er-url

4. Add the following JVM argument anywhere above or below the above JVM arguments to ensure the internal agent connects using SSL.

- Dappdynami cs. control | er. ssl. enabl ed=true

5. Run the following command:

pl atformadnin.sh start-controll er-appserver

On Windows, run the following in an elevated command prompt:

platformadnin.exe cli start-controller-appserver

You can also use the nodi f yJVMOpt i ons. sh script to make the changes.

Change Keystore Password

The default password for the keystore used by the Controller is changei t . This is the default password for the Glassfish keystore, and is a well-known
(and thus insecure) password. For a secure installation, you need to change it.

@ Changing the password in this manner does not affect the administration password you use to access the Glassfish administration console. See
Update the Root User and Glassfish Admin Passwords for information on changing this password.

To change the password you must use the Glassfish administration tool (rather than the keyt ool utility directly). Using the Glassfish administration tool
allows the Glassfish instance to access the keys at runtime.

If you change the keystore password directly using the keyt ool , the Controller generates the following error message at start up:

Caused by: java.lang. |1l egal StateException: Keystore was tanpered with,
or password was incorrect

If you encounter this scenario, change the password using the asadmi n utility.

To change Glassfish passwords

1. Stop the Controller.
2. Change the Glassfish master password:

<control | er_honme>/ appserver/ gl assfi sh/ bi n/ asadnmi n change- nast er - password --savenast er passwor d=true

Changing the master password with asadmi n changes the password for the domain-passwords, cacerts. j ks, and keyst or e. j ks stores (including
the slas, reporting-instance, and glassfish-instance private keys in keyst or e. j ks).

However if you customized any additional keys or existing key passwords, and they do not match the master password, when you change the master
password, the following error is generated:

./ asadm n change- mast er - password --savenast er passwor d=t r ue
Enter the new nmaster password>

Enter the new naster password agai n>

Caught an Exception: {0}

Command change- nast er - password execut ed successfully.

This indicates that the store password for keyst or e. j ks has been set to the master password, but one or more of the private keys still has a different
key password and do not match the master password. This prevents the Controller application from starting and generates the following error:
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java.lang. Error: java.security.Unrecoverabl eKeyExcepti on: Cannot recover key

1. To resolve this issue, update each of the private key passwords in keyst or e. j ks (slas, reporting-instance, and glassfish-instance) to ensure
that they match the master password by entering the following keyt ool command:

@ Replace the <JRE_HOVE>, <al i as_nane>, and <cont r ol | er _hone> variables with your information before executing the keyt ool
command.

<JRE_HOME>/ bi n/ keyt ool -keypasswd -alias <alias_name> -keystore <controller_hone>/ appserver/gl assfish
/ domai ns/ domai n1/ confi g/ keystore.j ks -storepass <naster_password>

2. To confirm that the default values for <al i as_nane> are slas, reporting-instance, and glassfish-instance, execute the following command to
list the contents of keyst or e. j ks:

@ Replace the <JRE_HOVE>, <al i as_nane>, and <cont r ol | er _hone> variables with your information before executing the keyt ool
command.

<JRE_HOME>/ bi n/ keytool -1ist -keystore <controller_home>/ appserver/ gl assfi sh/ donai ns/ dormai nl/ config
/ keystore.jks -storepass <master_password>

If the key password matches the master password, the message " Passwor ds nust di f fer*"* displays when entering the new key
password. This validates that the key password was set correctly.
3. Restart the Controller and ensure it starts without errors.

Updating an Expired Certificate

The steps to renew an expired or soon-to-expire certificate are similar to those for replacing the default certificate, as documented in Create a Certificate
and Generate a CSR. To update the expired certificate:

1. Back up the existing keystore.
2. At a command prompt, change directories to the following location:

<control | er_home>/ appserver/ gl assfi sh/ domai ns/ domai n1/ confi g

3. Create a backup of the keystore file.

a. On Linux, you can run the following command:

cp keystore.jks keystore.jks. backup

b. On Windows, you can use the copy command in a similar manner.

1 Ifthe controller is still running, stop the controller.

4. Since you already have a Java keystore, run the following command to issue a certificate signing request. You should use this keystore for the csr
and not create a new one. You will be importing the new certificate into this keystore.

keytool -certreq -alias slas -keystore keystore.jks -file AppDynam cs.csr

5. Submit the certificate signing request file Appdynani cs. csr generated by the above example command to your Certificate Authority of choice.

a. When it's ready, the Certificate Authority will return the signed certificate and any root and intermediary certificates required for the trust
chain.

b. The response from the Certificate Authority should include instructions for importing the certificate if needed.

1 Ifthe Certificate Authority supplies the certificate in text format, copy and paste the text into a text file.

6. You can list out the obtained certificate as follows if it is not in text format.
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keytool -printcert -v -file <your obtained certificate>

7. Import the signed certificate obtained into the keystore that you already have.

keytool -inport -alias slas -file <your obtained certificate> -keystore keystore.jks

a. The imported certificate will replace the old one, provided you use the same alias as the previous one.
b. Sometimes the root and intermediate certificates of the certification authority are also expired. If that's the case, you will see the
message Fai |l ed to establish chain fromreply.
8. If the root and intermediate certificates of the certification authority are expired, they also have to be imported in your cacert s. j ks so that the
chain of trust can be established. You can follow your certification authority’s instructions to download the root and intermediate certificates.

a. Keep the same alias as before for root and intermediate when you import these certificates into cacerts. j ks.

keytool -inport -alias <previous alias used for the certificate> -file
<path_to_root_or_internmedi ate_cert> -keystore <controller_home>/ appserver/ gl assfi sh/ domai ns/ donai nl1
/configl/cacerts.jks

Trust Stores and Keystores

® Java trust store, cacerts, contain root certificates of well-known certification authorities. The validity of a certificate presented during the TLS/SSL
(Transport Layer Security/Secure Sockets Layer) session is checked from cacerts. j ks. There are no private keys or passwords in cacerts.
They will contain the intermediate and root certificates of certification authorities.

® Java Keystore is used to store private key and the identify certificate for the server, which means that the keystore is used to store your server's
credentials.
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Set the Security Protocol

Related Pages:
® Agent-to-Controller Connections

This page describes the security protocol used by an on-premises Controller, and how you can modify it.

Default Security Protocol

The Controller secures connections using TLSv1.2 by default. However, you can change the security protocols used by the Controller if needed. For
instance, you need to change the protocol if you are using agents that don't support TLSv1.2. These agents include:

® Java Agent version 3.8.1 or earlier (see Agent and Controller Compatibility for complete SSL compatibility information)
® NET Agent running on .NET Framework 4.5 or earlier

If upgrading the agents or .NET framework is not possible, you will need to enable TLSv1 and SSL3 on the Controller using the asadm n command-line
utility. To use the utility, you will need to supply the password configured for the root user for the Controller.

These changes require a restart of the Controller application server, which results in a brief service downtime. You may wish to apply these change when
the downtime will have the least impact.

To maintain a secure environment, APIs that are downstream of the Controller should also use TLS. If SSL3 is required, you can enable it. See the Oracle
JDK 8 documentation.

Enable TLS for a Controller

1. Open a browser and navigate to the Enterprise Console GUI:

http(s)://<hostname>: <port >

9191 is the default port.
2. Navigate to AppServer Configurations by choosing the platform, Configurations, Controller Settings, and Appserver Configurations.
3. In the Domain Protocols box on the JVM Options tab, edit the confi gs. confi g. server-confi g. net work-confi g. prot ocol s.
protocol . http-listener-2.ssl.tls-enabl ed=fal se parametertotrue.
4. Click Save.

@ You do not need to restart the Controller application server since the configuration change job automatically does so for you.

Enabling Stronger Encryption Keys

By default, the Controller's embedded Java runtime only supports up to 128-bit encryption key lengths for secure connections. You can, however, enable
up to 256-bit encryption keys so the Controller can establish connections using the stronger ciphers.

To enable stronger keys in encryption keys in the Controller, follow the instructions for the Controller version you are running.

After restarting the Controller app server, the following cipher suites become available:

TLS ECDHE_ECDSA W TH_AES 256_CBC_SHA384
TLS_ECDHE_RSA W TH_AES 256_CBC_SHA384
TLS RSA W TH_AES 256_CBC_SHA256

TLS ECDH ECDSA W TH AES 256 CBC_SHA384
TLS ECDH RSA W TH_AES 256_CBC SHA384
TLS_DHE_RSA W TH_AES 256_CBC_SHA256
TLS DHE_DSS W TH_AES 256_CBC_SHA256
TLS ECDHE_ECDSA W TH_AES 256_CBC SHA
TLS_ECDHE_RSA W TH_AES_256_CBC_SHA
TLS_RSA W TH_AES_256_CBC_SHA

TLS ECDH ECDSA W TH_AES 256_CBC_SHA
TLS ECDH RSA W TH_AES 256_CBC SHA
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* TLS DHE RSA W TH AES 256_CBC SHA
* TLS_DHE DSS W TH_AES 256_CBC_SHA
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Configure a Controller SSH Key

You can set up SSH (Secure Shell) with public/private key pairs so that you do not have to type the password each time you access a Controller machine
by SSH. Setting up keys allows scripts and automation processes to access the Controller easily. You can generate DSA or if you want stronger
encryption, RSA keys.

Set up SSH Key Pairs Using DSA

1. Run the ssh command that sets up the key pair:

% ssh-keygen -t dsa

2. At the following prompt, press Enter to accept the default key location, or type another:

Generating public/private dsa key pair.

Enter file in which to save the key (~/.ssh/id_dsa):

3. Press return at the password prompt:

Enter passphrase (enpty for no passphrase):

4. Press Return again to confirm the password:

Enter sane passphrase again:

You should see the following information:

Your identification has been saved in ~/.ssh/id_dsa
Your public key has been saved in ~/.ssh/id_dsa. pub

The key fingerprint is: <Some really long string>

If SSH continues to prompt you for your password, verify your permissions in your remote . ssh directory. It should have only your own read/write
/access permission (octal 700):

% chnod 700 ~/.ssh

5. Open the local ~/ . ssh/ i d_dsa. pub file and paste its contents into the ~/ . ssh/ aut hori zed_keys file on the remote host.
6. Update the permissions on the aut hori zed_keys file on the remote host as follows:

% chnod 600 ~/.ssh/authorized_keys

Set up SSH Key Pairs Using RSA

Run the ssh command that sets up the key pair:

% ssh-keygen -t rsa
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The generated files will be named i d_r sa and i d_r sa. pub, instead of i d_dsa and i d_dsa. pub.

Otherwise, the remaining steps are identical to those beginning with step 2 in the steps above.
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Controller Secure Credential Store

Related pages:

® Controller Data and Backups

The Controller creates a secure credential keystore that holds a secret key used to encrypt credentials.

Stored Credentials

The secure credential store manages the following credentials:

LDAP authentication user password. See LDAP Authentication.

Database collector credentials, including database user password and the machine user password.
SMTP server/Email passwords.
AppDynamics account access keys.

Back up the credential store as part of your normal backup procedures for the Controller, as described in the following section.

Secure Credential Store Backup

Make sure your Controller backup plan includes the secure credential keystore file . appd. scskeyst or e. In the case that the secure credential keystore
file should become corrupted, restore the . appd. scskeyst or e file from backup.

If you run the Controller in high availability mode, both the primary Controller and the secondary Controller must use the same secure credential keystore
file. If you use an HA deployment strategy, verify that it propagates the secure credential keystore file from the primary to the secondary.

Replace a Compromised Secure Credential Store

The following steps describe how to replace a secure credential store. It assumes the following:

® You have a single-tenant Controller installation.

® You know the plain-text value of your Account Access Key. You can view the access key in the Controller under Settings > License.

As detailed in the sections that follow, the steps are broken into these parts:

O wWNE

Create a new Secure Credential Store

. Create a new secure credential store.
. Update the Controller with the password of the new secure credential store.
. Update the account access key.
. Update the account access key for the system account.
. Restart the Controller and update passwords.

1. Rename the existing secure credential keystore file.
Initialize a new secure credential keystore using the secure credential store utility.

2.

By default the utility installs to: <control | er_home>/t ool s/lib/scs-tool.jar

For example:

/controller/jre8/bin/java -jar

./scs-tool.jar generate_ks -filenane

<control |l er_home>/. appd.

scskeystore' -storepass ' MyCredenti al St orePassword'

The secure credential store utility confirms it created and initialized the keystore:

Successfully created and initialized new KeyStore file: /opt/appdynam cs/ Controller/.appd.scskeystore

Verification -

New KeyStore file:

/ opt / appdynami cs/ Control | er/. appd. scskeystore is properly initialized.
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Update the Controller with the new Secure Credential Store Password

1. Shut down the Controller.
2. Obfuscate the password you used to initialize the secure credential keystore:

/controller/jre8/bin/java -jar <controller_home>/tools/lib/scs-tool.jar obfuscate -plaintext
' <Secure_Credential _Store_Password>'

For example:

/controller/jre8/bin/java -jar /opt/appdynam cs/Platform controller/tools/lib/scs-tool.jar obfuscate -
pl ai ntext ' MyCredenti al St or ePasswor d'

The secure credential store utility writes out an obfuscated password for use in the Controller configuration. For example:

s_gsnwRe+LDch8JBf 1Rani BoW Myj j i pkr t JMZXAYEKWS=

3. Log in as the root user:

<control | er_home>/ bin/controller.sh |ogin-db

@ On Windows, use controller.bat.

4. Update the secure credential keystore password to the newly obfuscated password:

UPDATE gl obal _confi guration_cl uster
SET val ue = '<obfuscat ed_secure_credential _keystore_password>'
VWHERE nanme = 'scs. keystore. password' ;

Update the Account Access Key

1. Log in as the root user:

<control |l er_hone>/bin/controller.sh | ogin-db

@ On Windows, use controller.bat.

2. Update the account access key for the account to the plain text string. When the Controller starts, it will encrypt the account access key:

UPDATE account

SET access_key = '<plain_text_account_access_key>',
encryption_schenme = NULL

VWHERE id = <account_i d>;

You can get the account id by running the following query: sel ect id account _i d, nane account _nane, access_key,
encryption_schenme from account;

3. Only if you changed the plain text value of the account access key. Update the account access key for the agent users:
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UPDATE user

SET encrypted_password = SHAL(' <pl ai n_t ext _account _access_key>')
VWHERE account _id = <account _i d>

AND nanme = 'singularity-agent';

If you changed the plain text value of the account access key, you need to update the access key for all the agents.

@ The access key belongs to the "customerl" account in a single-tenant Controller and the "default" account in a multi-tenant Controller.
In addition, account _i d is the account id of the "customerl" account in a single-tenant Controller and the "default" account in a multi-
tenant Controller.

4. If you have default license rules, update the account access key usingvl_l i cense_rul es API.

1 For earlier Controller versions, you must use browser tools to migrate license rules.

Update the Account Access Key for the System Account

1. Generate the new access key for the system account:
..ljrel1.8.0_152/bin/java -jar ./tools/lib/scs-tool.jar encrypt -filename ./.appd. scskeystore -storepass

" REPLACE_TO NOT_OBFUSCATED STOREPASS VALUE' -pl ai ntext ' NEW SYSTEM ACCOUNT ACCESS_KEY'

2. Once you have generated the system account access key:

a. Editthe control | er-info.xnl file to add your specific information:

<control | er-dir>/appserver/ gl assfi sh/ donai ns/ domai nl/ appagent/ver4. X. X. X conf/controller-info.xn

b. Editthe credenti al - st or e- passwor d value with the obfuscated st or epass value.
. Edit the account - access- key with new encrypted access key value.
d. Run SQL:

o

updat e account set access_key=" ENCRYPTED SYSTEM ACCOUNT_ACCESS KEY' where id=1; update nds_account.
account set access_key='" ENCRYPTED SYSTEM ACCOUNT_ACCESS KEY' where id='"00000000-0000-0000-0000-
000000000001' ; updat e nds_account. account set access_key="ENCRYPTED SYSTEM ACCOUNT_ACCESS_KEY'

wher e i d=' 00000000- 0000- 0000- 0000- 000000000002" ;

e. Stop appserver.
f. Start appserver.

@ If you use LDAP, DBmon, or HTTP Request Actions and Templates, then you must also reconfigure those components with the same
passwords to ensure that they are encrypted with new SCS key.

Restart the Controller and Update Passwords

1. Restart the Controller.
2. Log in to the Controller as a user with the following permissions:
® Administer users, groups, roles, authentication, etc.
® Configure Email / SMS.
3. As necessary, re-enter the following passwords:
® LDAP authentication user password. See Configure Authentication Using LDAP.
® Database collector credentials:
® database user password. See "Add a Database Collector" on Configure Database Collectors.
* machine user password. See "Configure the Database Agent to Monitor Server Hardware" on Configure Database Collectors.
® SMTP server / Email password. See Enable an Email Server.
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Mutual Authentication

In addition to implementing Server Authentication, you can also implement mutual (client and server) authentication. Client authentication enables the
Controller to ensure that only authorized and verified agents can establish connections. These procedures outline the workflow to implement mutual
authentication.

Before Starting

® Theses agents support client authentication:
® Java Agent
® Database Agent
® Machine Agent
® NET Agent for Windows

@ Excludes Azure PaaS environments, such as Azure App Services.

® |tis good practice to set up and verify client authentication on one agent first. After you confirm that client authentication is working for that agent,
proceed with configuring additional agents.

® [f you have a "hybrid" environment, with Server Authentication only for some agents and Server and Client Authentication for others, you might
want to set up and configure multiple HTTP Listeners in Glassfish: one for Server Authentication only, and another for both Server and Client
Authentication.

® The procedures described on this page use the default key and keystore password (changei t ) for the keystore. Before you proceed with this
workflow, it is good practice to:

1. Change this default password, as described in "Change Keystore Password" under Controller SSL and Certificates.
2. Use the new password when you perform these procedures.
® |nstead of using plain text passwords in the procedures, you can specify encrypted or obscured passwords as described in Encrypt Agent
Credentials.

Set Up Client Authentication

These steps describe how to set up Client-based Authentication:

. Set up server authentication on the Controller.

. Set up server authentication on agents.

. Set up a client keystore on the Controller.

. Configure agents to access the client keystore on the Controller.
. Enable client authentication on the Controller.

abhwnNPE

Set Up Server Authentication on the Controller

1. Open a CLI window on the Controller host and cd to the <cont r ol | er - keyst or e- hone> directory: <cont r ol | er - home>/ appser ver

/ gl assfish/ domai ns/ donmai nl/ config
2. Create a trusted root certificate store to preserve the Controller public key. The following command exports the public key (slas) and stores it in

the new certificate store file ser ver. cer.

<j ava- honme>/ bi n/ keyt ool -export -alias slas -file server.cer \
-keystore keystore.jks
-storepass changeit

3. (Optional) To view information about the public and private keys in keyst or e. j ks, enter the following command:

<j ava- hone>/ bi n/ keytool -list -v -alias slas \
-keystore ./keystore.jks \
-storepass changeit

4. Import the Controller public key from ser ver. cer into an agent keystore. The following command creates a new keystore (agent -
trust st ore. j ks); the Controller sends the public key from this keystore to agents when they set up an SSL connection.
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<j ava- home>/ bi n/ keytool -inport -v -alias controller_alias -file server.cer \
-keystore agent _truststore.jks \
-storepass changeit

5. This command displays the certificate and asks if you trust it. Answer yes.

Set Up Server Authentication on Agents

For each authorized agent:

1. Copy the agent _truststore. | ks file from the Controller to the root directory of the agent (<machi ne- agent - hone> or <j ava- agent -
honme> or <dat abase- agent - home>).
2. For each authorized agent, specify the following properties in the <agent - hone>/ conf/ control | er-i nf o. xm file as follows:
® <controll er-ssl-enabl ed>true</controller-ssl-enabl ed>
® <controller-port>443</control |l er-port>
® <controller-keystore-fil ename>agent _truststore.jks</controller-keystore-filenane>
® <controll er-keystore-password>changeit</control | er-keystore-password>

Set Up a Client Keystore on the Controller

In this procedure, you create a signed certificate and import it into the client keystore. These steps use the Controller to sign the certificate, but you can
also use a third-party Certificate Authority (CA).

1. (Optional) To view information about the public and private key in the Controller keystore, enter:

<j ava- hone>/ bi n/ keytool -list -v -alias slas \
-keystore ./keystore.jks \
-storepass changeit

2. Create a keystore (cl i ent keyst or e. j ks) that includes the Controller public/private keypair. In <contr ol | er - keyst or e- hone>, enter:

<j ava- hone>/ bi n/ keyt ool -genkey -alias client-alias -keyalg RSA \
-keystore clientkeystore.jks \
-storepass changeit \
-keypass changeit

The keytool prompts you for your name, organization, and other information it needs to generate the key. AppDynamics App Agents use SunX509
as the default keystore factory algorithm. If keystores in your environment use something other than SunX509, you need to specify the algorithm
to the App agent. You can do so using the system property appdynanmi cs. agent . ssl . keynmanager . f act ory. al gori t hm For example, to
set the algorithm to PKIX, add this to the startup command of the agent-monitored JVM:

- Dappdynani cs. agent . ssl . keynmanager . f act ory. al gori t hnePKI X

3. Generate a certificate signing request (cl i ent . csr) that can be signed by a Certificate Authority (CA).

<j ava- honme>/ bi n/ keytool -certreq -v -alias client-alias -file client.csr \
-keystore clientkeystore.jks \
-storepass changeit \
- keypass changei t

4. Getthe request (client. csr) signed by a trusted CA. This command uses the Controller as a CA, which creates a new file (si gnedd i ent .
cer ) with the Controller-signed certificate.

<j ava- honme>/ bi n/ keyt ool -gencert -infile ./client.csr -outfile signeddient.cer -alias slas \
-keystore ./keystore.jks \
-storepass changeit \
-keypass changei t

5. (Optional) To view information about the signed certificate, enter:
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<j ava- hone>/ bi n/ keytool -printcert -v -file ./signedCient.cer

6. Verify that the certificate is signed by the authentic Certificate Authority. You can:
« Copy the public key of the signing authority into the trusted root set, or
« Import the public key of the signing authority into the client keystore.

This command does the latter by importing the Controller public key from ser ver . cer into cl i ent keyst ore. j ks.

<j ava- hone>/ bi n/ keytool -inport -v -alias controller_alias -file server.cer \
-keystore clientkeystore.jks \
-storepass changeit

This command asks if you trust the certificate; when you enter yes, this message should display:

Certificate was added to keystore
[Storing clientkeystore.jks]
7. (Optional) To view the contents of cl i ent keyst ore. j ks, enter:

<j ava- hone>/ bi n/ keytool -list -v -keystore clientkeystore.jks -storepass changeit

The keystore should show entries for control | er-al i as and cl i ent - al i as (which is still unsigned).
8. Import the signed public key certificate into the client keystore. This command imports si gnedC i ent . cer into cl i ent keystore. j ks.

<j ava- hone>/ bi n/ keytool -inportcert -v -alias client-alias -file ./signeddient.cer \
-keystore clientkeystore.jks \
-storepass changeit \
-keypass changeit

You now have a password-protected cl i ent keyst or e. j ks file on the Controller with a signed certificate that verifies the Controller's

authenticity.
9. Verify that the trusted root certificate on the Controller includes the public key of the signing authority. This procedure used the Controller as the
Certificate Authority, so the public key is already included. To verify, enter:

<j ava- hone>/ bi n/ keytool -list -v -alias client-alias \
-keystore clientkeystore.jks -storepass changeit

The public key of the signing authority should now be part of the agent's public key certificate.

Configure Agents to Access the Client Keystore on the Controller

For each authorized agent:

1. Copy the cl i ent keyst ore. j ks file from the Controller to the following directory on the agent:
® Database agent: <dat abase agent hone>/ conf
® Java agent: <j ava- agent - hone>/ conf
® Machine Agent: <machi ne- agent - hone>

2. Specify these properties in the <agent - hone>/ conf/control | er-info. xnl file as follows:

<use-ssl-client-auth>true</use-ssl-client-auth>

<asymmetric-keystore-fil ename>clientkeystore.jks</asymetric-keystore-fil ename>
<asymmetri c- keyst or e- passwor d>changeit</ asymmet ri c- keyst or e- passwor d>

<asymmetri c- key- passwor d>changeit</ asymmet ri c- key- passwor d>
<asymmetric-key-alias>client-alias</asymetric-key-alias>

Enable Client Authentication on the Controller

From the Controller:

1. Ifitis not currently running, start the Controller.
2. Open a CLI panel and cd to <contr ol | er - hone>/ appser ver/ gl assfi sh/ bi n.
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3. To start the AppServer Admin tool, enter: . / asadmni n
You should now see the asadmin prompt: asadm n>
4. Enter:list-http-listeners
This lists the available set of HTTP listeners. For example:
http-listener-1
http-listener-2
adm n-1istener
5. Configure one of these listeners by running the following commands. In this example, we are configuring ht t p- 1 i st ener - 2:

set configs.config.server-config.network-config.protocols.protocol.http-1istener-2.ssl.key-

st ore=keystore.jks

set configs.config.server-config.network-config.protocols.protocol.http-1istener-2.ssl.client-auth-
enabl ed=true

set configs.config.server-config.network-config.protocols.protocol.http-listener-2.ssl.trust-

st ore=cacerts.j ks

6. To verify that the properties are set correctly, run the following command. Again, this example assumes htt p-1i st ener - 2.

get configs.config.server-config.network-config.protocols.protocol.http-listener-2.*

7. Restart the Controller.
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Upgrade Platform Components

The information and instructions below are intended for On-Premise deployments only. SaaS deployments are managed by AppDynamics.

Related pages:

Upgrade the Controller Using the Enterprise Console
Upgrade the Events Service

Upgrade the Production EUM Server

Upgrade the Controller Using the Enterprise Console
Discovery and Upgrade Quick Start

Before Upgrading

Before you upgrade to a newer version of the platform, complete the following tasks:

® Review the Product Announcements and Alerts page.

® Review the latest Release Notes, as well as the release notes for intermediate versions between the current version and the version you are
upgrading to.

® Review the compatibility support page.

® Verify that you meet the requirements described in the Platform Requirements for the components you use.

Upgrade Order
Follow the instructions for each service in this order:

. Upgrade the Enterprise Console
. Upgrade the Events Service

. Upgrade the EUM Server

. Upgrade the Controller

A WN P
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Discover Existing Components

Related pages:

® Discovery and Upgrade Quick Start
® Administer the Enterprise Console

You can use the Enterprise Console to discover and upgrade existing AppDynamics components, such as a Controller or Events Service. After you
discover the components, they can be added to the platform and be managed by the application. This process can be performed with the GUI or command
line. You can discover Controllers that are version 4.1 or later.

Before you discover existing components, you need the following information:

Controller

Controller root user password

Installation directory

Database password

L]
L]
L]
® Host name or IP address

Events Service

® Host names or IP addresses
® |nstallation directory. Note that if you have an Events Service cluster, this directory is the same on every node.
® Host credentials (SSH key file and username)

Using the GUI

You can use the Custom Install Discover & Upgrade option in the GUI to create a platform and discover a Controller and Events Service. Alternatively, if
you have already created a platform, you must add credentials and hosts to the platform before you can perform discovery. Then, discover the Controller
or Events Service on the page for that component. For more information about how to add credentials and hosts, see Administer the Enterprise Console.

When the Enterprise Console discovers a component, it also checks to see if an upgrade is available and performs the upgrade.

Using the Command Line

Controller

Use the discover-upgrade-controller command to discover and upgrade a Controller:

bi n/ pl at f orm admi n. sh di scover -upgrade-controll er --host <host> --controller-root-passwrd <root user password
for Controller> --installation-dir <Controller installation directory> --db-root-password <password for
Control | er database>

If your upgrade fails, you can resume by passing the flag useCheckpoi nt =t r ue as an argument after - - ar gs.

Events Service

The discover-events-service command can discover and upgrade an Events Service.

bi n/ pl at f orm adni n. sh di scover-events-service --hosts <host 1> <host 2> <host 3> --installation-dir <Events
Service installation directory>

Instead of listing each host, you can specify a line-separated list in a text file:

bi n/ pl at form admi n. sh di scover-events-service -n <file path for the host file> --installation-dir <Events
Service installation directory>
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If your upgrade fails, you can resume by passing the flag useCheckpoi nt =t r ue as an argument after - - ar gs.
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